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Abstract 

Cavitation, because of its negative effects, like e.g. erosion, noise or vibration, is usually an undesirable 

phenomenon. However, in devices where spraying and atomization are expected, cavitation is required. This group 

of devices includes e.g. diesel injectors. Appearance of vapour bubbles results in increase of the maximum flow 

velocity. It is possible for the following reasons. Firstly, bubbles start to form in the throat, so its diameter reduces. 

Secondly, appearance of vapour bubbles along the wall results in a slip boundary condition. Moreover, cavitation 

has a positive influence on a spray cone angle. However, regardless of the place of occurrence, research on 

cavitation bases primarily on numerical simulations. The area of numerical methods intended for cavitating flows 

includes many solutions which differ not only in the basic assumptions, i.e. considering flow either as a multiphase 

mixture with the average density or just as two independent liquids, fluid and vapour, with a distinct boundary 

between them, but also in many methods applied in particular approaches. Currently, to choose the best way of the 

prediction of cavitation phenomenon for the undertaken issue, many aspects should be considered. The most 

important factor is the assessment level between the results of numerical simulation and experimental data. 

Secondary are computing time, requirements for the hardware, price of software and additional costs connected 

with the selected software. The final decision about the chosen way of the cavitation prediction results from all the 

above-considered elements. The main aim of the work is to present the methods of image analysis, which can be 

very helpful in this process. The main advantage of these methods is the quantitative answer about the correlation 

degree between analysed images. It eliminates subjective decisions based solely on a raw imaging material. The 

image material used in the work was obtained via numerical simulations performed in ANSYS Fluent. Presented 

methodology bases on their statistical analysis that considers the shape and intensity of cavitating area, as well as 

on basic methods of image processing and analysis. The conclusion is that the obtained results demonstrate the 

usefulness of the proposed methods in the aspect of a reliable comparison of images obtained in the numerical 

studies of the cavitation phenomenon. 
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Introduction 

Cavitation is one of the most investigated topics in the area of fluid flow research. This phenomenon itself consists 

in growth of vapour bubbles in a fluid under the influence of drop in pressure below the saturated liquid pressure 

and it is usually considered as an undesirable phenomenon, because of its negative effects, which are inter alia 

erosion, noise, vibration and loss of efficiency [1], [7], [10]. However, cavitation can be useful; moreover, there are 

situations where it can be desired. Cavitation accompanies and determines such phenomena as spraying and 

atomization that are required in many devices. The example of such device is diesel injector [10], [1]. Through the 

appearance of vapour bubbles, the maximum flow velocity increases; it is possible for the following two reasons. 

Firstly, bubbles start to form in the throat, so its diameter reduces. Secondly, appearance of vapour bubbles along 

the wall results in a slip boundary condition. Cavitation has also a positive influence on a spray cone angle [19]. 

Collapse of the cavitation bubbles enhances fuel atomization. The collapse results in decrease of droplets size what 

is beneficial for vaporization. A faster vaporization helps to mix fuel and air and to reduce ignition delay [24]. The 

biggest difficulty for experimental and numerical investigations of engine diesel injectors are small dimensions (the 

inner diameter is about 200 μm) and a very fast flow velocity, even about 500 m/s. For that reasons, to extract data 

for validation of the results of numerical simulations special tools should be applied [20]. 
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Regardless of the place of occurrence, research on cavitation bases primarily on numerical simulations [13], [21]. 

The area of numerical methods intended for cavitating flows includes many solutions. Primarily they differ in the 

basic assumptions, i.e. considering flow as a multiphase mixture either with the average density or just as two 

independent liquids, fluid and vapour, with a distinct boundary between them. Other differences stems from the use 

of many methods applied in particular approaches. All methods base on the governing equations of mass, 

momentum and energy [23]: 
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This set of equations can be solved independent or jointly for each of the phases, which are liquid and vapour. The 

first solution (based on independent solutions), because of longer computing time and bigger system requirements, 

is rarely preferred. In the second, more economical option, two ways are considered: solving an additional transport 

or a barotropic equation. The additional transport equation describes conditions of change of physical state from 

liquid to vapour and vice versa and it is expressed in a form of source terms. The most solutions of source terms 

base on the Rayleigh equation [17]: 
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In order to choose the best way of the prediction of cavitation phenomenon for the undertaken issue many aspects 

should be considered. The most important factor is the assessment level between the results of numerical 

simulation and experimental data. Secondary are computing time, requirements for the hardware, price of software 

and additional costs connected with the selected software. The final decision on the chosen way of the cavitation 

prediction should be a result taking into account all the above-mentioned elements. The raw image material, 

showing contours of vapour volume fraction, is a vexed basis for the key question concerning the assessment level 

of the results. The qualitative answer is the best possible solution. It eliminates a subjective view and gives 

unequivocal and irrefutable proofs of the made choice. The literature concerning the statistical methods of image 

analysis aiming to define correlation coefficients is very poor and the proposed methods have not gained popularity 

in the research area of cavitating flows. The image analysis was used e.g. for calculating the Volumetric Index 

necessary for determination of the fouling degree of the injectors [25] or to determine the mean error between 

vapour penetration measurements and simulations [4]. The statistical methods dominate either in validation of 

quantitative data, such as mass flow rate or temperature [16]. Many reasons can be listed for this state of affair, 

beginning from a small interest in such comparisons methods and ending in lack of any strictly specified 

requirements in evaluation of the achieved numerical results. Despite the fact that in the area of numerical 

simulations of the flow in engine diesel injectors a progress is visible each year, validation of the achieved results 

stays usually at the same level and the traditional raw image analyses still dominate [2], [3], [5], [8], [18]. Paying 

more attention to the statistical image analysis could be a real and desired support for the rapidly growing area of 

numerical calculations, not only for devices like diesel injectors. This work is an attempt to popularize the statistical 

methods of image comparisons as an excellent, unequivocal and simple solution that help to make the best choice 

without any doubts about the influence of subjective perspective. 

 

Aim 

The main aim of the work is to present the methods of statistical image analysis of cavitating area. Using basic 

methods of image processing two correlation coefficients are proposed. The first correlation coefficient bases on 

the intensity of the cavitation cloud while the second on the changes in the shape of the cavitation cloud. Both 

proposed coefficients can be helpful in the process of the assessment of results obtained in numerical simulations. 

The original achievement are also the results of the numerical simulations of cavitating flow in form of the contours 

of vapour volume fraction that are used in the further statistical image analysis. 

It should be emphasized, that proposed coefficients can successfully be used for the purpose of comparing results 

of simulations with experiment as well; as it is described in the “Conclusions” section. 
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Material and methods 

The analysed axisymmetric and two-dimensional geometry is an orifice which dimensions are shown in Figure 1. 

The total length of the orifice is equal to 48 mm, the length of the inlet part is equal to 16 mm, the inlet diameter is 

equal to 23.04 mm and the outlet diameter equals to 8 mm. The inspiration for the geometry is the “Cavitation 

modeling” tutorial [29]. In accordance with the guide, the inlet pressure is equal to 5 bar and the outlet pressure to 

9.5 bar. The numerical calculations are performed for steady state. 

 

 

Figure 1. Dimensions of the analysed orifice. 

 

The material for the analysis of the validity of the application of statistical methods of image processing in the 

assessment of the compliance degree of achieved results are the contours of the vapour volume fraction achieved 

in numerical simulations of cavitating flow in the orifice. Seven homogeneous cavitation models are considered: 

Iben [9], Kunz et al. [11], Merkle et al. (1998) [12], Merkle et al. (2006) [13], Schnerr and Sauer [21], Singhal et al. 

[22] and Zwart et al. [26]. The source terms of the chosen models are presented in Table 1. The numerical simulation 

are performed using Fluent software, a part of the Ansys 14.5 package. All the models are implemented using UDFs 

(User Defined Functions) with the built-in macro Define Cavitation Rate [27]. Verification of the used UDFs is 

presented in the work by Niedźwiedzka et al [15]. 

 

Table 1. Source terms of the analysed cavitation models. 

Authors Source terms for condensation Source terms for evaporation 
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The images obtained in the simulations are shown in Figure 2. It can be seen that the contours of the vapour volume 

fraction are very similar for the each considered solution. The length of the cavitating area is close to the outlet of 

the orifice or finishes at the outlet edge. The intensity of the cavitating cloud is also variable for each of the analysed 

variant what is the most visible at the edges of the part with the smaller diameter. The biggest intensity of cavitation 

is located at place where the diameter rapidly changes. For each of the contours the same scale was used where 

the maximum value of the vapour volume fraction is 0.99. 

Images shown in Figure 2 were used to achieve the main aim of the work, which was to present the methods of 

statistical image analysis, which can help in the process of the assessment of results obtained in numerical 

simulations of cavitation phenomenon. 

 

a)          b) 

 
c)          d) 

  

e)          f) 

 
g) 

 

 
 

           

Figure 2. Images of cavitating flow obtained via numerical simulations in the described orifice: Iben model (a), Kunz et al. model 

(b), Merkle et al. model 1998 (c), Merkle et al. model 2006 (d), Schnerr and Sauer model (e), Singhal et al. model (f) and Zwart 

et al. model (g). 

 

http://creativecommons.org/licenses/by-nc-nd/4.0/


ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain 

 

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0). 

EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA 

Presented methodology bases on their statistical analysis that considers the shape and intensity of cavitating area, 

as well as on basic methods of image processing and analysis. In order to evaluate obtained results in an objective 

manner, we propose to introduce two correlation coefficients. Each of them has a different purpose. The first 

coefficient (rI - intensity correlation coefficient) bases on the intensity of cavitation; it is a 2-D equivalent for a Pearson 

product-moment correlation coefficient and is defined as follows: 
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This coefficient gives information on how correlated are intensities of cavitation in images being compared. Typical 

values of this coefficients are in range from -1 to 1, where 1 is the total positive correlation, 0 is no correlation, and 

−1 is total negative correlation. 

The second correlation coefficient (rs - shape correlation coefficient) is supposed to show similarity in changes of 

the shape of cavitation cloud. It is calculated using formula (5) as well, but in that case, the operation is performed 

on ID images, which are created in order to show changes in cloud intensities (not intensities per se). Individual 

pixels (with x and y coordinates) of ID images are obtained as: 

   xyyxD III
xy

  11
, 1,...,2,1  Xx , 1,...,2,1  Yy . (6) 

Obtained values of this coefficient should be interpreted just as values of the rI coefficient. 

 

Results and discussion 

Table 2 shows obtained values of the rI coefficient for each combination (pair) of considered models. 

 

Table 2. Values of the ri correlation coefficients for each combination of considered models. 

 Iben Kunz et al. Merkle et al. 

(1998)  

Merkle et al. 

(2006) 

Schnerr and 

Sauer 

Singhal et 

al. 

Zwart et 

al. 

Iben 1 0.93 0.92 0.92 0.92 0.92 0.93 

Kunz et al. 0.93 1 0.96 0.93 0.94 0.95 0.94 

Merkle et al. 

(1998) 
0.92 0.96 1 0.93 0.94 0.97 0.94 

Merkle et al. 

(2006) 
0.92 0.93 0.93 1 0.99 0.96 0.99 

Schnerr and Sauer 

Singhal et al. 

Zwart et  al. 

0.92 

0.92 

0.93 

0.94 

0.95 

0.94 

0.94 

0.97 

0.94 

0.99 

0.96 

0.99 

1 

0.97 

0.99 

0.97 

1 

0.97 

0.99 
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1 

 

Table 3 shows obtained values of the rs coefficient for each combination (pair) of considered models.  

 

Table 3. Values of the rS correlation coefficients for each combination of considered models. 

 Iben Kunz et al. Merkle et 

al. (1998)  

Merkle et al. 

(2006) 

Schnerr and 

Sauer 

Singhal et 

al. 

Zwart et 

al. 

Iben 1 0.21 0.17 0.15 0.16 0.15 0.16 

Kunz et al. 0.21 1 0.39 0.44 0.42 0.35 0.43 

Merkle et al. 

(1998) 
0.17 0.39 1 0.29 0.34 0.47 0.34 

Merkle et al. 

(2006) 
0.15 0.44 0.29 1 0.77 0.38 0.85 

Schnerr and Sauer 

Singhal et al. 

Zwart et  al. 

0.16 

0.15 

0.16 

0.42 

0.35 

0.43 

0.34 

0.47 

0.34 

0.77 

0.38 

0.85 
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0.45 

0.85 

0.45 
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0.43 
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0.43 

1 
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Figures 3 and 4 shows the values from the Tables 2 and 3 in a graphical form. 

 

 
 

Figure 3. Values of the ri correlation coefficients for each combination of considered models. 

 

 

 

Figure 4. Values of the rs correlation coefficients for each combination of considered models. 

 

The analysis of Table 2 and Figure 3 shows that considering the intensity of the cavitation cloud the best correlated 

models are three pairs: the Merkle et al. model (2006) and the Schnerr and Sauer model, the Merkle et al. model 

(2006) and the Zwart et al. model and the Schnerr and Sauer model and the Zwart et al. model. Ale the mentioned 

pairs achieved an excellent value of correlation, namely 99%. The next group of the best correlated models 

constitutes of six pairs: the Singhal et al. model and the Merkle et al. model (1998), the Singhal et al. model and 

the Schnerr and Sauer model, the Singhal et al. model and the Zwart et al. model, the Singhal et al. model and the 

Merkle et al. model (2006), the Merkle et al. model (1998) and the Kunz et al. model and the Singhal et al. model 

and the Kunz et al. model. The values of the first correlation coefficients are as follows: 97%, 97%, 97%, 96%, 96% 

and 95%. The last twelve pairs, i.e. showing the worst values of the used correlation coefficient, correlate with 

others on the level of 94%, 93% and 92%. The worst correlated model is the Iben model. It achieves the correlation 

value of 92% with four models: the Merkle et al. model (1998), the Merkle et al. model (1998), the Schnerr and 

Sauer model and the Singhal et al. model. 
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The analysis of Table 3 and Figure 4 shows significantly lower values of the second correlation coefficient than 

these from Table 2. Two pairs are best-correlated: the Merkle et al. model (2006) and the Zwart al. model and the 

Merkle et al. model (2006) and the Schnerr and Sauer model. The values of the correlation coefficient are 85% and 

77%, respectively. The next well correlated group has six pairs: the Merkle et al. model and the Singhal et al. model, 

the Schnerr and Sauer model and the Singhal et al. model, the Merkle et al. model (2006) and the Kunz et al. model, 

the Zwart et al. model and the Kunz et al. model, the Zwart et al. model and the Singhal et al. model, the Schnerr 

and Sauer model and the Kunz et al. model. The values of the first correlation coefficients are as follows: 47%, 

45%, 44%, 43%, 43% and 42%. The worst correlated is once again the Iben model. The values of the correlation 

coefficient are even 15% for the Merkle et al. model (2006) and the Singhal et al. model. 

From the both analysis results unambiguously that the best-correlated pair is the Merkle et al. model and the Zwart 

et al. model. The second correlation coefficient turned out very useful even though it initially seemed to be 

superfluous. Thanks to this coefficient, we managed to extract the best-correlated pair from the five pairs with the 

same correlation coefficient considering the intensity of the cavitation cloud. 

 

Conclusions 

One of the major challenges during analyses of images obtained in numerical analysis of cavitating flows is their 

objective comparison. In other words, the goal here is not to just state that different models produce different results, 

but to get an objective measure of the stated difference. Our work proposes the solution for that problem. 

The presented methods allow obtaining the quantitative answer about the correlation degree between analysed 

images in terms of shape of cavitation cloud and intensity of cavitation. The main advantage here is the elimination 

of subjective decisions based solely on a raw imaging material. 

Obtained results demonstrate the usefulness of the proposed methods as they allow comparing images obtained 

in the numerical studies of the cavitation phenomenon in a reliable and objective way. One of the conditions to 

make such a claim are the differences between obtained correlation coefficients of shape and intensity. 

It should be noted that proposed coefficients can successfully be as well used for the purpose of comparing results 

of simulations with experiment. For that purpose, it is only necessary to ensure the coherence of the geometrical 

dimensions of the image obtained in the experiment with the dimensions of the image obtained in the numerical 

simulations, and to normalize the intensity of the images being compared. Depending on the experimental method, 

it may also be necessary to properly pre-process the image. The volume and scope of this work does not allow for 

such comparison; it will be done in our future work. 

 

Nomenclature 

BA,  compared images 

dC  evaporation model constant [-] 

pC  condensation model constant [-] 

e  energy [J] 

gf  mass fraction of noncondensible gases [-] 

yf  vapour mass fraction [-] 

DI  differential image 

k  turbulence kinetic energy [m2/s2] 

pk  scaling constant [-] 

yk  scaling constant [-] 

m  mass source for condensation [kg/(m3·s)] 
m  mass source for evaporation [kg/(m3·s)] 

p  local fluid pressure [Pa]  

satp  saturated vapour pressure [Pa] 

Ip


 spherical stress tensor [Pa] 

mq


 molecular heat flux [kg/s3] 

Rq


 turbulent heat flux [kg/s3] 

R  bubble radius [m] 

Ir  intensity correlation coefficient [-] 
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Sr  shape correlation coefficient [-] 

bs


 intensity of the mass forces source [N/m3], 

es


 intensity of the energy source [J/(m3/s)] 

t  time [s] 

t  timescale of free stream value [s] 

U  velocity magnitude of free stream [m/s] 

u


 velocity [m/s] 

yx,  coordinates of pixels in compared images [-] 

YX ,  image dimensions [-] 

l  liquid volume fraction [-] 

v  vapour volume fraction [-] 

   density [kg/m3] 

l  liquid density [kg/m3] 

m  mixture density [kg/m3] 

v  vapour density [kg/m3] 

  surface tension [N/m] 

m


 viscous molecular stress tensor [Pa] 

R


 turbulent Reynolds stress tensor [Pa] 
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