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a b s t r a c t

Mental disorders can severely affect quality of life, constitute a major predictive factor of suicide, and
are usually underdiagnosed and undertreated. Early detection of signs of mental health problems is
particularly important, since unattended, they can be life-threatening. This is why a deep understand-
ing of the complex manifestations of mental disorder development is important. We present a study
of mental disorders in social media, from different perspectives. We are interested in understanding
whether monitoring language in social media could help with early detection of mental disorders, using
computational methods. We developed deep learning models to learn linguistic markers of disorders,
at different levels of the language (content, style, emotions), and further try to interpret the behavior
of our models for a deeper understanding of mental disorder signs. We complement our prediction
models with computational analyses grounded in theories from psychology related to cognitive styles
and emotions, in order to understand to what extent it is possible to connect cognitive styles with the
communication of emotions over time. The final goal is to distinguish between users diagnosed with
a mental disorder and healthy users, in order to assist clinicians in diagnosing patients. We consider
three different mental disorders, which we analyze separately and comparatively: depression, anorexia,
and self-harm tendencies.

© 2021 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Mental health disorders are an important and pervasive pub-
ic health issue. Depression in particular affects approximately
00 million people worldwide [1], and is a major factor leading
o suicide, constituting the 3rd leading cause of death for 10–
4 year-olds. Moreover, depression is massively underdiagnosed
nd undertreated, with more than half of the people suffering
rom depression not receiving any treatment. People affected
y mental disorders are often reluctant to approach a special-
zed clinician to seek help with treating the disorder. However,
ore and more frequently people turn to social media to discuss

heir issues and to seek emotional support. This opens up an
mportant opportunity for automatic processing of social media
ata in order to identify changes in mental health status that
ay otherwise go undetected before they develop more serious
ealth consequences. Identifying people who start to develop
igns of a mental illness in the early stages is very important to
anaging its evolution, and in certain cases it can be life-saving.
he CLEF eRisk Lab,1 organized every year since 2017, is dedicated
pecifically to identifying early signs of mental disorders from a
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1 https://erisk.irlab.org/.
ttps://doi.org/10.1016/j.future.2021.05.032
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user’s social media posts, before the user was diagnosed with the
disorder, for disorders including depression, anorexia and thou-
ghts of self-harm [2–4].

Recently, the COVID-19 pandemic is expected to exacerbate
this problem, affecting mental health as well as physical health
[5], through generating feelings of anxiety, depression and even
trauma [6–11].

The way mental disorders manifest and can be recognized is
primarily through everyday communication. It has been shown
in previous computational studies that individuals suffering from
mental disorders manifest changes in their language and their
behavior, for example, greater negative emotions and high self-
attentional focus [12,13]. Whether the topic of their disorder is
mentioned or not, the language used by a speaker can contain
strong indicators of an altered mental state. These can manifest
both explicitly, at the level of the topics approached, or implic-
itly, at the level of the emotional charge of the text, or more
subtle stylistic indicators (such as the increased use of personal
pronouns [14]).

Thus, the need for automation is motivated not only by the
intractability of manually analyzing the high quantity of data pro-
duced daily on social media platforms, but also by the potential of
artificial intelligence to exploit large quantities of data in order to
uncover implicit markers of mental disorder risk, that can some-

times be difficult to notice even by the patient herself. According
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o [13], automatic social media-based screening of depression
eported so far in literature may reach prediction performance
omewhere between unaided clinician assessment and screening
urveys. Data from social media, as a very rich and relatively easy
o obtain type of data, as well as continuously growing source
f real-time information, can thus be leveraged to gain many
aluable insights into an individual’s behavior and mental state
nd its evolution. Computational models capable of accurately
redicting the development of mental disorders could then be
ntegrated into applications with major social impact such as
ools to alert users that they are at risk of developing a disorder
r conversational bots. For clinicians, the computational analysis
f mental health as seen in social media data could provide data
or a deeper understanding of the mental disorders, and possibly
ead to the development of improved instruments for diagnosis.

Research in psychology suggests that emotions play a central
ole in people’s cognitive styles.Cognitive style or thinking style is
concept used in cognitive psychology to describe the way indi-
iduals think, perceive and remember information. Some of these
table ways of thinking have been detected as more prevalent in
ome patients suffering from depression [15] and anorexia [16].
e are interested in verifying the hypothesis that differences

n the use of language connect with some cognitive styles that
esearch has related to mental disorders. For example we know
rom attribution theory research, that people suffering from de-
ression see the cause of the negative events as more related
o themselves and they feel more responsibility for the negative
utcomes [17]. Also some work has been done in cognitive styles
nd anorexia suggesting that measures of cognitive styles can
e powerful predictors of treatment response [18]. Our question,
rom this perspective, is to what extent using social media posts
akes it possible to detect different cognitive styles that co-occur
ith the communication of emotions over time and that vary
ignificantly if we compare people with a mental disorder with
egative cases.
Acknowledging the important social impact of modeling men-

al disorders with computational methods, and taking into ac-
ount the knowledge provided by psychology in this area, the
esearch questions we aim to answer in this work are the fol-
owing:

RQ1. How could monitoring the language used by social media
users help with early detection of mental disorders?

RQ2. To what extent deep learning techniques can help to inter-
pret the signs of mental disorders?

RQ3. Can a connection between cognitive styles and the expres-
ion of emotions reveal a specific pattern in users diagnosed with a
ental disorder?
In this study, we bring several contributions to research into

he automatic detection of mental disorders, at different levels,
ith a focus on three particular disorders: depression, anorexia
nd self-harm. We design models to automatically predict disor-
ers from social media data and study their performance in paral-
el; to this effect we explore the use of deep learning for detecting
ental disorders from text data, and compare various architec-

ures, including hierarchical attention networks and transformers.
e model our text data using a multi-aspect representation,

hrough using features that reflect various complementary levels
f the language, including content, style and emotions. Our choice
f model architecture and features is motivated on one hand by
ts prediction power (through the complex neural architecture
nd the capacity to model complex patterns in linguistic data
t different levels), and on the other hand by its high inter-
retability (through the use of features such as emotions and
sycho-linguistic categories, and through its hierarchical atten-
ion mechanisms). We attempt to interpret the decisions of the

eveloped classifiers, as well as perform feature analysis, in order
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to obtain a deeper understanding of mental disorder signs. We
finally go beyond the static approach, and propose that in order to
properly understand the manifestations of mental disorders, we
need to approach them from a dynamical perspective, accounting
for the evolution of symptoms over time, particularly looking at
the way emotions evolve in relation to cognitive styles. Starting
from theories in psychology related to mental disorders and
emotions, we propose a more sophisticated model of representing
manifestations of mental disorders in language, through tracking
the evolution of cognitive styles in conjunction with emotions,
and reveal association patterns specific to subjects suffering from
a mental disorder, as opposed to healthy users.

The paper is structured as follows: Section 2 contains a sum-
mary of the existing literature on the computational analysis
of mental disorders, and in Section 3 we describe the datasets
we used and introduce the set of experiments we performed.
In Section 4 we discuss the different features we extract from
the data, and explain how we use them to encode the texts for
our several experiments. Section 5 describes the classification ex-
periments for mental disorder prediction, including models used
and results, and in Section 6 we attempt to explain the model’s
predictions through examining attention weights, and through
feature analysis. Section 7 is dedicated to the study of emotion
evolution in conjunction with cognitive styles, and includes the
experimental setup and results, as well as detailed interpretations
of our findings. We continue with a discussion of our results and
their relevance in the wider context of mental health research
in Section 8. Finally, in Section 9 we discuss the limitations of
our work and suggest directions for future development ; and
in Section 10 we present our conclusions, referring back to our
original research questions listed in the introduction.

2. Previous work

There is an extensive body of research related to automatic
risk detection for mental disorders from social media data [13,19].
The majority of research has focused on the study of depres-
sion [20–23], but other mental illnesses have also been studied,
including generalized anxiety disorder [24], schizophrenia [25],
post-traumatic stress disorder [26,27], risks of suicide [28],
anorexia [3] and self-harm [3,29]. Different social media plat-
forms have been considered, such as Twitter [30], Facebook [12],
or Reddit [2]. Research works related to depression have consid-
ered monitoring already diagnosed patients [23] as well as the
detection of users showing signs of depression.

The vast majority of studies provide either quantitative analy-
ses, or predictors built using simple machine learning models [12,
20]. Few studies have made use of more complex deep learning
methods such as different types of convolutional (CNN) or recur-
rent neural networks (RNN) [31–33] or word embeddings [14,
34]. At the level of features, most previous works have used
traditional bag of word n-grams [26], while some have also ap-
plied more domain-specific representations, such as hand-crafted
lexicons [35], linguistic inquiry and word count (LIWC) [36] fea-
tures [12], or latent semantic analysis (LSA) [35,37].

Among the features used for mental disorder detection in
previous literature, LIWC categories, emotions and personal pro-
nouns usage have consistently been shown to be relevant for this
task [12–14,20,21,37,38]. Most studies using complex linguistic
features such as emotion expression or psycho-linguistic cate-
gories based on the LIWC lexicon are either simple quantitative
analyses or use classical classifiers such as support vector ma-
chines or logistic regression [12,20,37]. To our knowledge, we
are the first to use a deep neural architecture including multiple
different types of linguistic features in order to model mental
disorder manifestations in social media data. Recently, more stud-
ies have started employing deep learning for mental disorder
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etection, generally using word sequences as features [31–33].
mong these, few studies use hierarchical attention networks,
howing their usefulness for this task. In [39], the authors use
hierarchical attention network for the prediction of several
ental disorders from a dataset of psychiatric notes, with good

esults. One study on anorexia detection [40] uses a hierarchical
ttention network similar to ours (although using only word
mbedding features) obtaining the best results in the eRisk shared
ask on anorexia detection [3]. Our choice of models is thus
otivated not only by their high complexity and proven success

n this area, but also by their higher interpretability through the
se of attention, through the hierarchical structure and through
he inclusion of multiple types of linguistic features.

Emotions have been previously shown to be relevant for mod-
ling mental disorders, but not many go beyond simple quanti-
ative analyses. We find another approach in previous research
hat focuses on an in-depth analysis of emotions in order to
odel mental disorders in language, published in three studies
n depression, anorexia and self-harm detection [41–43]. Starting
rom Plutchik’s eight basic emotions [44], the authors use word
mbedding spaces to automatically identify sub-emotions, which
hey use as features for their classifiers, trained to detect depres-
ion [41], anorexia [42] and self-harm [43] respectively. In our
odel of emotions, we use the same eight emotions as features,
nd instead we study their evolution, not in isolation, but in
onjunction with cognitive styles, revealing correlation patterns
pecific to mental disorders.
There are few studies which jointly include in their models

ifferent aspects of the language for assessing risk of mental
isorders [24,32]. In a previous study [45] on the early detection
f self-harm tendencies, we propose using a hierarchical neu-
al network composed of long short-term memory (LSTM) and
NN layers, trained on social media texts represented using con-
ent features, as well as emotion and style features. Few studies
onsider several disorders at the same time [46].
Quantitative analyses in existing research on mental disor-

ers have found that people suffering from depression manifest
hanges in their language, such as a greater usage of negative
motions and high self-attentional focus [12], or increased first-
erson pronoun usage [14]. Other computational studies have
sed topic modeling or word usage analyses to discover increased
revalence of certain topics among depressed users, such as dis-
ussing medications or bodily issues such as lack of sleep, or
xpressing hopelessness or sadness [35,47]. Nevertheless, correla-
ion studies are limited in discovering more complex connections
etween features of the text and mental disorder risk.
Moreover, most computational studies model mental disorder

ymptoms as static phenomena, whereas the evolution of mental
isorder markers, as well as their prevalence in texts posted by
user, is an important indicator of mental disorder risk. We
ention one previous study [48] in which the authors attempt

o classify time series representing the mood of social media
sers in order to predict occurrence of anorexia. The CLEF eRisk
ab [2–4] focuses on early detection of mental disorders, and in
he associated shared task, the participating systems are required
o process a stream of social media posts ordered chronologically,
nd are evaluated taking into account the delay with which
hey manage to identify users who have been diagnosed with
disorder. However, annotations are provided at user level and
re static (do not identify the moment of the onset of the disor-
er), and few submissions attempt to model the input data as a
eflection of a dynamical process.

From a practical perspective, models based on neural networks
re vastly successful for most NLP applications, even though
hey have been only briefly explored in existing computational

tudies on mental disorders. Nevertheless, neural networks are
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Table 1
Datasets statistics.
Dataset Users Positive% Posts Words

eRisk depression 1304 16.4% 811,586 25M
eRisk anorexia 1287 10.4% 823,754 ˜23M
eRisk self-harm 763 19% 274,534 ˜6M

notoriously difficult to interpret. Recently, there is increasing
interest in the field of explainability of machine learning methods
including in NLP [49], which aims for providing interpretations of
the decisions of neural networks. For a mental disorder detection
tool whose aim is to assist social media users, it is essential that
its diagnosis process is understandable. Moreover, explaining the
behavior of powerful classifiers modeling complex patterns in the
data has the potential to help uncover signs of the disease that are
difficult to observe at a simple glance, and thus assist clinicians
in the diagnosis process.

In the field of mental disorder detection, there are not many
studies attempting to explain the behavior of classifiers. We
note one such example [50], where the authors analyze atten-
tion weights of a neural network to show that attention at the
user level correlates with the importance of individual texts for
classification performance in automatic anorexia detection.

Finally, research on mental disorders from a computational
perspective has been generally disconnected from mental health
research in psychology, with virtually no computational stud-
ies providing in-depth interpretations of their findings from a
psychological perspective.

3. eRisk Reddit datasets on depression, anorexia and self-ha-
rm

We perform all our analyses on textual data extracted from
social media, containing users suffering from mental disorders,
as well as healthy users, annotated for several disorders and
manifestations thereof: depression, anorexia and self-harm.

eRisk is a Lab with shared tasks on early prediction of mental
disorder risk from social media data. Each year a new task is
organized around a specific disorder: in 2017 and 2018 the shared
task focused on depression [2], in 2019 and 2020 there were
tasks on the prediction of anorexia and self-harm tendencies [3,
4]. Each task comes with a new dataset, collected from Reddit
posts and comments selected from specific relevant sub-reddits.
Users suffering from a mental disorder are annotated by auto-
matically detecting self-stated diagnoses, followed by a manual
curation step (not involving clinical experts). Healthy users are
selected from participants in the same sub-reddits (having similar
interests), thus making sure the gap between healthy and diag-
nosed users is not trivially detectable. Moreover, a long history
of posts are collected for the users included in the dataset, up
to years prior to the diagnosis. We use in our experiments all
three datasets, corresponding to different disorders: depression,
anorexia and self-harm tendencies. Table 1 contains statistics
describing all datasets considered.

We propose to conduct a series of experiments in order to
answer the questions of predicting and interpreting mental dis-
orders in social media data.

We start by modeling the prediction of mental disorders as
a classification problem, where the value to be predicted is a
binary label, i.e., whether ot not a certain user has, or she will
likely develop, a mental disorder (separately for each disorder
we considered: depression, anorexia and self-harm). We build
deep learning models and train them on the eRisk datasets to
predict mental disorder diagnoses from social media activity,
using different neural network-based models. Since the signs of
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ental health problems can be complex and manifest in language
n different ways, we propose a multi-aspect approach, where we
nclude as input to our model linguistic features at different levels
f the language: content, as well as style and emotions.
Beyond showing whether or not it is possible to automatically

redict mental disorders on the basis of linguistic data, we try
o obtain a deeper understanding of how exactly mental health
s reflected in language, and continue our analysis into interpret-
ng the decision-making process of the model, by analyzing the
odel’s behavior (including ablation experiments and attention
echanism analysis), as well as performing a fine-grained feature
nalysis.
Finally, since a static view of features seen independently is

ot sufficient to fully understand the complex linguistic and psy-
hological phenomena that occur in problems of mental health,
e perform an in-depth qualitative analysis. We carried out fur-
her experiments where we correlate the usage over time of
motions and linguistic styles to identify patterns that help to
istinguish between users diagnosed with a mental disorder (de-
ression, anorexia, self-harm) and healthy users.

. Linguistic markers of mental health

As previous studies have shown, mental disorders manifest in
anguage at different levels: topics discussed, emotions conveyed,
s well as the author’s style. In psychology, the notion of ‘‘cogni-
ive style’’ has been used to explain that it is possible to identify
ome dimensions in a person’s reasoning style that reflects how
his individual organizes and structures information. Some re-
earch [51] has pointed out that thinking styles are associated
ith emotions and also that thinking styles had predictive power

or emotions beyond age.
At a computational level, we aim to build multi-dimensional

epresentations of the texts in our datasets to account for the
ifferent levels of the language where markers of mental illnesses
an manifest. We extract various different features from the texts,
hich will be used as input to our subsequent text classification
odels, as well as in our other analyses in the following sections.
Content features. We include a general representation of text

ontent by transforming each text into word sequences. The ob-
ained sequences will constitute the main input of the recurrent
nd convolutional layers of our neural networks. Preprocessing of
exts includes lowercasing and tokenizing, and removing punc-
uation and numbers. Stopwords are not excluded. The most
requent 20,000 words in all datasets were selected to form a
ommon vocabulary. When passed as input to the neural net-
orks, words within a sequence were encoded as embeddings of
imension 300. In order to initialize the weights of the embed-
ing layers, we started from pre-trained GloVe [52] embeddings.
n the Appendix we include additional results for our best model
sing alternative pre-trained embeddings.
Style features. We aim at representing the stylistic level of

exts through including stopwords and pronoun features. The us-
ge pattern of stopwords is known to be reflective of an author’s
tyle, at a subconscious level. In the study of mental disorders,
he increased use of pronouns, especially first person pronouns,
as been shown to correlate with mental disorder risk [35]. We
nclude two separate stylistic features: firstly, we extract from
ach text a numerical vector representing stopword frequencies
s bag-of-words, normalized by text lengths. We complement
hese with other stylistic features extracted from the LIWC lex-
con, including syntactic features such as usage of pronouns or
ther parts of speech, as described below.
LIWC features. The LIWC lexicon [36] has been widely used

n computational linguistics as well as in some clinical studies
or analyzing how suffering from mental disorders manifests
483
in an author’s writings. LIWC is a lexicon mapping words of
the English vocabulary to lexico-syntactic features of different
kinds, with high quality associations curated by experts in psy-
cholinguistics having the potential to capture different levels of
language: including style (through syntactic categories such as
‘‘pronoun’’, ‘‘verb’’, ‘‘future’’, ‘‘past’’ etc.,), emotions (through affect
categories such as ‘‘sad’’, ‘‘anxiety’’, ‘‘affect’’, ‘‘positive emotion’’,
‘‘negative emotion’’ etc.) and topics (through content-oriented
categories such as words referring to cognitive or analytical pro-
cesses (e.g. ‘‘cogmech’’, ‘‘analytical’’, ‘‘because’’, ‘‘effect’’), or to
topics such as ‘‘money’’, ‘‘health’’ or ‘‘religion’’). We use LIWC
2007 [53] and include all 64 categories in the lexicon in our
classification experiments, which we represent as a numerical
vector for each input example by computing for each category the
ratio of words in a text that are related to the category, according
to the lexicon (obtaining one vector for each input text, with
elements of each vector representing the ratio corresponding to
one category in the lexicon).

Moreover, in order to verify our hypothesis that some differ-
ences in the use of language are connected with cognitive styles
that research has related to mental disorders, we have selected
from the LIWC lexicon some categories that could be taken as
markers of these cognitive styles. In this sense we use ‘‘hear’’ as
a marker that is linked with a demanding communication style.
Using words like ‘‘listen, hearing, speak’’ suggests the speaker
is making an effort to catch the attention of others. We study
‘‘causation’’, which includes words such ‘‘because’’, ‘‘effect’’ or
‘‘hence’’ that play an important role in attributional style, that
is to say, in the way people reason about the causes of events
in everyday life. We also use the ‘‘I’’ pronoun category that is a
marker of a self centered cognitive style.

Emotions and sentiment. We dedicate a few features to rep-
resenting emotional content in our texts, since the emotional
state of a user is known to be highly correlated with her mental
health. Several of the LIWC categories aim to capture sentiment
polarity and emotion content, from more general ones, such as
negative emotion, positive emotion, affective processes, to more
specific emotions, such as sadness and anxiety. We additionally
include a second lexicon, the NRC emotion lexicon [54], which
is dedicated exclusively to emotion representation, containing
eight categories corresponding to a more fine-grained selection
of emotions, based on Plutchik’s [44] eight basic emotions: anger,
anticipation, disgust, fear, joy, sadness, surprise, trust, along with
two additional categories corresponding to negative and positive
sentiment, respectively. We represent NRC features similarly to
LIWC features, as numerical vectors of ratios for each text, and
include all NRC features in the classification experiments.

In our subsequent analyses, when we try to test how cognitive
styles interact with emotions in users with some mental disorder,
we have used only the NRC lexicon for emotions, and kept the
LIWC lexicon only for marking the cognitive styles. With the NRC
lexicon we work only with concrete emotions: four negatives
(‘‘anger’’, ‘‘disgust’’, ‘‘fear’’ and ‘‘sadness’’) and three positives
(‘‘joy’’, ‘‘trust’’ and ‘‘anticipation’’), going beyond the simple ‘‘neg-
ative’’ and ‘‘positive’’ categories because in the context of mental
health these big clusters give few orientations to clinical practice.
For the same reason, we have also not used ‘‘surprise’’ as emotion
because it does not have a clear valence in terms of positive and
negative.

5. Automatically predicting mental disorders

In the following section we describe the models and fea-
tures used for our classification experiments. We experimented
with different architectures, which were trained and evaluated
separately on each dataset.



A.-S. Uban, B. Chulvi and P. Rosso Future Generation Computer Systems 124 (2021) 480–494

5

w
i
d
p
c
s
t
h
e
i

a
I
5
m
i
m
c
t
n
c
f
(
c
m
p
I
r
s
e
m
w
c
w
a
n
s
t

a
f
d

p
p
e
s
a
a
p

5

o
a
c
h
a
f

e
W
c

.1. Classification experiments

All tasks approached are modeled as binary classification tasks,
ith labels at the user level. We follow the typical machine learn-

ng workflow, and split each of the datasets into training, vali-
ation and test subsets. We maintain the original train/test split
rovided by the shared task organizers, to ensure consistency and
omparability with previous results, even though the test sets are
ometimes larger than the training sets. We make sure to split
rain and test sets at the user level: no texts in the training set
ave common authors with texts in the test set. In this way we
nsure models are not learning any user-specific artifacts, and
nstead are modeling markers of the disorders themselves.

Social media posts are not considered individually as dat-
points, since they are too short to be sufficiently predictive.
nstead, we generate our datapoints by grouping sequences of
0 chronologically consecutive posts into larger chunks, to obtain
ore substantial samples of text. As we will show in the follow-

ng subsection, we consider two types of architectures for our
odels: a sequential and a hierarchical setup. To each of these
orresponds a different representation of the input features. In
he sequential setup, chunks of user posts are simply concate-
ated and considered together as one long text. The obtained
oncatenated sequences are truncated at 512 words. Bag-of-word
eatures are calculated at chunk-level, as are numerical features
LIWC, NRC emotions and first person pronoun relative frequen-
ies). Previous studies [48] have shown that the evolution of
ental disorder markers, as well as their prevalence in texts
osted by a user, is an important indicator of mental disorder risk.
nspired by this observation, we consider a more sophisticated
epresentation of user posts, by modeling them as a hierarchical
tructure, such that the post level and the user level are consid-
red separately. This will allow us to include targeted attention
echanisms, to weigh separately words within a post and posts
ithin a user’s history. In the hierarchical setup, posts within a
hunk are stacked to form a hierarchical structure: one datapoint
ill consist of on group of posts corresponding to one user,
s a stack of word sequences of 256 words. Bag-of-words and
umerical features also follow a hierarchical structure, with a
et of features extracted for each post in the group, and stacked
ogether into bi-dimensional vectors.

Being the eRisk datasets unbalanced in positive versus neg-
tive examples, we use a weighted loss function to compensate
or the minority class; the weights are calculated according to the
istribution of the class labels.
For evaluating the performance of our models, we compute

recision, recall, and F1-scores, where a prediction is considered
ositive if the network output exceeds a threshold, established for
ach task by finding the value that maximizes F1 on the validation
ets. Being the datasets unbalanced, we additionally compute the
rea under the ROC curve (AUC), which is less sensitive to imbal-
nce, and will be the main metric we consider when comparing
erformance between different models and datasets.

.2. Models

In previous literature on automatic prediction of mental dis-
rders, when neural networks are employed their architectures
re pretty simple [24,55]. We propose exploring more sophisti-
ated deep architectures, including RNNs and CNNs, as well as
ierarchical attention networks and transformers. Each of the
rchitectures used are briefly described below; the detailed con-
igurations of each architecture are included in the Appendix.
 a

484
5.2.1. BiLSTM with attention
For the sequential setup, we use a traditional bidirectional

LSTM network. Word sequences (truncated/padded at 512
words), with words encoded as embeddings, are passed as input
to the BiLSTM layer, which is then fed to an attention layer. The
bag-of-stopwords features are passed through a dense layer; and
the remaining extracted features (including pronouns, emotions
and LIWC categories usage) are concatenated into one vector.
The output of the BiLSTM is concatenated along with the other
features and the final representation passed through an output
layer that generates the final prediction.

5.2.2. Hierarchical attention network
Hierarchical attention networks for text classification were

introduced in [29] where they were used for review classification,
by representing a text as a hierarchical structure. We propose
that social media data in our setup are very well suited to such
a hierarchical representation; in our case the hierarchy consists
of user post histories, which are composed of social media posts,
composed of word sequences. Especially since the evolution of
the mental state of a user is in itself a relevant indicator for
the development of a disorder [40,48], user-level representations
are expected to be natural and useful for modeling this problem.
This structure will also allow us to include hierarchical attention
mechanisms, to weigh separately words within a post and posts
within a user’s history, which is useful especially since the evo-
lution of the mental state of a user can be in itself a relevant
indicator for the development of a disorder [40,48]. Another study
has included post-level and user-level attention for their classi-
fier’s architecture, obtaining top results in the anorexia detection
shared task [40].

The hierarchical network is composed of two components: a
post-level encoder, which produces a representation of a post, and
a user-level encoder, which generates a representation of a user’s
post history.

Post-level encoder. For encoding the word sequence at post-
level, we experiment with two different neural architectures:
LSTM with attention, and CNN.

We denote the layer encoding the word sequences (LSTM/CNN)
as

−→
f , the input word sequence as wit , t ∈ [1, T ], i ∈ [1, C],

where T is the number of words in a post, C is the number of
a user’s posts in an input chunk, and H is the dimensionality of
the post-level encoder (number LSTM units or CNN feature maps).
The embedding matrix is denoted as We, E is the dimensionality
of the embedding space, and V is the size of the vocabulary.

In the LSTM setup, the post-level attention weights αit are
applied to the resulted hidden layer, obtaining the final repre-
sentation (si) of the input word sequence:

xit = Wewit , t ∈ [1, T ], i ∈ [1, C], wit ∈ NV ,We ∈ RE×V , xit ∈ RE

−→
h it =

−→
f (xit ),

−→
h it ∈ RT×H

vit = tanh(Wwhit + bw),Ww ∈ RH×1, bw ∈ RH , vit ∈ RT

αit =
exp(vT

itvw)∑
t exp(v

T
itvw)

, vw ∈ RH , αit ∈ RT×H

si =

∑
t

αithit , si ∈ RH

(1)

The bag-of-stopwords feature fit and the lexicon features lit for
ach post are passed to dense layers (with parameters Wf , bf and
l, bl respectively, where F denotes the number of stopwords

onsidered, L denotes the number of lexicon features considered,
nd D denotes the number of units in the dense layers used to
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ncode the bag-of-stopwords and lexicon features), and concate-
ated to the word sequence representations to obtain the post
ncoding pi:

hfit = Wf fi + bf , hfit ∈ RD, fi ∈ RF ,Wf ∈ RF×D, bf ∈ RD

hlit = Wlli + bl, hlit ∈ RD, li ∈ RL,Wl ∈ RL×D, bl ∈ RD

pi = si ⊕ hfit ⊕ hlit , pi ∈ RH+2D

(2)

For the CNN post-level encoder, the pooling layer output is
sed to encode the word sequences, and further concatenated
ith the other features’ representations, to obtain the post-level
ncoding.

ser-level encoder. Each of the posts in the input datapoint is
ncoded with the post-level encoder, and then they are stacked
o form the bi-dimensional representation si, which is then con-
atenated with encodings of the other features, and passed to
he user-level encoder, modeled as an LSTM with attention. User-
evel attention weights are denoted by αi and the final user
epresentation is u, where U is the number of LSTM units in the
ser-level encoder. The output of the user encoder is connected
o the final output layer which generates the prediction.

hi =
−−→
LSTM(pi), hi ∈ RC×U

vi = tanh(Wphi + bp),Wp ∈ RU×1, bp ∈ RU , vi ∈ RL

αi =
exp(vT

i vp)∑
t exp(v

T
i vp)

, vp ∈ RU , αi ∈ RC×U

u =

∑
i

αihi, i ∈ [1, C], u ∈ RU

(3)

A depiction of the hierarchical architecture is shown in Fig. 1.
In all architectures we use batch normalization and L2 reg-

larization. Binary cross-entropy is used as a loss function. For
raining our models we use the Adam optimizer. Other hyper-
arameters are chosen through hyperparameter tuning on the
alidation set. We provide a full list of the hyperparameter values,
idden layer dimensions and training setup configurations in the
ppendix.

.2.3. Baselines
Transformers. We experiment with state-of-the-art language

odels based on transformer architectures, which have been
hown to obtain high performances on a wide range of NLP
asks, with minimal task-specific training. We use pre-trained
odels for English (the ‘‘base’’ versions of the models) and fine-

une them for our task. For the transformer models we only use
ord sequences as features. The architectures we experiment
ith include BERT [56] with its newer variants RoBERTa [57] and
lBERT [58].
Logistic regression. As a baseline, we use a simple logis-

ic regression model with bag-of-word features, using the same
ocabulary and pre-processing as for the deep learning models.
We are making all the code used for our experiments public

ia a github repository.2

.3. Results

We first assess the performance of each of our proposed
odels on each of the tasks and datasets individually. Table 2
hows a summary of all results, in terms of F1 and AUC score.
dditional metrics are listed in the Appendix. For most tasks, the
est performing model is the hierarchical attention network with
STM post-level and user-level encoders. Even with little task-
pecific training, the high performance of the transformer models

2 https://github.com/ananana/mental-disorders/.
485
Fig. 1. Hierarchical attention network architecture.

able 2
1 and AUC scores for all datasets and models.
Model Self-harm Anorexia Depression

eRisk eRisk eRisk

F1 AUC F1 AUC F1 AUC

BiLSTM seq .62 .84 .53 .90 .40 .82
LSTM hierarch (HAN) .65 .87 .61 .96 .45 .83
CNN + LSTM hierarch .44 .82 .76 .95 .35 .80
RoBERTa .35 .60 .70 .83 .40 .71
AlBERT .22 .55 .65 .77 .20 .61
LogReg .45 .75 .49 .91 .36 .76

proves they are powerful for across tasks, including for mental
disorder detection.

Anorexia in particular seems to be the easiest disorder to
classify among the ones considered, with up to 0.96 AUC, while
depression is the most difficult to detect. This might be due to the
nature of the disorder and its symptoms, but could also be due
to data-specific aspects: among the Reddit datasets, the anorexia
one contains the most training data.

According to [13], previous studies in automatic detection of
depression report AUC scores between 0.6 and 0.9. Among more
recent studies, not many report AUC. Submissions to eRisk 2018
using the same dataset for depression detection report a best
score of 0.64 F1-score. Anorexia detection was approached within
the 2019 eRisk shared task [3], with the best team obtaining
a 0.70 F1-score [40]. We obtain superior results in terms of F1
with the CNN+LSTM model. Most previous literature on self-harm
detection consists of the solutions submitted in the eRisk 2019
and 2020 shared tasks [3,4], where the best team obtained 0.75 F1
scores using an augmented training dataset, and the second best
team, using the simple eRisk dataset, obtained 0.62 F1, which we
surpass with our HAN model.

While our models obtain competitive results on these datasets
across the three mental disorders, our main focus in this paper
is not surpassing state-of-the-art results in mental disorder de-
tection, but rather providing a deeper understanding of the way
they manifest in language, backed by theories in psychology. Our
choice of model facilitates interpretation through its hierarchi-
cal attention mechanisms as well as the varied set of linguistic
features, and the high classification performance suggests that
a deeper analysis of its behavior could help uncover interesting
patterns on mental disorder manifestations in language which the
models were able to capture through training. We continue with
our analyses of the signs of mental disorders in language in the
following sections.

6. Explainability of predictions

We have shown in the previous sections that it is feasible to
train a deep learning classifier to automatically detect mental

https://github.com/ananana/mental-disorders/


A.-S. Uban, B. Chulvi and P. Rosso Future Generation Computer Systems 124 (2021) 480–494

h
t
u
m
p
t
t
E
m
u
t
d

o
a
e
t
f
i

6

t
n
c

t
h
m
s
t
o

m
a
r
a
v
a
s
t
q
c

s
b
n
p
a
c
l
t
i

Fig. 2. Attention weights for user encoder.
ealth disorders. If any automatic solution is to be used for
his purpose, it is essential that its decision-making process is
nderstandable in the name of transparency. Especially in the
edical domain, using black-box systems can be dangerous for
atients and is not a realistic solution [59,60]. Moreover, recently,
he need of explanatory systems is required by regulations like
he General Data Protection Regulation (GDPR) adopted by the
uropean Union. Additionally, the behavior of powerful classifiers
odeling complex patterns in the data has the potential to help
ncover manifestations of the disease that are potentially difficult
o observe with the naked eye, and thus assist clinicians in the
iagnosis process.
In this section, we attempt to obtain a deeper understanding

f the behavior of the trained models, through different explain-
bility techniques including attention weight analysis, ablation
xperiments, and analysis of interpretable features such as emo-
ions and psycho-linguistic categories. For these analyses, we
ocus on interpreting the behavior of our best-performing model
n terms of AUC, that is the HAN.

.1. Attention analysis

In neural networks with complex architectures, where mul-
iple different components interact, it is difficult to explain the
etwork’s behavior through straightforward techniques such as
omparing model weights or gradient values.
We have chosen to use a hierarchical attention model in order

o separately represent words within posts and posts within user
istories. The good results of this model compared to the simpler
odels suggest that indeed the model succeeds in a better repre-
entation of the data. This architecture gives us the opportunity
o investigate this hypothesis, through analyzing the distribution
f attention weights.
In order to get some insight into the inner workings of our

odel, we extract the attention weights in the attention layer,
nd interpret them as indicators of the importance of each cor-
esponding dimension of the input. At the post encoder level,
ttention can be interpreted as word importance within indi-
idual posts, whereas at the user level, attention weights would
pproximate the importance of a given post among a chunk of
everal posts made by the same user. It should be noted that
he user encoder includes multiple different features (word se-
uences, lexicon features and bag-of-stopwords), and all of them
ontribute to the attention weight assigned to a given post.
Figs. 3a, 3b, 3c show examples of comments posted by users

uffering from one of the disorders, with words highlighted in
lue according to the attention weights given by the trained
etworks, and with post-level attention marked in red. When
lotting the word-level attention intensity, we weigh word-level
ttention by multiplying it with the post-level attention for the
orresponding post. We compensate by normalizing the word-
evel attention scores by the text length when illustrating atten-
ion for words, in order to make word-level comparison more vis-
ble across different posts, since longer posts tend to be awarded
486
Table 3
F1 and AUC scores for ablation experiments.
Dataset Self-harm Anorexia Depression

Features F1 AUC F1 AUC F1 AUC

All - Word sequences .34 .83 .48 .91 .34 .79
All - LIWC .62 .87 .45 .91 .48 .82
All - NRC emotions .59 .86 .45 .94 .43 .80
All - Stopwords .55 .84 .47 .95 .50 .81

All features .65 .87 .61 .96 .45 .83

more attention by the model (sometimes leading to longer posts
being highlighted from beginning to end).

At the user level, we try to understand how attention weights
distribute across the attention layer by plotting the weights along
the length of each 50-post chunk, averaged for all chunks across
all users. The resulted curves, seen in Fig. 2, show a slight in-
creasing trend, suggesting later posts in the user history tend
to be more useful for classification. For anorexia and self-harm,
the increasing trend only appears in users with a positive label,
which might suggest that they show increasing symptoms of the
disorder (from the perspective of the features extracted by the
neural network), in comparison with the healthy users who are
more stable across time.

Leveraging attention mechanisms through using trained at-
tention weights as a way to interpret feature importance has
been used before in deep learning, including in one study re-
lated to anorexia [50]. Nevertheless, recent studies [61–63] have
questioned whether attention mechanisms necessarily help with
the interpretability of the relationship that exists between the
weights and the final prediction, and suggested attention weights
should not be strictly interpreted as measuring the importance of
features in the model’s decision, but merely as indicating a cor-
relation. For this reason we argue a more in-depth analysis of the
features at different levels is necessary for a reliable conclusion
on linguistic markers of mental disorders.

6.2. Ablation experiments

In order to understand the relative importance of the features
used to represent the text data, corresponding to the differ-
ent levels of the language, we train and evaluate our classifier
separately excluding each of the features, through ablation ex-
periments. Through these experiments, we can gain insight into
the relative importance of each feature for predicting mental
disorders, and further, into the levels of the language (topics,
style, emotions, etc.) where mental disorder symptoms manifest.

Results of the ablation studies are shown in Table 3, with per-
formance measured in terms of F1-score AUC. Additional metrics
are provided in the Appendix.

We find that, for all datasets, using all features leads to the
best prediction performance, suggesting that each of the features
we include has a relevant contribution to detecting signs of
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Fig. 3. Texts posted by users suffering from a mental health disorder, highlighted according to attention weights.
ental disorders, including the lexicon features and the bag-
f-stopwords feature, which are rarely used in deep learning
odels for mental disorder detection in previous research. Aside

rom word sequences, which have the biggest impact on perfor-
ance, stopwords seem to play an important role on self-harm
etection, suggesting that subtle stylistic markers, beyond explicit
entions of emotions or topics, have discriminative power. For
norexia and depression, LIWC features play a more important
art compared to other features.

.3. Lexicon-based feature analysis

In order to analyze the importance of the lexicon-based fea-
ures (LIWC categories and NRC emotions), we compute for each
eature the Spearman correlation between the numerical score
btained for the feature and the label, averaged across all posts
or each user. In this way, the higher correlation scores can
e interpreted as proportionally indicative of the relevance of
he feature for the specific mental disorder. We compute the
orrelations at user-level: by aggregating the metrics for all posts
487
belonging to a user into a single score for each feature, through
simple averaging. Table 4 shows some of the categories with the
highest (in absolute value) correlations with the positive label, for
each dataset.

We find that people diagnosed with a mental health disor-
der tend to use more personal pronouns, especially first person
pronouns, which is consistent with results reported in other
works [35]. Additionally, we find that people suffering from a
disorder speak less about categories such as work, leisure, money
and death, consistently across all three disorders.

While these results allow us to already observe some different
patterns between healthy subjects and ones suffering from men-
tal disorders, we argue that such an analysis is limited from var-
ious perspectives. First of all, mental disorder symptoms develop
over time, and the onset of a disorder can be better understood
in terms of evolution of its signs rather than their overall occur-
rence, measured statically. Secondly, the signs of a disorder at the
level of emotions and cognitive styles, is best characterized by
the combination of these features. The prevalence of an emotion

is not always in itself indicative of a disorder, but rather its
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able 4
eatures highly correlated with mental disorder labels.
Depression Feature Work Leisure Money Death Health Feel You Negate Social Cogmech Verb Present Pronoun I

Correlation −0.19 −0.19 −0.17 −0.12 0.10 0.15 0.20 0.21 0.22 0.32 0.36 0.36 0.39 0.46

Anorexia Feature Work Leisure Article Money Social Disgust Feel Anxiety Adverb Funct Bio Health Ppron I
Correlation −0.20 −0.19 −0.19 −0.16 0.13 0.14 0.25 0.25 0.33 0.35 0.38 0.44 0.45 0.51

Self-harm Feature Work We Leisure Positive Negemo Sadness Health Adverb Present Future Cogmech Funct Pronoun I
Correlation −0.15 −0.11 −0.10 −0.9 0.12 0.14 0.29 0.33 0.34 0.37 0.43 0.43 0.43 0.51
p
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systematic association with certain topics and ways of thinking
is how mental health issues are manifested.

To overcome these limitations, in the following section we
ropose a deeper analysis considering the joint evolution of emo-
ions and cognitive styles in healthy and users diagnosed with a
ental disorder.

. Linguistic styles and emotions

We further move on from the static perspective and propose to
ook into the evolution of feature scores across time. This analysis
s motivated by the hypothesis that the pattern of evolution
f markers for mental disorders is an independent indicator of
ental health issues. In this section, we present experiments
esigned with the aim to understand if the evolution patterns
iffer for users diagnosed with a mental disorder differ from hea-
thy users.

In 7.1 we describe the technical details of the method used.
n 7.2 we explain the criteria used to select some features to fo-
us on, and discuss their correlations with emotions. Finally, in
.3–7.5 we explain some patterns observed in these features.

.1. Evolution of features over time

The datasets we used for this study facilitate this kind of
emporal analysis, since, for each user, posts are collected for up
o several years before the onset of the disease — thus making it
ossible to monitor how predictive symptoms develop up to and
eyond the point of diagnosis.
We compute the evolution of markers of mental disorders,

or the three datasets, with a focus on emotions. Since different
sers have activity over different periods of time, user histories
rdered by the calendar date are not comparable, and averaging
cross users based on this timeline would potentially introduce
oise or mask true patterns manifesting for users individually. We
hus attempt to obtain a better representation of user histories
nd group posts according to the days passed since the first
ppearance of the user in the dataset, and use this number of
ays as the common reference between users when we average
cross users. We separate users into two groups according to their
abel: suffering from a mental disorder or healthy, and aggregate
etrics across all users for each group, applying a moving average
f 100 days to smooth out the measurements across time.
We model the interactions over time between emotions and

inguistic styles by computing the Pearson correlation between
he obtained evolution time series of emotions, on the one hand,
nd linguistic styles, on the other hand. We use the NRC lexicon
o extract emotion prevalence, and LIWC categories to model cog-
itive styles. An analysis of the overlap between emotion words
or categories common to the two lexicons (‘‘negative emotion’’,
‘positive emotion’’, ‘‘anger’’, ‘‘sadness’’) shows that, on average
cross these categories, a proportion of 20% of the words in our
ocabulary which appear the NRC lexicon are also found in the
IWC lexicon, and 44% of the words in the LIWC lexicon for the
ommon categories also occur in the NRC lexicon.
In order to minimize dependence between features, we ex-

lude the emotion features in LIWC from this analysis, and ad-

itionally only correlate features derived from NRC with features l

488
derived from LIWC (and avoid comparing two features extracted
using the same lexicon).

We note that by correlating the time series across emotions
and linguistic styles, we should also capture some information
about co-occurrence: for example, if an emotion and a topic tend
to co-occur in the same texts, this should also imply a higher
correlation between their evolution patterns. The chosen method
allows us to find more stable relationships that a simple co-
occurrence analysis might not show due to the noise induced by
the small size of individual texts.

For each emotion-style pair, we compute the correlation co-
efficient as well as the significance value. For each disorder, we
compute all correlations separately for the healthy and diagnosed
users, and then compare the correlations obtained in each group.
We assess the significance of the difference between the groups
using the z-test statistic. We select only the significant differences
(p < 0.05) and show them in Table 5. The Appendix contains a
full list of correlation coefficients and significance values for all
pairs of emotions and linguistic styles.

The first thing that we observe is that there is an important
number of linguistic features from LIWC that correlate with emo-
tions in a significantly different way between people that suffer
a mental disorder and people that do not. In Table 5 numbers in-
dicate the amount of linguistic features from LIWC (excluding six
LIWC categories that denote emotions or are related to emotions:
sadness, anxiety, positive emotion, negative emotion and affect) that
resent a correlation with emotions which differs significantly for
eople with a mental disorder diagnosis and the negative cases.
As we can see in Table 5, different emotions are more relevant

or each mental disorder. For depression, anticipation (57 features
resent significant differences) and trust (54 features) are the
motions that best capture the differences between positive and
egative cases. For anorexia, it is fear (55 features) and anger
54 features); and the same emotions are the most relevant for
elf-harm tendencies: fear (47 features) and anger (45 features).

.2. Language in use and evolution of emotions over time

Our aim is to find some common pattern in the communica-
ion of emotion that differs between people that suffer a mental
isorder and the control cases. In order to find this common
attern among mental disorders, we disregard some features that
re closely related to a specific mental disorder, e.g. ‘‘bio’’ with
norexia or ‘‘death’’ with self-harming tendencies. However, the
umber of features that correlate with emotions in a significantly
ifferent way for the two groups of users poses an added dif-
iculty, then we decide to focus our attention on features that
eet four criteria: (1) the correlation feature/emotion is distinctly
ifferent between the users that suffer a mental disorder and the
egative cases (p < 0.0001); (2) there is a certain consistence
f this pattern among the different emotions, and we find these
ifferences in more that one emotion; (3) the correlation goes
n the opposite direction between users suffering from a mental
isorder and the control cases; and (4) psychological research
ffers a theoretical framework that points out the relevance of the
sychological process involved in the use of this feature. In this

ast criterion we focus on communication styles and attribution
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able 5
inguistic features from LIWC that correlate differently with emotions between people that suffer a mental disorder vs. negative cases.

Anger Disgust Fear Sadness Trust Anticip. Joy

Significant (S)/not(N) S NS S NS S NS S NS S NS S NS S NS

Depression 34 24 47 11 48 10 44 14 54 4 57 1 49 9
Anorexia 54 4 51 7 55 3 52 6 45 13 48 10 50 8
Self-harm 45 13 45 13 47 11 41 17 44 14 43 15 43 15
Table 6
Correlation between ‘‘hear’’ and emotions in the three mental disorders, for positive users (diagnosed with a mental disorders) and negative ones (healthy). Only
correlations which are significantly different between the positive and negative classes are shown.

Anger Disgust Fear Sadness Trust Anticip. Joy

pos(P)/neg(N) P N P N P N P N P N P N P N

Depression −0.56 0.25 −0.45 0.48 −0.47 0.07 −0.29 0.08 0.25 0.35 0.35 −0.28 0.19 −0.13
Anorexia 0.19 −0.13 0.17 −0.08 0.33 −0.03 – – 0.16 −0.42 0.28 −0.04 0.51 0.31
Self-harm 0.33 0.02 0.60 −0.26 – – 0.08 −0.11 0.55 0.11 0.55 −0.15 0.70 −0.05
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styles [15–17] and a self-centered cognitive style based on the use
of first person pronoun [13,26,64], three psychosocial processes
closely related to mental health.

In addition to the four criteria mentioned above, we have
ecided to focus the analysis on features whose definition in the
IWC dictionary is sufficiently clear to be related to an underlying
sychological process. For example, the feature ‘‘inhibition’’ in
he LIWC dictionary presents the same pattern in users suffering
rom depression as the feature ‘‘causation’’ but the meaning of
‘causation’’ is more directly related to a psychological process
tudied by the scientific literature [15,16] than that of ‘‘inhi-
ition’’; therefore, we decided to select ‘‘causation’’. The same
ccurs with ‘‘see’’ and ‘‘hear’’. The three features selected for a
ross-sectional analysis between the different emotions and the
hree mental disorders are ‘‘hear’’, ‘‘causation’’ and the use of the
ronoun ‘‘I’’ from LIWC.
We analyze the correlation of these features with negative

anger, fear, disgust and sadness) and positive emotions (joy, antic-
pation and trust). Although negative emotions are more relevant
hen we speak about depression, anorexia and self-harm ten-
encies, including the positive emotions as well is interesting
ecause, as we will see, some linguistic features co-evolve in a
ifferent way with positive vs. with negative emotions.

.3. Demanding communication style: Can you hear me?

To study a demanding communication style we used the
‘hear’’ category from LIWC that includes words like ‘‘listen, hear-
ng, speak’’, and describes a user that is making an effort for
rawing attention to themselves. This feature correlates with
motions in a significantly different way between people that
uffer from a mental disorder and those who do not. They also
ary with respect to the disorders (see Table 6).
Depression. In the case of depressed people, the less they use

hese categories, the more expressions of negative emotion we
ind. The opposite happens with not depressed people. We will go
eeper into the interpretation of these results in Section 8, but it
eems that depressed people give up trying to draw the attention
o themselves when negative emotions are more present in their
iscourse. The same occurs with trust, but in the other two posi-
ive emotions (anticipation and joy) we find the opposite pattern:
epressed people are those using this demanding communication
tyle more than the healthy people when they are communicating
ositive emotions.
Anorexia.We find a consistently different pattern in the use of

the feature ‘‘hear’’ and the expression of emotions in people with
a diagnosis of anorexia: patients suffering from anorexia draw the
attention to themselves more than healthy users, in both negative
and positive emotions.
 e

489
Self-harm tendencies. Among users with self-harm tenden-
cies we find the same pattern as in anorexia: people with self-
harm tendencies use ‘‘hear’’ in correlation with both negative and
ositive emotions while healthy users do not.

.4. Attributional style and negative emotions

Another LIWC category related to ‘‘cognitive process’’ is ‘‘cau-
ation’’, that plays an important role in cognitive attributional
tyle. This category presents differences in correlation with emo-
ions in people suffering from mental disorders and healthy users
Table 7).

Depression. Depressed people speak about causes more when
ore negative emotions are communicated and the opposite
appens to not depressed people: the less they speak about
auses, the more negative emotions they express. We find the
ame pattern in the expression of trust, but the opposite when
xpressing joy: depressed people speak less about causes when
hey are communicating joy than not depressed people do.

Anorexia. People with a diagnosis of anorexia speak about
auses more when more negative emotions are communicated
nd the opposite happens to not diagnosed people: the less they
peak about causes, the more negative emotions they express. It
s the same pattern that we found in depressed people but in this
ental disorder it additionally occurs with sadness. With trust we

ind the same pattern as with negative emotions, while we do not
ind a clear pattern with other positive emotions.

Self-harm tendencies. Among the patients with self-harm
endencies we find the same pattern that we observe in depressed
nd anorexic patients, but only in relation with anger: the more
hey speak about causes, the more anger they communicate,
hile the opposite occurs in the group of users without self-
arm tendencies. On the contrary, this does not happen in the
ommunication of disgust. With fear and sadness we find the op-
osite relation: the less people with self-harm tendencies speak
bout causes, the more fear and sadness they communicate, in
omparison with those without self-harm tendencies.

.5. Self-centered cognitive style

Although we can find a well established pattern in computa-
ional linguistics when we look at the use of the ‘‘I’’ pronoun [35],
e believe that it is important to see how it is used in correlation
ith the expression of different emotions (see Table 8).
Depression. The use of ‘‘I’’ and personal pronouns in general

resent differences in the correlation with all positive emotions
etween depressed and not depressed people: the more de-
ressed people use ‘‘I’’ and personal pronouns, the more they
xpress positive emotions like joy, anticipation and trust, and the
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orrelation between ‘‘causation’’ and emotions in the three mental disorders for positive users (diagnosed with a mental disorders) and negative ones (healthy). Only
orrelations which are significantly different between the positive and negative classes are shown.

Anger Disgust Fear Sadness Trust Anticip. Joy

pos(P)/neg(N) P N P N P N P N P N P N P N

Depression 0.39 −0.36 0.33 −0.21 0.46 −0.43 – – −0.06 −0.31 – – −0.23 −0.03
Anorexia 0.48 0.07 0.40 0.02 0.39 0.04 0.45 −0.38 0.41 0.16 −0.13 −0.23 −0.08 −0.55
Self-harm 0.25 0.12 – – 0.15 0.27 −0.15 0.03 – – 0.23 −0.17 0.26 −0.19
Table 8
Correlation between the use of ‘‘I’’ and emotions in the three mental disorder for positive users (diagnosed with a mental disorder) and negative ones (healthy).
Only correlations which are significantly different between the positive and negative classes are shown.

Anger Disgust Fear Sadness Trust Anticip. Joy

pos(P)/neg(N) P N P N P N P N P N P N P N

Depression – – – – −0.11 −0.29 0.25 −0.04 0.15 −0.15 0.58 −0.62 0.50 −0.06
Anorexia 0.12 −0.16 0.08 −0.22 0.30 −0.16 0.24 0.06 0.27 −0.25 0.53 0.24 0.72 0.55
Self-harm 0.42 0.01 0.34 0.13 0.21 −0.28 0.34 −0.06 – – −0.16 0.31 −0.05 0.40
opposite happens with not depressed people. However, there is
not a significant difference in the expression of this self-centered
pattern in relation with negative emotions, with the exception of
fear.

Anorexia. In patients with a diagnosis of anorexia we find a
consistent difference across the expression of all emotions: if we
compare them with not diagnosed people, the more they use the
‘‘I’’ pronoun, the more they express their emotions.

Self-harm tendencies. Among patients with self-harm ten-
dencies we find the same pattern as in anorexia, but only in
relation to negative emotions: the more they use ‘‘I’’, the more
they express negative emotions. However, the opposite happens
with positive emotions: in this case the correlation of ‘‘I’’ with the
expression of positive emotions is more characteristic to people
without self-harm tendencies.

8. Discussion

The success of the hierarchical attention network for the pre-
diction of all three disorders suggests that a hierarchical repre-
sentation of social media activity is useful for this task (RQ1).
While the performance of transformers is high given the small
amount of parameters trained for this task, for most experi-
ments we obtain superior results with our own models, implying
the additional features we use for them (stopwords, emotions
and LIWC features) have an important contribution for correctly
classifying users, as confirmed by the ablation experiments. One
factor which could contribute to the difficulty of an accurate
detection is that, in the datasets we used, the set of healthy
subjects is selected among active users in the same sub-reddits
as the users diagnosed with the mental disorders, that is, dis-
cussing the same topics. This could mean that we cannot rely on
the topics discussed by the users to easily distinguish between
the two groups, and that capturing the implicit markers of the
development of the disorders is indeed necessary.

The datasets we use contain long histories (up to several years)
of social media activity for each user, possibly including texts
written before the users were diagnosed with the mental disor-
der, which makes it suitable for evaluating early detection and
for analyses of the evolution of symptoms over time. At the same
time, it poses a challenge for the accurate classification of early
posts, and possibly affects the performance of the classifiers. The
analysis of user-level attention can be seen as a confirmation that
later posts are considered by the classifier more representative of
the true label of the user (RQ2).

The values of attention weights at the user level show an
increasing trend over time for users suffering from anorexia and

self-harm, in contrast to healthy users, suggesting a potential
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progression of the disorder that is captured by the trained hier-
archical networks. We notice a different pattern in depression,
where we see some weight accumulated towards the beginning
of the post history as well, and a less clear distinction between
depressed and healthy users.

This coincides with a lower classification performance in the
case of depression as compared to the other disorders, which
suggests the automatic discrimination between depressed and
healthy people (especially when they are discussing the same
topics, by design of the dataset) is a more difficult task. Compared
to other disorders, the language used to refer to depression tends
to be more common in everyday speech, and is used more fre-
quently in a casual way. Statements about ‘‘being depressed’’ and
other depression-related vocabulary can often be used improp-
erly by people who were not diagnosed with depression, which
can cause ambiguity and possibly lead to misclassifications in
classifiers trained for this task.

The initial analysis of lexicon features presented in Section 6
shows a consistent pattern that crosses the three pathologies:
people who suffer from these mental disorders write less about
categories that LIWC classifies as personal concerns: work, leisure,
money and death. These categories refer to acting in the exterior
world and this is consistent with results in psychological research
on attributional styles and depression [17]. Attributional style is
a concept used in psychology to analyze the way people explain
events in everyday life. Results from this area identify external
attribution (finding the causes of events in the outside world)
as less related to depression than internal attribution (finding
the causes of events in oneself). We also found that the LIWC
categories that have a significant correlation with a positive label
in all three mental health disorders are health, future, pronoun
and I (first person pronouns), four dimensions that refer more to
internal attribution than to the external one. According to these
results, in terms of improving early automatic detection of sings
of mental disorders, the proper question might be what people do
not talk about. In order words, which is the everyday language
that we do not find in people who have been diagnosed with
depression, self-harm or anorexia.

In psychology, in the 90’s emotions begin to be conceptualized
not as an internal, subjective experience but as a type of interper-
sonal and social phenomenon that occurs in communication [65].
We think our results support this view of emotions. As we show
in Table 5 we have found that between 58% and 98% of 58 LIWC
features interact with emotions in a significantly different way
for people suffering from a mental disorder versus the negative
cases (RQ3). This has a major relevance in therapeutic contexts
that try to help people to deal with mental disorders in every-

day life. As we already know that mental health benefits from
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arrative [66], finding common patterns in the communication
f emotions among people that suffer from some mental dis-
rder is crucial to improve diagnosis, but also to understand
ow the mental pathology evolves in order to design therapeutic
trategies that could help people with their suffering.
According to cognitive styles, we think that it is interesting

hat for people with a diagnosis of anorexia and with self-harm
endencies, in comparison with healthy users, when they com-
unicate the majority of emotions, they tend to use more words

hat are meant to draw the attention of the other people. This
esult provides us with valuable information about how impor-
ant active listening is in the treatment of these mental disorders.
mong depressed people we find this pattern of a demanding
ommunication style only in positive emotions. In our opinion an
xplanation of this is that depression is sometimes accompanied
y bipolar disorders and in the euphoric phases, people suffering
rom this mental disorder try to call the attention of others to
heir achievements and projects. This gives us also a useful insight
bout how difficult it is to have an active communication with
epressed people when they are expressing negative emotions.
Our results on attributional style and negative emotions con-

irm previous psychological research in attributional theory and
epression (RQ3): users speaking about causes in relation with
egative emotions endorse what has been defined as the ‘‘de-
ressed attributional style’’ [67]. Explaining events is a common
ay to overcome difficulties in everyday life, and this could be
he explanation of the results obtained for not depressed people.
hen not depressed people do not speak about causes, they

xpress more negative emotions because they do not find the way
o explain what is going on. With depressed people a major thera-
eutic difficulty is that they do not use attributional explanations
n a healthy and self-protective way, but in the opposite sense. An
nexpected result is that, to some extent, people suffering from
norexia show a similar pattern as depressed people with regards
o causation and negative emotions, and this is interesting be-
ause it suggests that more research in attributional styles and
egative emotions could give some new insights for the diagnosis
nd treatment of this mental disorder. We do not find a clear
attern in relation to self-harm tendencies.
In relation with self-centered cognitive style and emotions,

ur results confirm that the use of ‘‘I’’ in interaction with the
xpression of emotions could provide a deep understanding of
ental disorders, because there are different patterns for positive
nd negative emotions that need to be taken into account.

. Limitations and ethical concerns

Some limitations we find in the datasets we employed in this
ork is the lack of information about gender and age of the users.
Another clear limitation imposed by the datasets is the semi-

utomatic procedure used for annotation, based on self-stated
iagnoses, without confirmation from medical experts. Using a
ataset which relies directly on medical records would provide
ore reliable labels, although this might lead to additional limi-

ations on the available amount and diversity of subjects.
Our analysis of emotion evolution in relation to linguistic

tyles relies on two lexicons (NRC and LIWC). For future devel-
pments we think that it could be interesting to include another
exicon for emotion extraction as a way to confirm we find
he same patterns, in order to demonstrate a consistent clear
ifference in the way that cognitive styles interact with emotions
n people with a mental disorder in comparison with the negative
ases.
In this work, we use LIWC categories to model cognitive styles,

nd to represent certain topics discussed in the texts (such as
ork, leisure, health etc.), some of which show interesting corre-

ations with emotions (cf. the Appendix). Another possible choice
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for identifying topics would be using topic modeling techniques
such as Latent Dirichlet Allocation; we will explore this possibility
in the future.

While in the final part of this work we propose a novel
approach based on a dynamic view of a mental disorder de-
velopment by tracking the evolution of symptoms over time,
this analysis is limited by the static nature of the labels. Having
available information on the specific moment of the diagnosis
along the history of activity would allow us to develop exper-
iments attempting to predict the moment of the onset of the
disorder, and potentially identify the specific patterns leading to
the diagnosis. Moreover, our emotion analysis relies on average
values across users from a certain group, which might reduce
the observed effects if the users in the group show different
patterns of evolution (for example if they are at different stages
of their disorder). Performing the same analysis at the level of
individual subjects, and exploring whether we can cluster users
on the basis of their activity in an unsupervised way might be
an interesting future direction for our research. Additionally, it
would be interesting to model the evolution of emotions as a
time series, and explore whether we can automatically detect
significant trends or seasonality patterns for users suffering from
mental disorders, as opposed to healthy ones.

In Section 7 we mentioned that the results of our correlation
analysis reveal a considerable amount of linguistic styles which
manifest differently in users suffering a mental disorder and the
negative cases, as shown in full in the Appendix. As previously ex-
plained, we have used statistical and theoretical criteria to select
which correlations between features and emotions to analyze,
although more research is needed in this regard.

Our analysis of emotions is novel because of the way we view
them in conjunction with cognitive styles, as a dynamical process.
The amount of significant findings encourage us to continue in
future work with a more in-depth analysis that needs to look
at the different mental disorders separately. In our opinion the
important contribution of these experiments is to show that the
correlation between features and emotions gives some valuable
information when we try to use social media data for early detec-
tion of mental disorders. We think also that the correlations that
differ from positive cases and negative ones could help clinicians
to understand better the nature of each mental disorder and to
encourage the development of new insights in psychology.

Previous work [41] shows that the eight basic emotions in NRC
could further be split into more fine-grained sub-emotions. This
previous study reports automatically discovering hundreds of
sub-emotions. Considering this high number we did not attempt
to include them in our current analysis; nevertheless, we consider
the study of sub-emotions an interesting avenue; as future work
we intend to investigate the feasibility of including them in our
model of emotions to detect mental disorders.

Finally, as previously discussed, we believe our models and
findings can be very valuable to potential patients suffering from
mental disorders, but any deployment of a tool for mental disor-
der detection should take into account potential ethical concerns.
If such tools are used by third parties (such as employers seek-
ing to filter candidates based on their mental health profile),
this could compromise the privacy of the subjects. We suggest
that the development of an ethical standard is necessary, such
that launching such tools could be accompanied by an ethical
statement to constrain its users.

10. Conclusions

Mental disorders are an important and sensitive issue of public
health. Using sophisticated computational solutions which lever-
age large amounts of data to assist with early detection of mental
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ealth issues can be very valuable, but such systems must be
eveloped with corresponding attention to the complexity of the
igns of mental health disorders, and to the impact they can have
n the life of individuals. This is why a deep understanding of
ow mental disorders develop is necessary, from the early stages,
ccounting for explicit and implicit signs of the disorder, for
heir evolution and interactions over time. The way emotions are
ommunicated, in their interaction with cognitive styles of people
uffering from mental disorders, can be particularly important
or understanding mental health and the way it is mirrored in
anguage, and particularly in the language used in social media.

We have presented a study on the automatic detection of men-
al disorders based on linguistic markers extracted from social
edia, targeting three different disorders (depression, anorexia
nd self-harm). We showed that deep learning models can be
seful for successfully detecting social media users who risk
eveloping a mental disorder (RQ1), where the texts they post
nline are represented with linguistic features at different levels,
ncluding the content of the message, but also the user’s writing
tyle and the emotions conveyed. We provided interpretations
f the model’s decisions through the analysis of the attention
echanism together with the features used (RQ2); particularly an

n-depth analysis of how emotions are used in relation to cogni-
ive styles. We have shown that a hierarchical attention network
sing features representing different levels of the language can
ut-perform transformer-based baselines; it would be interesting
n future work to explore an architecture which combines the
ower of our network with pre-trained transformers, for example
y encoding sentences or words using representations extracted
rom pre-trained transformer models such as BERT [56].

In order to understand mental disorders and their early signs
n language, we showed the importance of monitoring the lan-
uage of the affected subjects from the early stages of the onset
f the disease, and model the evolution of linguistic markers over
ime. Emotions are particularly relevant for mental health, but
eyond simply focusing on negative sentiment, which is a com-
on approach in NLP, we propose it is more meaningful to treat

ndividual emotions separately, and relate them to specific cogni-
ive styles of subjects, as reflected in linguistic markers. Through
he computational analysis of these multi-dimensional features of
anguage over time, we discovered distinct patterns that separate
ealthy users from users suffering from or developing a mental
isorder (RQ3). Moreover, we interpreted our findings in an in-

depth qualitative analysis grounded in well-established theories
in psychology. We suggest that linking computational findings
to theoretical grounding provided by research in psychology is
essential for more refined computational and linguistic models
of mental health, and that such approaches have high potential
for improving the performance of automatic tools for monitoring
mental health, as well for aiding clinicians to better understand
mental disorders.

Our analysis of emotion evolution has confirmed that the tem-
oral aspect of mental disorder symptoms manifested in language
s an important one in order to understand linguistic mark-
rs of mental health in more depth. Building a dataset with
emporally-aware annotations would be a valuable direction for
uture research.

Beyond the field of mental disorder detection, our model of
motion evolution over time in relation to different psycho-
inguistic categories could be relevant for sentiment analysis and
or the general study of semantic change in language. Previous
tudies on language change have analyzed the evolution of word
alence over time [68], showing that some words can change
olarity over time, and that negative words tend to change their
eaning faster than positive words (such as in the case of the
ord ‘‘terrific’’). Including fine-grained emotions in relation to
ther psycho-linguistic categories in such an analysis could pro-
ide additional insights into the use of emotion words in language
nd their evolution.
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