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ILASS–Europe 2017 
28th Conference on Liquid Atomization and Spray Systems  

The Universitat Politècnica de València (UPV), Spain, is honored to host the 28th edition of the 
European Conference on Liquid Atomization and Spray Systems from the 5th to the 8th  
September 2017, organized by CMT-Motores Térmicos and ILASS Europe.  

Our University is located on the east coast of Spain in the beautiful city of Valencia with very 
good connections to the rest of Spain. It hosts about 36000 students, who attend the courses 
given by it’s over 2800 academic staff. It has reached international renown, attracting every 
year over 2000 Erasmus students, which ranks UPV as the 6th hosting institution in Europe. 

Now, let me briefly present the main organizer of this conference, CMT Motores Térmicos. It 
is an internationally well-known research institute of the Universitat Politècnica de València 
dedicated to research on thermo-and fluid dynamics processes in direct injection engines. Its 
staff comprises over 120 people, with 41 faculty members and about 60 research assistants 
(mainly Ph.D students). Our institute has a total annual budget of 16 M€ coming from 
projects with private companies and public administrations. Two visits to our CMT 
laboratories have been scheduled during the ILASS conference, and participants will be 
welcome to discover our state of the art facilities, which comprise 16 engine test cells and 
another 20 specific test installations. Among these, 8 test benches dedicated to sprays, 
including a high pressure and high temperature vessel, a rapid compression machine, a 
transparent engine and several hydraulic test benches to measure injection rate and spray 
momentum. 

With three keynote lectures and a total of 135 oral presentations distributed in 28 sessions, 
the ILASS 2017 Conference program reflects the success of this edition, in line with previous 
ones. There are three main topics: Automotive Sprays, Atomizers, and Atomization 
&Droplets, with about 30 papers each. The rest of the papers are grouped in four smaller 
topics: internal nozzle flow, combustion, experimental techniques, and atmospheric & 
medical sprays. A closer look at the program reveals the extensive participation of both 
industry and academia, with the common objective of sharing the latest scientific advances 
to help improve knowledge about the atomization processes for different applications.  

Last but not least, I would like to convey our warmest welcome to all the guests attending 
the conference, wishing them a fruitful conference and enjoyable stay in Valencia. 

Prof. Raul Payri 
ILASS 2017 Conference Chairman 
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Abstract
Designing future ultra-high efficiency, ultra-low emission engines requires an in depth understanding of the multi-
scale, multi-phase phenomena taking place in the combustion chamber. The performance of the fuel delivery
system is key in the air fuel mixture formation and hence the combustion characteristics, however in most spray
modelling approaches is not considered directly. Thus, it is important to understand how the selection of models
that mimic injection process affect predictions. In this paper we present an Eulerian-Lagrangian framework based
on OpenFOAM libraries to model spray injection dynamics. The framework accounts for primary droplet formation
(based on a parcel method with predefined initial droplet size distribution), secondary droplet breakup, evaporation
and heat transfer. In order to account for the interaction of droplets with turbulence, simulations were performed
within the LES context with two different turbulence models. A systematic variation of the key injection parameters
(parcel number, parcel size distribution) of the parcel method as well as the grid size was considered. Varying the
parcel number affects the initial droplet size distribution which in turn, depending on the selection of the turbulence
and the evaporation sub-models, affects: spray dispersion; spray penetration; and subsequent droplet size distribu-
tion. Results were validated against the baseline experimental data for evaporating ECN Spray A with n-dodecane
chosen as a surrogate for Diesel fuel.

Keywords
ECN Spray A, Eulerian-Lagrangian, LES, OpenFOAM

Introduction
In both Diesel and spark ignition engines fuel is injected into the combustion chamber at elevated pressures. Nowa-
days realistic injection pressures for common-rail Diesel reach up to 3500 bars. The reason behind the need for
such extreme pressures is to promote primary and secondary atomisation until a combustible mixture is formed.
The higher the injection pressure the higher the shear between the static air within the combustion cylinder and the
liquid. At extreme ambient pressures and temperatures the fuel can even exhibit supercritical behaviour that causes
a reduction in its surface tension. Combustion occurs in a lifted, turbulent diffusion flame mode. Numerous studies
indicate that the combustion and emissions in such engines are strongly influenced by the lifted flame characteris-
tics, which are in turn determined by fuel and air mixing in the upstream region of the lifted flame, and consequently
by the liquid breakup and spray development processes [1, 19, 14, 5, 6]. These processes clearly play a critical role
in determining the engine combustion and emission characteristics.

From a numerical standpoint simulating spray combustion in modern engines involves a number of challenges
mostly associated with the multiphase, multi-scale nature of the phenomenon. Scales vary from the molecular level
(reactions) to microns (droplets) to mm (turbulence) and to meters (combustor dimensions). Thus, ‘all component–
all scale’ analysis with direct numerical simulations (DNS) is prohibitive with the current computational capabilities
for real size combustors. Only a very limited number of studies have been performed in engines with DNS [18].
Reynolds Averaged Navier Stokes (RANS) [17] and more recently Large Eddy Simulation (LES) based approaches
are typically employed for engine simulations [7, 3, 22, 12]. RANS, which is the industrial standard approach is
based on ensemble averaged governing equations. Although numerically efficient and relatively accurate in pre-
dicting the qualitative behaviour of the sprays, RANS cannot predict the local unsteadiness in the mixing flow field.
This is a considerable drawback considering that ultra-high injection pressures promote supersonic behaviour of
the jet and locally the creation of shock waves that further promote unsteadiness [15]. Moreover, RANS does not
allow the study of cycle-to-cycle variation phenomena relevant to the spray evolution that currently is a subject that
attracts considerable interest, and is also linked to spray spatial and temporal variations. The LES approach, which
is based on spatially filtered governing equations, can capture the large scale flow structures based on the filter
size. However, the unresolved small-scale structures are still modelled, which makes LES dependent on the sub
grid scale models used and the grid resolution. Since LES can capture local unsteadiness and is computationally
more attractive than a DNS based approach, it has received significant attention in the past decade, especially for
simulation of internal combustion engines.

An additional difficulty in the modelling of turbulent combustion in realistic engine geometries is that in the effort
to reduce computational cost and grid complexity, in many of the existent approaches the injector is not simulated
directly and the effects of the in-nozzle flow and primary atomisation are modelled indirectly. The existent models
based on the so-called parcel method have considerable weaknesses, the most important of which is the fact that
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the injected (initial) droplet size distribution needs to be selected a-priory. If experimental data are not available
then fine tuning is required, making the final results dependent on the degree of tuning. Moreover, these models
are mostly tailored to intermediate injection pressures of equipment of the past as well as to the RANS context.
Extending these models to the LES context, understanding the resulting challenges and suggesting modifications is
an area of active research. The sensitivity of the predictions to the injection model also undermines efforts for better
evaporation and combustion models since in sprays all the phenomena present are interlinked and the injection part
is a key controlling parameter of the initial mixture formation. For instance, even if the evaporation model predicts
accurately the droplet size reduction because of heat transfer, if the parcels initially injected represent droplets with
sizes considerably smaller than the real ones, simulations of liquid penetration will fail because the droplets will
evaporate considerably quicker.

In recent years, various studies were performed in both experimental [9, 14] and numerical front [21, 20, 22, 23]
in an effort to better understand spray dynamics at ultra-high pressures. Within the experimental results several
institutions have provided high-fidelity measurements of macroscopic spray parameters such as spray penetration,
liquid length and vapor penetration as well combustion related parameters such as ignition delay, lift-off length, and
soot emissions for a range of fuels, ambient and injection conditions. Such datasets can be accessed through the
Engine Combustion Network [11].

Experimental data
In the current work we use experimental data from Sandia National Laboratories at operating conditions known as
ECN ’Spray A’ (see Table 1). A constant-volume, quiescent, pre-burn-type combustion vessel is used to generate
high-temperature and high-pressure gases. A premixed combustible mixture is spark-ignited. The combustion
products are cooled until they reach the desired pressure and temperature. Then the diesel fuel injector is triggered
and fuel injection occurs. The conditions for n-dodecante used as a surrogate of diesel fuel. In Fig 1 the experimental
pictures of Spray A at three differnt time instances obtained with different techniques is presetned. In pictures from
both techniques the light blue line indicates the liquid penetration vs time [11]. The time instances were selected to
correspond to the time instances that numerical results will be rpesented in the following secitons.

Figure 1. Experimental images of Spray A at three different time instances obtained with different techniques. In pictures from
both techniques the light blue line indicates the liquid penetration vs time [11].

Numerical setup
The numerical simulation of the two-phase flows is performed in the framework of an Eulerian-Lagrangian approach
within an Open Source code (OpenFOAM) [8]. The governing equations were solved on two different grid sizes. For

Table 1. Summary of experimental conditions [11].

Experimental conditions n-dodecane

Ambient temperature (K) 900
Ambient density (kg/m2) 22.8

Composition 100% N2

Injection pressure (bar) 1500
Fuel temperature (K) 363
Nozzle diameter (µm) 90

Duration of injection (ms) 1.5
Total mass injected (mg) 3.5

Fuel density (kg/m3) 750

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0).
EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA

3



ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain

the rest of the paper we use the notation "Grid 1" for the coarser grid with average cell size of 0.5 mm and "Grid 2"
for a finer grid with average cell size of 0.3 mm. The time step is calculated based on the Courant number criterion:

Comax =
u∆t

∆x
where ∆x is the grid size while ∆t is the time step. For the calculations presented in the results

section the Comax = 0.1.

Turbulence model
LES is based on the idea of computing the large, energy-containing eddy structures (filtered quantities) which are
resolved on the computational grid, whereas the smaller, more isotropic, sub-grid structures (SGS) are modelled.
The filter width is taken as the cube root of the local grid cell volume. The effect of the small scales is obtained
through the sub-grid scale stress term (τsgsij = ũiuj − ũiũj) that must be modelled. There are two popular types
of turbulence models: a) algebraic eddy viscosity models in which the stress tensor τsgsij is related to the resolved
strain rate tensor S̃ij by means of a scalar eddy viscosity given by an algebraic equation; b) one-equation eddy
viscosity models. Both model groups are based on the Boussinesq hypothesis associating τsgsij with a SGS turbulent
viscosity µT . However their main difference is that one-equation SGS models overcome the deficiency of local
balance assumption between the SGS energy production and dissipation adopted in algebraic models. Such a
phenomenon may occur in high Reynolds number flows and/or in the cases of coarse grid resolutions. In this paper
we assess two models (one of each group): The Wall-Adapting Local Eddy-viscosity model (WALE) [13] which is
an algebraic eddy viscosity models and the Kinetic Energy Model (KEM) [24] that belongs to the category of one-
equation eddy viscosity models. The main difference between the proposed WALE model in comparison to other
models of this group, is that the SGS viscosity is dynamically computed with the square of the velocity gradient
tensor rather than the resolved strain rate used in Smagorinsky-type models that have been tested in previous
work [21] for Spray A. This velocity tensor can not only account for the effects of both strain and rotation rate of the
smallest resolved turbulence fluctuations, but also recover the proper near-wall scaling for the eddy viscosity without
requiring dynamic procedure. Moreover, the WALE model is invariant to any coordinate translation or rotation and
no test-filtering operation is needed, it is therefore considered well suitable for LES in complex geometries [13] as
the ones in IC engines.

Injection model
As mentioned in the introduction one of the greatest challenges associated with the Eulerian-Lagrangian approach
is modelling the near-nozzle flow. In this region a liquid core forms from the liquid fuel being injected through the
injector. Ligaments are separated from this liquid core and form droplets that evaporate and mix with the ambient
gas. When a combined Eulerian-Lagrangian framework is used then the fuel spray is treated as a dispersed liquid
phase, which moves and interacts with the surrounding continuous gas phase. The spray is represented by an
ensemble of discrete “parcels". Each parcel contains a number of droplets with the same size, velocity and temper-
ature. Droplets in a parcel are considered as spherical, which is a rather strong assumption especially for regions
close to the nozzle where ligaments instead of droplets are expected to be formed. The droplet parcels are tracked
in a Lagrangian fashion as they move through the gas phase, exchanging mass, momentum and energy. The effect
of the droplet parcels on the continuous phase due to drag, heat and mass transfer is implemented via source terms
in the gas phase conservation equations.

Figure 2 shows a schematic of the injection process modelled in our current calculations. The injection model
is a solid-cone injection model. The user supplies a drop diameter probability density function (PDF) with param-
eters. In our work we have examined two different models a) a Rosin-Rammler (RR) [2] with spreading parameter
n = 3 and mean diameter d = 50 µm. The RR distribution function is based on the assumption that an exponential
relationship exists between the droplet diameter, d, and the mass fraction Yd of droplets with diameter greater than
d: Yd = e(d/d)

n

b) A fixed value distribution with mean droplet size d = 90 µm. In this method all droplets injected
have the same size and their size only changes as they move through the domain because of evaporation and
secondary break up. One point that should be made is that for sprays with low initial velocity, the droplets can retain
their sizes for quite a long period after the primary breakup. It is, therefore, essential to provide a correct droplet
size distribution for fuel sprays of low injection velocity, such as the pressure-swirl type of gasoline injector. For
diesel sprays of high initial velocity, the droplet size distribution is not expected to be as important to the final droplet
distribution if an appropriate model for the secondary breakup is applied. The higher the initial velocity of the jet, the
sooner the secondary breakup occurs and the lower the dependence of the final droplet sizes on the droplet size
distribution of the primary breakup.

The velocity of the injected parcel is calculated as ud =
ṁ

CdρA
where A is the area of the injection (defined by

the diameter of the nozzle), Cd is the discharge coefficient (=0.9) and ˙mass is the mass flow rate. Within this model
the velocity vector direction is defined by a random angle size within a limit (in our case 10°) which is a user-defined
constant and does not depend on the droplet size which might lead to inaccuracies. It should be underlined that the
mass (or volume) given initially to each parcel depends on the mass flow rate profile of the injector while the mean
droplet size characterising the parcel depends on the initial distribution. This means that the number of droplets in
each parcel is a statistical number which can vary from a fraction of a droplet to thousands of droplets depending
also on the number of parcels used. The higher the number of parcels used the lower the number of droplets each
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parcel will contain.

It becomes evident that one of the most important parameters in this injection model is the number of parcels
injected per second (PPS). The higher the PPS the more accurate is the representation of the initial pre-selected
distribution. For the case of a fixed droplet size this is not particularly important since even a small size of parcels is
enough for the statistical representation of the injection process while for the case of the RR the number of parcels
is more important to faithfully reproduce the droplet size distribution.

Figure 2. Simulation details of the injection process including the domain size

Parcel Tracking

In Lagrangian spray simulations, the particles representing the liquid are moving in a fixed Eulerian framework as
described above. Tracking them and defining the cells they go through are clearly important issues. In OpenFOAM
the approach used is the face-to-face tracking. The process can be described in four steps [10]: 1) Initially the
parcel is moved until it reaches a cell boundary or the entire time step if it remains in the same cell; 2) Then a check
is performed to evaluate if the parcel changes cell; 3) The time it took to move out of the first cell is calculated, and
the parcel properties are updates; 4) Following the momentum change to the cell that the parcel has been in are
added. If the parcel still has time left to move we go back the the first step of the algorithm. Parcels tracked by
face-to-face tracking cannot ’skip’ cells, which improves the predictions of transfer of mass, momentum and energy.

Secondary breakup
The breakup model used is the Kelvin-Helmholtz-Rayleigh-Taylor (KHRT) model [16]. This model, along with the
TAB model, is one of the most widely used in Lagrangian spray simulations today. The KHRT model was chosen here
since previous studies (within the RANS context) have indicated its superior performance under Diesel conditions
[4]. It should be mentioned that it is also possible to use the TAB model, but often in conjunction with some form of
primary atomisation model. The TAB model tends to break up the droplets very rapidly. The KHRT model includes
two modes of breakup: KH breakup, accounting for unstable waves growing on the liquid jet due to differences in
velocity between the gas and liquid; and RT breakup, accounting for waves growing on the droplets’ surface due to
acceleration normal to the droplet-gas interface. The relative performance of the two models within the LES context
needs to be also examined in a future study.

Summary of Test Cases
In Table 2 a summary of all the cases considered in this paper is provided.

Results and discussion
Figure 3 shows predicted and measured liquid spray penetration at different times after start of injection (ASOI)
under non-reacting conditions for n-dodecane at an ambient temperature of 900 K. Liquid penetration is defined as
the axial location encompassing 97 % of the injected mass at that instant in time. The first observation is that for
Cases 1-3 that the RR is used as initial distribution the results show great sensitivity to the particle number. Case
3 (with the lower number of particles and thus the less accurate representation of the RR) shows closer agreement
with the experiments. This can be considered an indication that the RR with the selected parameters might not be
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the optimum distribution for this spray condition. Moving to a finer grid it can be seen that rather surprisingly for both
Cases 4 and 5, irrespectively of the number of parcels used a considerably higher liquid penetration is predicted
in comparison to the coarser mesh. Also the predictions are less dependent on the PPS number. Differences
can only be noticed when a considerably low number of PPS is used as in Case 6. Using though 50.000 PPS is
not a reasonable number to represent any spray statistics and thus it is not considered in the liquid penetration
predictions. An additional interesting point is that the turbulence model appears to play a considerable role. Case
1 and 3 are run with the same number of parcels as Case 7 and 8 as well as the same grid however the liquid
penetration predicted is different. For Case 7 and 8 regardless of the number of parcels the predictions agree with
the experiments while for Case 1 and 3 the predictions depend on the number of parcels. An additional case (Case
9) is run with the KEM model and with 20 million PPS. It can be seen that for this case since the initial distribution is
different (a fixed mean diameter value for all the injected droplets is chosen) the predictions are slightly different than
Cases 7 and 8 although still in reasonably good agreement with the experiments. Finally it should be mentioned
that looking at pictures in Fig 1 for all cases the spray disperses less than in experiments and potentially an even
higher grid resolution with modifications to the particle model is required.

Figure 3. Measured [11] and predicted liquid penetration vs. time for the cases of Table 2

In order to get a better understanding of the conditions leading to these differences we include in our analysis Figs
4-6 that demonstrate the C12H26 (vapour) contour at two different time instances. We can see that in Fig 4 for the
cases that use a rather large number of parcels (20,000,000 and 2,000,000) the results are similar. The length of
the spray is similar while we can see that the vapour (indicated by the bright red areas of high C12H26) starts being
formed even very close to the injection point. The behaviour is different in Fig 5 in which a higher grid resolution
is used. The vapour diffuses less while it penetrates more. However the areas of high vapour concentration are at
the tip of the spray and not close to the injection point. This behaviour is not compatible to what has been reported
in the literature when different codes are used (see for example [21]). It should be underlined that the different grid
sizes, apart from the direct effect they have on the turbulence resolution, also affect the parcel injection method
because for the current calculations the time step is adjusted based on the Courant number. The average time step
for Grid 1 ∆t = 2.5 × 10−7s while for Grid 2 ∆t = 1.3 × 10−7s. The difference in the time step means that even for
the cases that the same number of parcels per second is injected (for example Case 1 and 4) in reality a different
number of parcels is injected per time step leading to a different representation of the initial droplet distribution PDF.

Table 2. Summary of numerical test cases.

Test Case PPS Grid Size (mm) Turbulence Model Initial Distribution

Case 1 20,000,000 0.5 Wale RR
Case 2 2,000,000 0.5 Wale RR
Case 3 200,000 0.5 Wale RR
Case 4 20,000,000 0.3 Wale RR
Case 5 2,000,000 0.3 Wale RR
Case 6 50,000 0.3 Wale RR
Case 7 2,000,000 0.5 KEM RR
Case 8 200,000 0.5 KEM RR
Case 9 20,000,000 0.5 KEM Fixed Value
Case 10 20,000,000 0.5 KEM RR
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Moreover, the size of the time step is linked to the time that the particles interact with the underlying gas properties
as explained in the Section “Parcel Tracking”. For Grid 1 the average local Courant number is 0.0005 while for Grid
2 is 0.0009. The difference in the local Courant number results because of the turbulence resolution locally which
leads to a different local velocity. This implies that in reality for Grid 2 the particles remain less time in the cell,
and thus they have less time to interact with the underlying Eulerian velocity field and exchange momentum which
might explain why for the Grid 2 the spray penetrates much more than the other cases. Looking at Fig 6 we can
see that when KEM turbulence model is used less sensitivity to the other parameters is noticed (PPS and initial
distribution). The vapour penetration for all cases is similar however the distribution of the vapour is different. High
vapour concentration (bright red areas) is seen through the spray for Case 7 while some isolated dense regions are
noticed for Case 8. For Case 9 the behaviour is closer to Case 7 although a more uniform dispersion is noticed
which might be attributed to the fact that less randomness is introduced in the inlet since all droplets have the same
diameter.

Figure 4. C12H26 contour plots for two different time instances using Grid 1 and WALE turbulence model.

Figure 5. C12H26 contour plots for two different time instances using Grid 2 and WALE turbulence model.

Figure 7 shows the scatter plot of droplet diameter versus velocity magnitude (coloured by temperature) for the
total number of the droplets in the domain at t = 3 ms for three different simulation cases. In all cases the PPS
is 20 million. We will use this figure in order to get a better insight into the links between the predictions of the
droplet size, the droplet velocity and the droplet temperature. For all cases the droplet size is mostly clustered in
the range of 1-4 µm and only fe parcels have diameters above 10 µm. Also we can see that in all cases droplets
with smaller diameters have lower velocities while the droplets with larger diameters have higher velocities in some
cases reaching up to 500 m/s. For Cases 1 and 4 the behaviour is similar although we can see that droplets with
similar diameter for Case 1 have considerable lower velocity. For Case 4 there is a greater variation of the droplet
velocity even for droplets with similar sizes. Droplets with small diameter 2-4 µm have velocities ranging 200m/s-
300m/s and the temperature depends on the velocity. Droplets with higher velocities have also lower temperature
since they have les tile to interact with the underlying flow field. For case 9 the behaviour is different and we can see
a more linear relation between droplet size and velocity. Also we can see that for droplets in the range of 2-4 µm the
temperatures are higher (above 550K)
Figure 8 shows the number of droplets vs droplet sizes for tho axila locations. Top raw is at x = 0.003 m (close
to the injector) ant bottom raw at x = 0.09 m (close to the tip of the spray). In all cases the PPS is 20 million
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Figure 6. C12H26 contour plots for two different time instances using Grid 1 and KEM turbulence model.

Figure 7. Scatter plot of droplet diameter versus velocity magnitude (coloured by temperature) for the total number of the
droplets in the domain at t=3ms for three different cases. In all cases the PPS is 20 million.

and the samples were taken for t = 0.6 ms. It can be seen that close to the injector the droplet distribution as
expected is different depending the selection of the initial distribution. When the RR distribution is used regardless
of the turbulence selection model (for Case 1 Wale and for Case 10 KEM) the droplet distribution is similar. Much
narrower distribution around droplet sizes of 3 µm is noticed when a fixed value distribution is used (Case 9). Also
it can be noticed that in both case the initial droplet size reduces rapidly. For example for Case 9 all droplets
are injected with an average diameter of 90 µm and after 3 mm their size has already reduced to 3 µm. Further
downstream as expected the effect of the initial distribution reduces and all three cases predict an average droplet
size of 2 µm. Moving from 3 mm to 9 mm the droplet radius reduction rate is smaller.

Conclusions
In this work we present an LES Eulerian-Lagrangian framework within OpenFOAM for the modelling of high pressure
injection dynamics of ECN Spray A conditions. The framework accounts for primary droplet formation (based on
a parcel method), secondary droplet breakup, evaporation and heat transfer. The sensitivity of the framework to
different parameters that affect the predictions of the local mixture formation during breakup and evaporation is
considered. Initially a systematic variation of the key injection parameters (parcel number, parcel size distribution)
of the parcel method as well as the grid size is presented. Varying the parcel number affects the accuracy of
the representation of the initial droplet size distributions, which in turn, depending on the selection of the initial
droplet PDF, turbulence model and the evaporation model, affects a) spray dispersion b) spray penetration and c)
downstream droplet size distribution. Moreover, two different turbulence models are considered. The selection of
the turbulence model appears to be of high importance. For the cases considered the KEM model results are less
sensitive to the other parameters (PPS, initial droplet PDF). Finally a rather unexpected discrepancy between the
predictions of the coarse and the fine grid is noticed which is attributed to the algorithm for the parcel method and the
adjustable time step used for the calculations. More detailed examination of the droplet diameter statistics including
analysis of their radial distribution will be the subject of future work.
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Figure 8. Number of droplets vs droplet sizes for two axial locations. Top raw is at x = 0.003m (near-nozzle region) ant bottom
row at x = 0.09m (close to the tip of the spray). In all cases the PPS is 20 million and the samples were taken for t = 0.6ms.
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Abstract 

This paper is to present a detailed case study on how the nozzle flow dynamics influences the primary breakup in 

the spray formation process of diesel injection. The investigation was based on a 3-hole real-application nozzle 

with highly tapered injection holes using a URANS-LES (Large Eddy Simulation) hybrid approach in combination 

with the coupled Volume of Fluid (VOF) and Level Set method. High resolution LES was applied to 

simultaneously resolve the multi-scale nozzle flow dynamics downstream of the needle seat and the primary 

breakup process in the near-nozzle spray. Phase Contrast X-ray imaging (PCX) was applied to characterize the 

liquid-gas interfaces in the near-nozzle spray for validation purposes. The results provide detailed information on 

how the vortex shedding and vortex interactions in the injection hole drives the jet deformation, ligament and 

droplet formation in the primary breakup process.  

Keywords 

Primary breakup, Fuel injection, Vortex dynamics, LES, Phase Contrast X-ray imaging 

Introduction 

Clean internal combustion engine technology improvement requires the capability to control and optimise the fuel-

gas mixing, ignition, and combustion process. However, how to transfer the individual engine requirements on the 

spray to a specific nozzle design still remains a challenging engineering task. One blocking point is the lack of 

detailed understanding on the fundamental physics of the primary breakup process. This process involves highly 

complex multi-phase and multi-scale fluid dynamics phenomena, including turbulence, cavitation and their 

interaction.  A significant number of investigations have been dedicated to the cavitation phenomenon over the 

last 30 years. As for turbulence, the scales and dynamics of the vortex structures in the nozzle flow need to be 

understood. Two experimental investigations have reported vortex phenomena in injection nozzles. One is the 

cavitation visualisation of (1) in a real-size VCO nozzle. The vapour distribution in the injection holes indicated the 

occurrence of strong swirling vortex structures and  vortex shedding. Though the investigation was focused on the 

in-nozzle flow, the authors proposed that the vortex shedding can impact the jet breakup downstream of the 

injection hole exit. Another is the string cavitation characterization in a scale-up nozzle (2), which demonstrated 

that string cavitation is caused by large-scale vortex strings in the sac and injection holes and has a correlation 

with the fluctuation of the spray dispersion angle. Nevertheless, the vortex structures are expected to be much 

more complex and have richer scales in real applications due to much higher velocity gradients. It is almost 

impossible to make detailed experimental characterization of field turbulence and vortex dynamics inside a real-

size nozzle due to the small dimensions and high speed of the problem. CFD simulation is advantageous over 

measurement techniques to gain insight into the nozzle flow dynamics and vortex structures and their impact on 

the spray as shown in (3), (4). In order to resolve the involved multi scale and dynamic phenomena, Scale-

Resolved Simulation approaches (SRS), such as LES, are needed.  

For the primary breakup diagnostic, several effective visualization techniques have been developed  in the current 

century. It is worth mentioning the high resolution PCX imaging developed at Argonne National Lab (5), and the 

recent application of Transmitted Light Microscopy to the near-nozzle spray visualization (6). Both tools are useful 

for the characterization of the liquid-gas interface in the primary breakup process having different strengths. From 

the simulation point of view, interface tracking techniques like the Level-set method have been successfully 

applied to resolve the liquid-gas interface in the ligament and droplet formation process (7) (8). In order to obtain 
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detailed information on how the fluid dynamic instabilities in the nozzle flow trigger ligament and droplet formation 

and how the nozzle geometry influences those processes and consequently the spray structure, techniques 

allowing for simultaneous diagnostic of the nozzle flow and the near-nozzle spray are needed. Considering the 

limitation of measurement techniques for the characterization of field turbulence in a real-size fuel injection 

nozzle, Scale-Resolved Simulation is a more feasible tool for this purpose. The main issue for simulation is how to 

deal with the cavitation phenomenon using an interface tracking technique, which naturally requires applying 

Direct Numerical Simulation (DNS) and is still beyond the capability of most available CFD codes and 

computational power. An alternative is to treat cavitation by using the Volume of Fluid (VOF) approach, which is a 

naturally conservative method tracking the volume fraction of a particular phase in each cell rather than the 

interface itself, being effective for the in-nozzle flow analysis but at the expense of having an excessive numerical 

diffusion for the jet breakup prediction. This approach might be useful for predicting the liquid jet fragmentation 

and fuel distribution in the breakup process, but might not be able to provide details for the droplet formation 

process.  

 

Considering the strength and limitations of both measurement and simulation techniques, the authors have  

adopted a correlation based approach for years to work out understanding on how nozzle design and operating 

conditions influence on the spray behaviour. This approach involved the application of simulation for the nozzle 

flow and measurement techniques for the near-nozzle spray characterization and identifying links between both 

(4), (9), (10), (11). These successful studies have given the authors confidence in the simulation tools (ANSYS 

CFX and Fluent) for the nozzle flow diagnostic. In this work we present a detailed case study on the primary 

breakup of Diesel fuel jet injected from a so-called High Performance atomization (HP) hole nozzle (12). The HP 

hole uses very high hole taper (Kfactor = (Dout-Din)/10 [µm] = 5, see Figure 1) to increase the hydraulic efficiency 

and the spray momentum rate. The target is to make a direct investigation on how the nozzle flow dynamic 

impacts the  primary breakup and to reveal the flow dynamic processes in detail. Since the high hole taper 

prevents the occurrence of cavitation, the coupled VOF-Level Set LES method (13) can be applied 

simultaneously to resolve the nozzle flow and the liquid jet primary breakup. In order to ensure the numerical 

quality, the influence of grid resolution on the simulation results has been carefully analysed. Phase Contrast X-

ray imaging (PCX) was applied to visualize the liquid-gas interface structures for the near-nozzle spray to support 

the simulation analysis. The experimental investigation was carried out for injection pressures from 400bar to 

2000bar using a spray chamber at atmospheric pressure. The simulation case study was carried out for the 

injection pressure of 800bar. 

 

Figure 1. Schematic illustration of injection nozzle geometry 

Simulation setup  

The simulation was performed with the software ANSYS Fluent 16.2 adopting a hybrid URANS-LES approach 

and using a 120-degree sector nozzle model. The computational domain was divided into two subdomains as 

shown in Figure 2. The sub-domain upstream of the seat sealing was solved with URANS using a tetrahedral 

mesh and the sub-domain downstream of the seat sealing, including the near-nozzle spray region, with LES using 

high-quality hexahedral cells. A careful best practice study was carried out to ensure the quality of the simulation 

results. It was verified that the location of the URANS-LES interface is far enough from the region of interest to 

avoid causing a distortion of the results. At the URANS-LES interface, only the pressure and velocity fields were 

interpolated without introducing any artificial disturbance to the LES flow. Regarding the numerical setup, a VOF - 

Level Set method (13) was applied to simultaneously resolve the nozzle flow and jet breakup.  A standard k-ω 

SST turbulence model was used in the URANS domain and the Wall-Adapting Local Eddy (WALE) sub-grid scale 

(SGS) viscosity model (14) in the LES domain owing to its ability to correctly predict the near-wall eddy viscosity.  
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A fully implicit, 2nd-order time-accurate scheme was used together with a 2nd-order scheme for spatial 

discretization. In order to ensure sufficient numerical resolution, the following criteria were used: local SGS eddy 

viscosity ratio below 1, local CFL number below 2, and    < 1.0. 

 

Two different meshes were utilized in the discharge volume in order to assess the effects of mesh resolution. A 

coarser mesh (mesh 1) was defined with ~15 million cells and an average cell size of ~5.7μm, and a finer mesh 

(mesh 2)  with ~31 million cells and an average cell size of ~3μm for the domain outside of the nozzle. The time-

step for mesh 1 was  ∆t =        s and for mesh 2 was ∆t =          s to ensure numerical stability. Each 

simulation was first run with URANS for 100µs and then switched to LES for 50µs for initialization purpose to 

ensure proper development of LES flow. After initialization, the simulation ran further for 100 µs to provide 

sufficient data for statistical sampling and analysis.  

 

Figure 2: Computational domain decomposition and Hybrid LES mesh for the nozzle tip. 

Experimental setup 

The PCX imaging was performed at the XOR 7ID beamline in the Advanced Photon Source (APS) to visualize the 

near-nozzle spray. The third generation synchrotron x-ray beam can produce ultra-short x-ray pulses and weak 

interaction with the object materials. With these features and the high transmittance of the x-ray in dense 

materials, it becomes possible to capture the instantaneous liquid-gas interface structures in the near-nozzle 

spray. After passing thought the spray, the x-ray beam forms a phase-contrasted image on a scintillator crystal 

CCD camera.  The field of view of the camera was 1.734mm x 1.310mm with a pixel resolution of 0.66 µm/pixel 

when a 20 times objective lens was used. The imaging frequency is 50kHz, or 20µs per image. A detailed 

description of the experimental setup can be found in (9). 

 

Results and discussion 

 

Liquid-gas interface structures: mesh resolution effect 

Similar liquid core interface structures and jet breakup patterns were predicted on both meshes, but the higher 

resolution of mesh 2 captured much more small droplets.  Ideally, a proper post-processing tool for scale 

separation and calculation should be developed and used to assess the minimum droplet size which can be 

captured by each mesh. As this tool was not available a concept of interface diffusion thickness is used instead.  

This value is calculated using the Level Set function ( ) and liquid volume fraction, and is introduced to help 

estimate the mesh resolution effect on the diffusion of the liquid-gas interface structures. The interface diffusion is 

a result of mesh resolution and diffusion caused by numerical schemes. Therefore, this method is also useful for a 

coarse estimation of the smallest droplet resolution as will be explained. The process of the interface smearing 

due to numerical diffusion is schematically plotted in Figure 3 a) for a single droplet. The Level set function is 

exactly zero at the interface and has a value equal to the distance to the interface (with a positive or negative sign 

12
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according to the convention for each phase) for any other points (13). Initially, the droplet is bounded by a sharp 

interface     where the liquid volume fraction jumps from      outside the droplet  to      inside the 

droplet. After a number of time steps the interface smears, leading to a smooth volume fraction variation across 

the interface. In this new state, the region where      is restricted to some cells in the center of the droplet, 

bounded by a surface where    . Taking         as the threshold of the interface diffusion, the thickness of 

the diffused interface     can be estimated using the distance between the volume fraction iso-surface,         

and the iso-surface    . Under a symmetric interface diffusion assumption the diameter   of a spherical droplet 

is              , where r is the distance from the droplet core center to the undiffused droplet core 

interface    . The smallest spherical droplets near the intact liquid core (      ) are only distributed over one 

or a few cells, leading to    . In such cases,        is a reasonable estimate of the actual characteristic droplet 

size.  

An instantaneous near-nozzle spray visualisation is presented in Figure 3 b) for both meshes using the 

instantaneous liquid volume fraction iso-surfaces 0.01 colored by    . The colour scale threshold chosen here is 

aimed at separating the smallest droplets        10    from the larger droplets and the liquid core interface. It 

is observed that Mesh  1 only captured a few droplets with                very close to the liquid core during 

initiation of breakup. Further downstream, only larger droplets and ligaments are resolved with increasing 

diffusion due to mesh coarsening. In contrast, mesh 2 is fine enough to capture droplets smaller than       over 

the entire primary breakup region modelled. In addition, it is noted that the diffusion thickness is low for the liquid 

core obtained based on both meshes. Therefore, it is safe to say that the mesh resolution is unlikely to influence 

the numerical observations of the liquid jet deformation and ligament formation phenomena in the primary 

breakup process.   

   

 

Figure 3: Assessment on mesh resolution effect on small droplets 

Liquid-gas interface structures: LES solution vs. PCX spray images 

Comparison for the liquid-gas interface structures between LES solution and PCX spray images should be based 

on a statistical approach. This is hindered by the differences in the physical time durations and the time resolution 

between simulation and measurement. Spray imaging was performed for an injection duration of 1ms at full 

needle lift and at a time interval of 20µs per image (50 images in total). The physical time in simulation was 100µs 

for both meshes. Flow visualisation images were stored every        s. Obviously, the time resolution and the 

image number in the measurements were not sufficient in the sense of a rigorous statistical analysis of the near-

nozzle spray structures, while the physical time duration in the simulation is too short as it is limited by the 

available computational resources. Under these limitations, effort was made to identify similarities between the 

instantaneous spray morphologies captured by PCX imaging and by the simulations. 

 

a) Sketch of  interface smearing due to numerical 

diffusion. Sharp interface (left) and diffused interface right. 
b) Estimation of droplet size based on 𝑑  . Liquid 

volume fraction iso-surface 0.01 colored by 𝑑  . 
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The LES results for mesh 1 and mesh 2 are treated as independent time series, considering the fact that the 

initialization has an influence on the flow development. The  mesh 1 solution of the near nozzle spray was found 

to have a close correlation with 7 out of the 50 PCX spray images recorded over the open needle operation time 

interval. Sample results are presented in Figure 4, where the LES near-nozzle sprays are represented by using 

the iso-surface of 0.1 liquid volume fraction.  The predicted undisturbed liquid core before the initiation of jet 

breakup is obviously longer than the measurement, but the simulation is able to capture some features observed 

in the PCX spray images. For example, a linear streak crossing the liquid core very close to the nozzle exit can be 

recognized from both the predicted and measured spray (Figure 4, left).  In particular, a close similarity between 

both is observed at the lower side of the spray, where the wavy structures begin to break up into smaller 

structures and droplets.  Figure 4 right shows another example. The wavy structures with higher local breakup 

intensity on the upper side of the spray as recorded by the PCX imaging are also captured in the simulation. In 

addition, a  “horizontal boundary” between the continuous un-atomized liquid core (lower part of the spray) and 

the upper spray regions with small structures can be well noted both from the PCX spray image and the LES 

solution.  

 

Figure 4: Instantaneous LES liquid volume fraction iso-surfaces (value=0.1) on mesh 1 (top) vs. PCX images (bottom) 

The LES solution on mesh 2 was found to produce similar spray features with 8 out of the 50 PCX images. Figure 

5 shows for the correlations between some example mesh 2 results and PCX spray images. The LES spray in the 

left image shows a braid-like (helical) structure appearing on the upper side of the very initial jet, which can also 

be noticed from the PCX spray image. This type of structures are caused by vortex shedding and rotating string 

vortices occurring in the nozzle flow and will be discussed in detail in the next section.  In addition, similar vertical 

streaks are observed both in simulation and measurement. The LES spray on the right shows a close similarity in 

terms of breakup patterns and spray shape to the corresponding mesh 1 result shown on the right of Figure 4, As 

with the mesh 1 result, the wavy structures on the upper side of the spray correlate well with the PCX image.  

 

Figure 5: Instantaneous LES liquid volume fraction iso-surfaces (value=0.1) for mesh 2 (top),  PCX images (bottom). 

14



ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain 

 

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0). 

EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA 

These results show a clear impact of the mesh resolution on the small structures and droplets in the near-nozzle 

spray. However, both meshes have captured some breakup patterns and morphological features of the spray, 

which can be recognized in PCX spray images, are therefore valid.  Since the mesh 2 results were only very 

recently obtained in this work, the understanding on the physics of the primary breakup process reported below is 

mainly derived from the mesh 1 solution.  

Vortex driven primary breakup process  

Figure 6 illustrates the correlation between the predicted vortex structures and near-nozzle spray structures 

obtained on mesh 1 together with a similar PCX spray image. Two type of vortices can be observed in the nozzle 

flow. Small-scale vortices and vortex shedding occur at the upper lip of injection hole inlet as the flow turns into 

the hole. At the same time, large-scale string vortices are generated in the bulk flow of weak shear due to flow 

recirculation in the sac and flow acceleration into the hole. The results indicate that the upper-lip vortex shedding 

and the interaction between the string vortices and the shed vortices in the nozzle are the triggering mechanism 

of ligament formation in the primary breakup region.  A vortex shedding event produces low momentum vortices 

and a pulsation in the local flow. The shed vortices interact with the string vortices in the injection hole. As they 

exit the injection hole they transfer their local instability and their pulsating momentum into the liquid jet, causing 

its deformation and the development of ligaments. 

 

Figure 6: Correlation between vortex shedding in the nozzle and jet breakup: vortex structure (Q=1e13 [s
-2
]), predicted spray 

morphology(liquid volume fraction 90%), and PCX image (bottom). 

This vortex-driven ligament formation and breakup process is illustrated in Figure 7 using a time sequence of 

instantaneous results for the vortex flow and near-nozzle spray. At a certain time instant   , the string vortices 

move upwards and interact with the shed vortices close to the hole exit, creating a local flow instability and 

upward momentum. This pulsating momentum is transported into the near-nozzle flow after a shed vortex leaves 

the injection hole exit. At   + 0.45 μs the upward moving shed vortex triggers the wavy surface vortex enhanced 

by the interaction with the surrounding gas. This vortex causes deformation of the liquid jet on the upper side, 

leading to wavy liquid-gas interface structures.  At    + 2 μs the surface vortex gets further developed due to air-

liquid interaction and the liquid surface deformation continues to grow causing the roll-up of the liquid-gas 

interface and ligament formation.  At    + 5 μs the surface vortices lose their momentum, get separated from the 

high speed bulk flow and decompose into smaller vortices causing atomization of ligaments and formation of 

droplets. A detailed video showing this process is available in (15). 
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Figure 7: The process of vortex driven ligament formation and jet breakup. Vortex structure Q=1e13[s
-2
] (left), Liquid-gas 

interface of the spray using liquid volume fraction (right). 

In addition, large scale vortex strings are high energy containing structures. Their  morphology, location and 

motion direction have an important impact on the primary breakup behaviour as is shown in Figure 8 using  

selected instantaneous results. In case (a), the string vortices move upwards. This triggers liquid core deformation 

and ligament formation further downstream on the upper side of the jet. The string vortices are pushed 

downwards by the strong shed vortices at the hole exit in case (b), leading to liquid-core deformation on the lower 

side.  In case (c), the string vortices show an unstable “S’-shape motion, causing an earlier jet breakup both on 

the upper and lower sides. In contrast, relatively undisturbed flow with all large vortices well aligned with the 

injection hole axis is predicted close to the injection hole exit in (d). Under this situation, weak perturbations on the 

liquid jet and thus weak jet breakup is observed.   

                      

 

Figure 8: Link between vortex dynamics and liquid-gas interface for different instants. For each case:  Vortex structures 

Q=1e13[s
-2
] (left and top-right), Liquid-gas interface of the spray using liquid volume fraction 0.1 (right). Red arrows at the outlet 

denote the flow direction 
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Conclusions 

A detailed case study was carried out on the primary breakup process in high pressure fuel injection based on a 

production diesel nozzle design. A coupled VOF-Level Set LES simulation methodology was applied to 

simultaneously resolve the multi-scale flow dynamics in the nozzle and the jet primary breakup process after the 

hole exit. Phase Contrast X-ray imaging was applied to characterize the liquid-gas interface in the near-nozzle 

spray. The simulation successfully reproduced many structures of the spray captured by the PCX imaging. It was 

observed from the simulations that, as the flow is deflected into the nozzle hole, it triggers vortex shedding events, 

producing high speed, energetic vortex structures and local flow instabilities. These structures continue to develop 

into the liquid jet and initiate the deformation and ligament formation processes within the primary spray breakup. 

Additionally, vortex ejection from the nozzle causes small surface vortices at the liquid-gas interface that interact 

with the surrounding gas and ultimately lead to droplet formation. These results provide evidence for a vortex 

driven atomization mechanism. With this understanding, fuel injector nozzle designs can be optimized by control 

and optimization of the vortices.  
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Abstract 

High pressure multi-hole diesel injectors are currently used in direct-injection common-rail diesel engines for the 

improvement of fuel injection and air/fuel mixing, and the overall engine performance. The resulting spray 

injection characteristics are dictated by the injector geometry and the injection conditions, as well as the ambient 

conditions into which the liquid is injected. The main objective of the present study was to design a high pressure 

multi-hole diesel injector and model the two-phase flow using the volume of fluid (VOF) method, in order to predict 

the initial liquid jet characteristics for various injection conditions. A computer aided design (CAD) software was 

employed for the design of the three-dimensional geometry of the assembly of the injector and the constant 

volume chamber into which the liquid jet emerges. A typical six-hole diesel injector geometry was modelled and 

the holes were symmetrically located around the periphery of the injector tip. The injector nozzle diameter and 

length were 0.2 mm and 1 mm, respectively, resulting in a ratio of nozzle orifice length over nozzle diameter L/D = 

5. The commercial computational fluid dynamics (CFD) code STAR-CD was used for the generation of the 

computational mesh and for transient simulations with an Eulerian approach incorporating the VOF model for the 

two-phase flow and the Rayleigh model for the cavitation phenomenon. Three test cases for increasing injection 

pressure of diesel injection from the high pressure multi-hole diesel injector into high pressure and high 

temperature chamber conditions were investigated. From the injector simulations of the test cases, the nozzle exit 

velocity components were determined, along with the emerging liquid jet breakup length at the nozzle exit. 

Furthermore, the spray angle was estimated by the average radial displacement of the liquid jet and air mixture at 

the vicinity of the nozzle exit. The breakup length of the liquid jet and the spray cone angle which were 

determined from the simulations, were compared with the breakup length and cone angle estimated by empirical 

equations. From the simulations, it was found that cavitation takes place at the nozzle inlet for all the cases, and 

affects the fuel and air interaction at the upper area of the spray jet. Furthermore, the spray jet breakup length 

increases with elapsed time, and when the injection pressure increases both the breakup length and the spray 

cone angle increase. 

 

Keywords 

Diesel injector, VOF, atomization. 

 

Introduction 

The main objective of the present work was to characterize the flow phenomena at the exit of the nozzle of a 

multi-hole Diesel injector. It was of main interest to examine the behaviour of the emerging two-phase flow spray 

jet with emphasis in the primary spray jet atomization. The objectives included, first the setup of the CFD model 

for a typical three-dimensional valve-covered orifice (VCO) sac-less six-hole diesel injector for carrying out the 

analysis of the initial spray characteristics, namely the liquid breakup length and the spray angle at the nozzle 

exit. The second objective was the calculation of the primary atomization characteristics with empirical equations 

and to compare the empirical data with the simulations. The injector which was used had sharp nozzle entry, a 

nozzle diameter equal to 0.2 mm and a ratio of nozzle orifice length over nozzle diameter L/D = 5.  

Previous experimental [1, 10, 14, 15] and computational [1, 6, 9, 11, 13] studies investigated the internal and 

external flow of diesel injectors. In some experiments, large scale transparent injectors were used [8], [12], and it 

was found that cavitation phenomena are present. Experimental studies [10, 14] revealed that the emerging liquid 

jet is affected by both cavitation and the interaction with the surrounding gas flow. Various methodologies were 

adopted for injector flow simulations, including the VOF method [8] and the large eddy simulation (LES) 

framework [5]. The simulations from previous studies revealed that strong vortex structures were generated 

around the liquid jet penetrating in the gas phase and these were the results of velocity relaxation inside the liquid 

[8]. However, as it was reported in [8], the problem of jet disintegration is complex and not well understood.  

The effect of injection pressure on the initial spray atomization characteristics predicted from simulations and 

comparisons with pertinent data estimated from empirical models, have not been found by the author of the 
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present work in published work.  Thus, it is required to quantify the effects of the injection pressure on the injected 

spray jet, as well as compare the primary spray atomization characteristics from simulations with data from 

empirical equations. In the present work, the adopted CFD methodology is described first. Then, the results for 

three test cases at low, medium and high injection pressure of the diesel injector into high pressure and high 

temperature chamber conditions are presented. Finally, conclusions and recommendations are provided. 

 

Methodology 

The CFD methodology along with the simulations setup are described first, followed by the illustration of the 

empirical equations which were used for the calculation of the liquid jet breakup length and the spray jet angle.  

For the CFD simulations, the CFD code STAR-CD [3] was used. The Eulerian modelling methodology employing 

the VOF method was utilized, which included the mass, momentum and energy conservation equations for the 

two phases. The interface-capturing method in the VOF method was employed, by computing the convective 

terms in the volume fraction equations using the High-Resolution Interface-Capturing (HRIC) model [3]. For the 

two-phase flow modelling, the pressure in the two phases was assumed to be the same. A constant value of 

surface tension was used, with which the normal force due to the surface tension is treated using the continuum 

surface force (CSF) model [3], while the tangential force is not accounted. The CSF model provides a source term 

in the momentum conservation equation. The turbulence was modelled with the k-ε high Reynolds number RNG 

model [17], and the boundary layer was handled with the standard wall functions. The MARS [3] differencing 

scheme was used for the discretization of the conservation equations. Transient simulations were carried out, and 

the SIMPLE algorithm [3]  was employed for the numerical solution of the problem. 

 

 

Figure 1. Three-dimensional injector geometry design. 
 

A VCO sac-less six-hole diesel injector and a constant volume chamber were assembled for the computational 

mesh generation.  The injector design was based on typical injector geometries found from literature ([10, 11, 14, 

15]).  The three-dimensional injector which was designed with a CAD software [4] is shown in Figure 1.  The 

injector design was for a six-hole diesel injector whose nose holes were symmetrically located around the 

periphery of the injector tip as shown in Figure 1. The nozzle entry was designed with sharp edge at the body of 

the injector. The injector nozzle diameter and length were 0.2 mm and 1 mm, respectively, resulting in a ratio of 

nozzle orifice length over nozzle diameter L/D = 5. The designed constant volume chamber had length 5 mm 

which corresponds to 25 D distance downstream the nozzle, and a square cross-sectional area with side width 1 

mm. The constant volume chamber was assembled at the tip of the nozzle exit, and the centreline of the nozzle 

and the symmetry axis of the chamber coincided. The computational mesh was generated with the automatic 

mesh generation tool of STAR-CD [3], where prism type cells computational were used.  The resulting mesh was 

composed of around 850000 cells and it is presented in Figure 2.  The cell size ranged from 5 to 10 μm within the 

injector and the cell size varied between 10 to 20 μm in the constant volume chamber. Figure 2 includes the 

boundary conditions which were imposed for the simulation setup.  Inlet boundary condition was defined at the 

entry of the injector on the top, shown in dark yellow color in Figure 2. Symmetry plane boundary conditions were 

imposed on the symmetry sides of the one-sixth segment of the injector, which are presented in violet color in 

Figure 2. No-slip wall boundary condition was imposed on the four sides of the chamber, which is indicated with 

orange color in Figure 2. Wall boundary condition was set at the remaining surfaces, including the injector shell, 

the nozzle and the back plane of the chamber where the nozzle tip was assembled. Pressure boundary condition 
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was defined at the chamber front plane. At the pressure boundary, the pressure and temperature were set equal 

to 42 bar and 1000 K, respectively, which resemble diesel engine conditions during compression stroke. 

 

 

Figure 2. Computational mesh and boundary conditions. 

At the inlet boundary, the volume fraction of the fuel was set equal to 1 and uniform inlet velocities for the three 

test cases were defined. The code uses the inlet velocity and calculates the injection pressure at the inlet. For the 

simulations, n-heptane and air were utilized. The properties of n-heptane liquid, n-heptane vapour and air from 

the database of STAR-CD [3] were employed, and are contained in Table 1. 

Table 1. Physical properties of the fuel and air. 

Property Liquid 

n-heptane  

Vapour  

n-heptane 

Air 

Density (Kg/m
3
) 678.3 2.48639 1.18415 

Molecular viscosity (Kg/ms) 3.92073 10
-4

 1.01377 10
-5

 1.855 10
-5

 

Surface tension coefficient (N/m) 0.0727   

 

For the initial conditions of the transient simulations, stagnant air was set in the computational domain. The 

simulations for the three test cases were performed for an injection duration of 1 ms. The computational time step 

size was constant and equal to 0.5 μs. The numerical processing of the simulations was performed on a 

sequential computer. The simulation results are presented and discussed in the next section. 

In the present work, in the absence of experimental data for validation of the simulations, empirical equations 

were used in order to obtain data for comparison with the simulations. Empirical equations provide the primary 

atomization characteristics and are usually employed within the atomization modelling setup in diesel engine CFD 

simulations. From a literature survey, the empirical equations for the calculation of the breakup length and spray 

angle were adopted from [15] and [2], respectively. The liquid jet breakup length was estimated by the following 

empirical equation (from [15]), 

𝐿 =  0.39 (2 𝛥𝑝/𝜌𝑙)1/2 𝑡 
 

(1) 

where Δp is the pressure drop along the nozzle, ρl is the liquid density and t is the elapsed time after the start of 

injection. The cone angle for diesel jet spray in the atomisation region was calculated from the empirical equation 

of Arai [2] by, 

𝜃 = 0.017 (
𝐷2𝜌𝑎 𝛥𝑝

𝜇𝛼
2 )

0.25

 (2) 

where D is the nozzle diameter, 𝜌𝑎 is the density of air in the chamber and 𝜇𝛼 is the  molecular viscosity of air. 
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Results 

In the present section, the results and discussion from the simulations for the three test cases are presented.  For 

the test cases, the injection pressure was calculated by the code at the inlet boundary. The velocity at the inlet 

boundary, the resulting injection pressure and the mass flow rate of fuel are included in Table 2. The three cases 

denoted, low, medium and high injection pressure correspond to modern common rail system injection pressure.  

As it can be seen in Table 2, the injection pressure was 1124, 1669 and 2245 bar.  

 

Table 1. Test cases conditions. 

Test case Description Inlet velocity 

(m/s) 

Pinj 

(bar) 

Fuel mass flow 

rate (Kg/s) 

1 Low injection pressure 20 1124 0.0422 

2  Medium injection pressure 24 1669 0.0507 

3 High injection pressure 28 2245 0.0592 

 

First, the evolution of the VOF field from the simulations at the vertical symmetry section plane of the nozzle and 

the chamber are presented in Figure 3, 4 and 5. Then, comparisons of the VOF field and the velocity field 

between the three cases at 0.25 ms after start of injection (ASOI) are presented. Finally, the breakup length and 

spray ject cone angle from the simulations are compared with the empirical data.  

For the low injection pressure, Case 1, the evolution of the liquid fuel injection and the propagation of the 

emerging fuel jet are presented with the VOF flow field in Figure 3.  From the simulations of Case 1, it was found 

that the fuel starts to emerge from the nozzle exit at 0.2 ms after the start of the simulation. As it can be seen in 

Figure 3, there is cavitation area which is created at the upper edge of the nozzle inlet. The axial penetration of 

the spray jet increases with elapsed time, and at 0.3 ms the spray reaches the chamber front plane. Also, the 

spanwise spreading of the two-phase spray jet increases with time. A spray jet with VOF higher than 0.5, 

indicated with green colour, is present at the nozzle exit, which increases with time.  For this case the spray jet 

slightly bends at an angle of around 10°, which is the effect of the induced gas recirculation at the upper area of 

the spray jet. 

Figure 3. Evolution of the VOF field for Case 1 at 0.2, 0.25 and 0.3 ms ASOI. 

The emerging spray jet, for the medium injection pressure case is presented in Figure 4, at time 0.2, 0.25 and 

0.25 ASOI. The simulations of the medium pressure case revealed that by increasing the injection pressure for 

1124 to 1669, then the required time for the fuel to emerge from the nozzle exit is 0.18 ms.  The cavitation area is 

present at all times after start of injection and the spray jet recirculates at the upper area of the emerging jet at a 

 
0.25 ms 

 VOF 

 
 

0.3 ms 

 
0.35 ms 
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downstream distance of seven nozzle diameters.  The spray jet core with VOF higher than 0.5, is almost 

symmetrical and has a length of around five nozzle diameters. 

Figure 4. Evolution of the VOF field for Case 2 at 0.2, 0.25 and 0.3 ms ASOI. 

The results for Case 3 are included in Figure 5, at 0.15, 0.2 and 0.25 ms ASOI.  For the high injection pressure 

case, the time needed by the fuel to exit the nozzle was 0.14 ms, and this is lower than the time needed for the 

low and medium injection pressure cases.  Figure 4 shows that the vortex structure at the upper area of the spray 

becomes stronger and that a small amount of fuel accumulates near the wall at the vicinity of the nozzle. Also, it 

can be observed that the fuel air mixture travels downstream and accumulates towards the front plane of the 

chamber at 0.25 ms.  The VOF and velocity fields for the three are further discussed and compared below. 

Figure 5. Evolution of the VOF field for Case 3 at 0.15, 0.2 and 0.25 ms ASOI. 
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 Figure 6.  Comparison of the VOF field of Case 1, 2 and 3 at 0.25 ms ASOI. 

Figure 7.  Comparison of the velocity field of Case 1, 2 and 3 at 0.25 ms ASOI. 

Figure 6 compares the predicted VOF field at 0.25 ASOI. It can be observed that the spray jet for the low injection 

pressure case is narrower that the spray of the higher injection pressure cases. This observation reveals that the 

spray cone angle increases when the injection pressure increases.  Regarding the spray jet, it can be seen that 

the penetration of the spray core with VOF greater than 0.5 increases when the injection pressure increases. 

However, for the high injection pressure cases there is a core at the vicinity of the nozzle and an accumulated 

spray jet towards the front plane of the chamber. Figure 7 illustrates the velocity fields for the three cases. The 

high velocity pattern is wider and longer for the maximum injection pressure case. The latter observation again 

reveals that the spray cone angle of the high pressure case is larger than the spray angle of the lower pressures. 

As it can be observed in Figure 7, for all the cases there is a recirculation at the nozzle entry which is the 

cavitation zone, and the flow has higher velocities at the lower area of the nozzle. By increasing the injection 
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pressure, then the nozzle velocity increases. The increase of the injection velocity induces a recirculation zone at 

the upper area of the spray.  The recirculation zone becomes stronger with increasing injection velocity and this 

can be also seen in Figure 6, where the spray recirculation zone occurs for the medium and high injection 

pressure cases.  For the low injection pressure case, the injection velocity is not sufficiently high and the 

recirculation in upper area affects the spray which slightly bends as observed in Figure 6 and 7. 

The estimated breakup length from the simulations is compared against the calculated breakup length from the 

empirical equation in Figure 4.  The time of the start of injection for Case 1, 2, and 3 was adjusted with the values 

of 0.2, 0.18 and 0.14 ms. This was done for the purpose of comparison, and it is considered as the delay time for 

the emergence of the liquid jet from the nozzle exit.  Figure 8 compares the breakup length data estimated from 

the simulation against the calculated empirical data for each case. From the simulations, the breakup length was 

estimated at the distance from nozzle where the VOF value was equal and greater than 0.3. For both the 

simulation and the experimental data, the breakup length increases with time, as it can be observed in Figure 8. 

Here, it is noted that the empirical expression does not account for the phenomena of evaporation, while the 

present simulation was carried out in a chamber with high pressure and temperature conditions and the 

evaporation was simulated. Thus during the early injection period, for each case, there is slight under prediction of 

the breakup length and this considered as a very good agreement. However, in Figure 8 it can be seen that for 

later times the breakup length is substantially underpredicted by the simulation, and this can be explained by the 

evaporation phenomena which are not considered in the empirical equation. 

 

 

Figure 8. Comparison of the breakup length between simulation and empirical data with elapsed time after the start of injection 

into the chamber. 

 

Figure 9. Comparison of the spray jet angle between simulation and empirical data for increasing injection pressure at 0.25 ms 

ASOI. 
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The spray jet angle from the simulations was estimated at 0.25 ms ASOI for the three test cases.  Tangents from 

the nozze exit upper and lower edges were drawn to the outer edge of the jet spray at five diameters distance 

from the nozzle exit, and the average angle for each case was found. The spray cone angle from the simulations 

for each test case is compared against the empirical data in Figure 9. As it can be seen in Figure 9, there is very 

good agreement on cone angle for the low injection pressure case, while for the medium and high injection 

pressure the cone angle is slightly overpredicted. It can be observed that the cone angle increases increases 

linearly when the injection pressure increases.  The differences between the predictions and the empirical data 

can be explained by the spanwise spreading of the spray jet in the simulation and the interaction with the 

surrounding gas. However, in order to be able to draw firm conclusions about the overprediction of the cone angle 

at higher injection pressures, it will be required to carry out further simulation investigation and compare with 

experimental data. Furthermore, it will be required to assess available empirical data and the conditions under 

which the empirical expressions can be applied, since in the present work high injection pressures and 

evaporating conditions were simulated. In the following section, the main conclusions from the present work are 

described and recommendations for future work are provided. 

 

Conclusions and recommendations 

From the three test cases of increasing injection pressure into high pressure and temperature chamber 

conditions, it was found that cavitation takes place and affects the fuel and air interaction at the upper area of the 

spray jet.  The predicted jet breakup length increases with elapsed time. When the injection pressure increases, 

then both the breakup length and the downstream penetration of the spray jet increase. The spray cone angle 

estimated at the vicinity of nozzle exit increases with increasing injection pressure. When the injection pressure 

doubled, then the cone angle increased by around 50%. Comparisons with empirical data revealed that there is 

very good agreement on the breakup length size during the early stages of injection, for all the test cases. 

However, when time elapses from the start of injection then the predicted breakup length is underpredicted 

because of the evaporation phenomena, which are not accounted in the empirical expression. 

In future work a bigger constant volume chamber should be used in order to examine the downstream behaviour 

of the atomized jet and the resulting downstream spray cone angle. It is recommended to use the predicted 

values of breakup length and spray cone angle from the present simulations in combination with the Eulerian-

Lagrangian framework for simulation of direct injection diesel engine sprays, which should be validated against 

experimental data in order to reach robust conclusions. 
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Abstract 
A weak coupling strategy is proposed to simulate the pressurised spray without any empirical readjustment. Volume 
Of Fluid is used to simulate the nozzle internal flow with cavitation and its primary atomization into ligaments. 
Lagrangian simulations are then used to get the spray evolution, even temporal. Large Eddy Simulations are used 
for these two simulations types. The coupling between both is realized by a recording and an analysis of the 
ligaments with local break up modelling into drops. Two test cases are presented, the second one deals with full, 
complex geometry, 6-holes Gasoline Direct Injection nozzle. Such approach shows a huge potential for prediction 
of the final spray from the nozzle geometry. 

Keywords 
Large Eddy Simulation, spray, multihole, atomization, Volume Of fluid 

Introduction 
The present work is driven within the industrial automotive contextual aim of reducing the carbon particles emission 
of car engines. It has been shown that these emissions can be linked to the liquid wall films generated by the 
penetration of gasoline sprays (i.e. drop jets generated by pressurized atomizer, without assistance of a coflow) 
impacting on the engine walls. Therefore a better understanding of these sprays physics through simulations is 
needed. To do so, we developed an Euler-Lagrange solver, implemented in the OpenFOAM platform which allows 
us to model the non-evaporating gasoline sprays from high-pressure injectors: Large Eddy Simulation (LES) is used 
for the carrier phase whereas Lagrangian simulation is used for the dispersed phase. A 2-way coupling between 
the 2 phases and several subgrid submodels have been investigated [1]. The Lagrangian simulation uses the 
treated results of a Large Eddy-Volume Of Fluid simulation of the cavitating and atomizing flow within and at the 
close exit of the nozzle. This strategy is efficient because at least one order of magnitude separates the 
characteristic times of each type of flow but request an effort in the coupling which is specifically described in the 
present paper. 

Simulation Approach 
Second order numerical schemes are used for spatial and temporal discretisations. The numerical developments 
are based on OpenFoam® platform. For the Volume OF Fluid (VOF) approach, first-order reconstruction of the 
interface is used together with the sharpening process of Weller, see for instance [2]. The subgrid models used in 
this work are the one-equation eddy for the LES-VOF and the dynamic Smagorinski for the lagrangian-LES,. The 
choice of the first one is due to the presence of walls and flow detachment inside the nozzle, and the choice of the 
second one is due to the capture of transitional turbulent jet flow that requires a minimum of numerical dissipation. 
For more details on the lagrangian simulations, the readers are referred to Helie et al. [1]. 
To carry out the lagrangian computation of the drops, a special attention is required for the spray inlet condition. 
This is done through an original weak coupling with LES-VOF simulation of the flow in the internal part and close-
vicinity of the nozzle (see for instance [3]). The liquid instantaneous presence and the associated velocity field are 
stored to be reused identically as input of the spray. The primary atomization process is then analysed and a 
modelling approach is proposed in 2 steps: Firstly, a rupture into ligaments, almost bidimensional, and a second 
step where these ligaments propagate further and atomise into rounded ligaments and then into drop populations. 
Figure 1 left indicates the sketch of this process for one single ligament, the flow being a set of numerous different 
ligaments. This paradigm of considering a set of different ligaments that will be individually modeled is, to our 
knowledge, new. The first step is captured with a limited computational effort in the LES-VOF simulation, whereas 
the second step will be approached using well-established sheet atomization models from the literature. The first 
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step from the LES-VOF results gives the ligament structures at each instant, and the atomization model returns the 
final drop size population.  

Figure 1 : Left, schematic of the atomisation model for one specific sheet; Right: effect of the sheet stretching

It has to be noted that, at least in this particular case of these nozzles, the result of the primary rupture is to break 
the circular liquid jet into bidimensional sheets, mostly due to 1) the presence of vapor locations in between the 
liquid sheets 2) the hydrodynamic in the nozzle that generates an expanding flow at the exit. Therefore the analysis 
is done on each individual, 2D sheet. Evidence of such sheets will be shown later Figure 1 and 4. Obviously this is 
a strong modeling assumption, and a limit of the present approach that should be completed for a more universal 
model and different nozzle types. The break-up of bidimensional sheets to ligaments is based on the instability 
theory of thin sheet. The growing rate and therefore the final size with   are chosen according to Senecal 

et al. [4]. 

         (1) 

and 

           (2) 

The primary ligaments are then submitted to instabilities, and they are subsequently atomized in drops, using simple 
model [5]:  

       (3) 

allowing to derive : 

          (4) 

The initial model of Senecal [4] was initially developed for thin sheets as resulting from swirl atomizer. The validity 
hypothesa are to have a small ratio of density between gas and liquid, which is the case in gasoline engines where 
the spray is injected in limited counterpressure and to have a Weber number We > 27/16 which is the case in current 
high pressure injection.  In our cases, h > 2um and   > 125m/s, then We > 1.79 > 27/16.  The break-up length 

 with the break-up time  results typically in our cases  L~O(mm)  ;  ~ O(5-10us) which looks 
reasonable based on the data available from the literature.  
A specificity of our case is the stretching due to the nozzle exit angle (Figure 1 right). Due to the internal flow, as 
characterised for instance by the hole exit angle, the liquid films are extended radially. Each sheet can be stretched 
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during the break-up time and so by conservation of the mass, its thickness will then diminish. This effect is quantified 
using the estimation of the flow stretching along the centre of the ligaments and then reintroduced as a correction 
parameter in the model. An interesting property of the Senecal model equation (1-2) is that instabilities are 
independent from the sheet thickness. More details of the practical numerical implementation can be found in ref 
[1]. The typical steps are illustrated Figure 2. The cross stream slice is extracted at one instant at 500um from the 
hole from the LES-VOF, where the ligaments are separated. Ligaments thickness is extracted using a distance 
function from centre to boundary (this last one being associated to an arbitrary iso-level of VOF). Then the 
coefficients due to the stretching but also due to the breakup into drops, equation (4), are computed (bottom left). 
This local computation is an improvement of the procedure used in ref [1], where the coefficients were estimated 
only in an average way. All together, it is easy to return the drop population locally (bottom right), the one that will 
be reinjected stochastically in the lagrangian simulations. Lagrangian computations cannot be described here into 
detail but are identical to ref [1]. The mesh is identical when comparing different geometries. 
    

(a) (b) 

(c) (d) 
Figure 2 : Ligaments analysis principle on an instantaneous slice. (a) Initial alpha field; (b) distance function at the center of the 

ligaments; (c) coefficient between ligament and drop size (d) final deduced drop size on this field.  The slice is taken 
perpendicularly to the main direction of the hole. One ligament identification, as modelled fig 1,  is indicated on (a), white arrow. 

Testcases 
The fuel atomizer used here as reference are a special Continental GDI prototype, 3-hole injector (first test, each 
hole has a different diameter), and 6-hole injector (second test, each hole is inclined differently). The first testcase 
(Table 1) has holes that are 7% convergent, their length is 345micron, the needle lift is 75um. The second testcase 
(Table 2) has a needle lift of 100um, with different geometries, extracted from the remeasured ones.  The hexahedral 
mesh is around 15 Mo cells for each case. Each hole is followed by a conical external domain that is meshed up to 
a length of 5 diameters (Figure 3). The simulations are two-phase (not 3-phase, which is a limitation of the present 
approach). Experimental (fixed) mass flow rate is imposed at the inlet, pressure at the exit. 

Table 1. Frst testcase, periodic 3-hole injectors 

IHole # b angle [°] L/D 

1 30  1.7 
2 30  2.0  
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3 30  2.5 
   

Table 2. Second testcase, 6-hole injector 

Hole # b angle [°] L/D 
1  20  1.68 
2  30  1.76 
3  40  1.90 
4  40  1.90 
5  30  1.76  
6  20  1.68  

Figure 3 : Left : nozzle CAD ; Right: generated mesh.  The 6 cylinders on the bottom represents the external domain (after the 
nozzle exit) where the atomization process occurs. 

Results and discussion, first testcase 

The atomization process that has been mentioned above is clearly illustrated Figure 4  for the first testcase. Slices 
perpendicular to the hole direction are showed in the second part of the hole and in the first part of the atomisation 
process. The flow development in the hole and at the exit clearly exhibits the breakup into ligaments mostly due to 
1) a huge presence of cavitation 2) the ligaments are separated thanks to the radial velocity at the hole exit (as 
visualised experimentally with the close spray angle at hole exit for instance). A limited hole-to-hole interaction 
inside the sac volume has been found, due to the high distance between the holes, as only 3-hole are implemented 
in this prototype test injector. Whatever the hole, shear cavitation is developing largely and reaches the hole exit, 
even if a small convergence of the hole geometry is present. For holes with the higher diameters, vortex cavitation 
also develops. Hydraulic flip appears while D is increased. Increasing the hole diameter the primary atomization 
length is increasing. 

Figure 4 : Instantaneous snapshot of the Volume of Fluid (liquid: red color), 200bar fuel pressure.  
Left: large hole diameter ; center: medium hole diameter ; right : small hole diameter. The slices are placed at the hole middle, 

hole exit, one and two diameters distance after the hole exit (hole length is 345micron)
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In the first application case, each hole has a different diameter. This characteristic is visible in the development of 
the plumes, computed separately here, Figure 5. The spray from the first hole is much larger than the one from the 
last, small, hole.  The Q-criterion as an indicator of the centers of the vortices classically defined by 

where  is the strain-rate tensor and  is the rotation-rate tensor , 
displays, in both cases, roll-up structures close to the injection location which then evolve in helicoïdal structures 
[1]. In the spray from the small hole, this transition to turbulence is longer: indeed, the spray is denser and its 
exchange with the entrained gas is expected to be reduced.  

Figure 5 : Instantaneous snapshot of the spray with drop parcels (dots) and isosurface of Q=0.5e9 s^(-1) (blue), 
 200bar fuel pressure.  Left: large hole diameter ; center: medium hole diameter ; right : small hole diameter.  

As expected, the studied spray is not sensitive to the smallest scales ( /  > 1 and /  > 1). On the other hand, 
it is sensitive to the sub-grid scale eddies ( /  < 1), so a basic sub-grid dispersion model have been introduced 
in order to take into account this interaction [1]. However, in this dispersion model the main driving factor remains 
the relative velocity between drops and eddies ( /  << 1). Fortunately, as the turbulent fluctuations are mostly 
resolved,  0.95, the influence of the turbulent dispersion model should remain limited.  

Figure 6 : Penetration curves, ) , 200bar fuel pressure.  
 Left: large hole diameter ; center: medium hole diameter ; right : small hole diameter 

To simulate the transient, the single additional input data that is needed is the mass flow rate as a function of time. 
The specific features at needle opening are initially neglected, using only full lift results, as will be discussed later. 
Temporal penetration curve in the direction of the spray are compared Figure 6. The global behaviour is satisfactory, 
slightly lower than the experimental one for the small hole case. Initially, a large difference was found for the 
medium-diameter hole. Its reason is now explained. Regarding the transient phenomena, in ref [6] the spray 
exhibited a flapping behaviour at the needle opening, impacting the spray penetration and which had been 
reproduced successfully in the simulations. In the present testcase, the transient influence of the needle opening is 
also highlighted. Indeed, with (only) the medium hole of this prototype injector a spurious behaviour was found 
experimentally: an important increase of the spray angle at the beginning of the injection: the exit angle is increasing 
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from 25° to 45° during the period 0.1ms-0.4ms. When applying this angle increase in our simulation a satisfactory 
penetration is recovered back, which was not the case without taking this angle increase into account as the slope 
change was not captured (figure 6). This result confirms that the transient opening phase has to be measured into 
detail to be re-introduced empirically as in the present work. Otherwise moving mesh has to be used to simulate 
the opening needle phase as in ref [3]. 

Results and discussion, second testcase 

Orientation angle B also clearly influences the cavitation behaviour, as seen Figure 8. Flow detachement is 
increasing with higher angles, and therefore the shear cavitation (right part of the nozzle slice) is progressively 
visible. For a small angle, a flow reattachment is visible on both sides, without hydraulic flip, and with a strong 
presence of cavitation vortex. For an intermediate to large angle, strong shear and vortex cavitation developments 
generate tridimensional effects and, in average, display a typical “smiley” shape. 
In addition, the flow is strongly asymmetric and unsteady due to the hole-to-hole interaction in the nozzle flow 
development. The arrows refer to the vicinity of the next holes. The top arrow is in the direction of 20deg-hole ; and 
bottom toward the 40deg-hole. This is a particular effect of this mirror geometry.  It is of great interest to look into 
the vicinity of the holes (along the circumferential direction), see table 2 & fig 3 for the geometry. The 20deg-hole is 
in between 30deg-hole and 40deg-hole. The other holes have one neighbour with the same hole direction, 
reinforcing the stability of the flow. Only the intermediate hole direction has neighbour with different hole orientation.   

Figure 7 : Time-average of volume of fluid.Red: liquid; blue: vapour.  Flow is coming from the right side (needle seat). 
Top: Slice at the hole exit, perpendicular to the hole direction axis. Bottom:  Cut-plan. 

Left: beta angle 20° ; center: beta angle 30° ; right : beta angle 40° 
Arrow: see text 

The large beta angle shows a stable but reduced cavitating double contrarotating vortices. Stable attached shear 
cavitation is also present. It leads to a typical “smiley shape” that has been already described with a different injector 
design but still with a large beta angle of 40deg in ref [1]. Also coherent with this former paper, a side jet appears, 
due to the reorientation of a liquid sheet in between the two vortices. It can lead to small droplets with high velocity 
and angle on the side, as has been experimentally confirmed in the former work.  Lastly, the higher angles (30deg- 
40deg) angles exhibit a hydraulic flip. As only two phases (vapour/liquid) are considered here, and not three phases 
(vapour/air/liquid), we can identify in this simplification a clear limit of the numerical model representation that will 
be overcome in the future works. 
It should be also noticed that the geometry has been generated from a complete 6-holes 3D design, and not from 
a mirror projected 3 hole case. Therefore, small geometrical differences are intended to be introduced from both 
sides. However this effect can be lower than in reality, for instance in case of some needle non-axisymetric 
positioning. This effect can also be damped by the limited resolution mesh. Indeed the flow is found quite stable in 
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time concerning its pattern, and even comparing the 2 sides. Considering one representative instantaneous flow 
event, the full picture is provided Figure 8. Differences are obviously observed, but the number and the area of the 
cavitating structures are almost identical when comparing both sides, even for 20deg-hole. The captured effect on 
the average mass flow rate is here not found as the main reason (average mass flow rate differs only by 3%, and 
instantaneous mass flow rate by less than 10%), but the average flow direction seems to break the symmetry for 
this 20deg-hole, as already discussed. 

Figure 8 : Instantaneous snapshot of volume of fluid .Red: liquid; blue: vapour.  
Cut-plan at the hole exit, projected on a plane perpendicular to the injector central axis.

The spray simulation is now realised with all the plumes injected together. As expected, some jet to jet interaction 
is observed, especially for the small drops that are entrapped in between the holes. Some turbulent eddies can also 
connect between the narrowest jets. The general comparison returns a very correct behaviour on Figure 9. The 
injector is inclined to get the central hole in the vertical direction at the center of the image. The estimation of the 
external angle depends on the thresholding level that is used, but the tendency is well recovered despite this simple 
offset.  

Figure 9 : Instantaneous snaphots  of the developed spray a t=1 ms ; experimental shadowgraphy and simulations. 
Left: central hole is beta angle 20° ; centre: central hole is beta angle 30° ; right : central hole is beta angle 40° 

The experimental penetration is also correctly recovered in Figure 9 and Figure 10, even if the case to case 
difference is really small, below the RMS shot to shot variation.  Interestingly, a manual recording of the typical size 
of the visible large scale structures of drop segregation returns also a good agreement which explains quantitatively 
the visible agreement between the images, with fish-bones and drop segregation structures. 
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Figure 10 : Resulting comparison of the instantaneous snapshots  of the developed spray at 1 ms ; from experimental 
shadowgraphy and simulations. Top left : total external spray angle; Top right : penetration ; Bottom: large scale structures of 

drops segregation. 

Conclusions 
Multijets spray structures, penetrations, and interactions are simulated with large Eddy Simulations. Differences 
between largely separated holes and narrow holes are depicted, with variations of hole diameters and orientation 
angles. Comparisons with local quantities will complete this work in the future. 
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Nomenclature 
D                          Hole diameter [m] 

                          Liquid volumetric mass density [kg/m^3] 
                          Liquid viscosity [kg/s.m]
                         Gas volumetric mass density [kg/m^3] 

                           Surface tension [N/m] 
h                           Liquid sheet width [m] 

                         Drop relaxation time [s] 
             Drop diameter [m] 

                   Drop diameter [m] 
w                          Growing rate 
k                           Wave number [m^-1] 

                           Maximum unstable wavelength [m] 
                        Wave number corresponding to the maximum growth rate 
                      Relative velocity between the gas and the liquid [m/s] 

                           Break-up time [s] 
                           Break-up length [m] 

u’                          Fluctuating velocity [m/s] 
                       Sub-grid time scale [s] 
                       Time for a droplet to traverse an eddy in sub-grid scale [s] 

                          Kolmogorov time-scale [s]
                            Kolmogorov length scale [m] 

                       Turbulent kinetic energy [m^2/s^2] 
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Abstract 
Ultrasonic atomization is very convenient because it can generate droplets with diameters of a few microns and 
with very narrow size distribution. Besides, opposite to twin fluid nozzles, in ultrasonic atomization, droplet 
generation and transport are decoupled processes. Droplets are ejected from the liquid surface with very low 
velocities, so driving them is relatively simple. Although this atomization method is now common in some specific 
applications, for example in household humidifiers, there are still some details about the physics of this process 
that are not completely understood. Up to date, most of the published results have been limited to experiments 
with water. However, it has been demonstrated that atomization rates quickly decrease as liquid viscosity 
increases. This work analyzes the characteristics of ultrasonic atomization of some alternative fluids to determine 
if there is any influence of other physical properties such as surface tension or vapor pressure. Experiments are 
performed using a commercial piezoceramic disk with a resonance frequency of 1.65 MHz. The disk is excited 
with a sinusoidal signal with voltage amplitudes that go up to 60 V. Sprays are visually characterized analyzing 
instantaneous images and high speed video sequences. Besides atomization rates are calculated by measuring 
the weight loss in a fixed time. 

Keywords 
Ultrasonic atomization, ultrasound, piezocramic. 

Introduction 
Ultrasonic atomization has some unique characteristics that are ideal for many specific applications. Typical 
examples are most commercial household air humidifiers, or some inhalers for drug delivery to the lungs. In these 
devices, atomization is achieved by vibration of an ultrasonic transducer submerged in a liquid volume. As a 
result, droplets can be generated from the liquid surface with diameters of a few microns, with very narrow size 
distribution, and with low velocity. Opposite to pressure and twin fluid nozzles, in which small droplet diameters 
are associated to high liquid and gas velocities, in ultrasonic atomization, droplet generation and transport are 
decoupled processes. Droplets are ejected from the liquid surface with very low velocity, so driving them is 
relatively simple. 
The possibility to generate a cloud of droplets by means of ultrasonic waves was first reported by Wood and 
Loomis in 1927 [1]. Since then, many theoretical and experimental works have been published to explain the 
physics controlling this phenomenon. Two main mechanisms are considered to be responsible for the spray 
formation: cavitation inside the liquid mass and instabilities of standing waves on its free surface. Droplet 
detachment from wave crests can clearly be observed for low excitation frequencies but cannot be distinguished 
for frequencies in the MHz range. The importance of cavitation might be dependent on the forcing frequency or 
the ultrasonic power, but these extremes have not been demonstrated in a definite way. As confirmed by 
numerous experiments, it is now generally accepted that, in ultrasonic atomization, spray mean droplet diameter 
is essentially determined only by the oscillation frequency. The oscillation amplitude controls the spray flow rate 
but does not have a major influence on drop diameter [2]. When using ultrasonic transducers this amplitude is 
proportional to the driving signal voltage. 
A major part of the published results are limited to water atomization. The influence of fluid physical properties 
has been studied in a relative low number of papers [3]. Most of them are based on experimental considerations 
[4,5], although some theoretical analysis can also be found [6]. Furthermore, in some of these works, the 
ultrasonic frequency is low [7]. Liquid viscosity does not substantially alter the droplet size distribution, but has a 
dramatic effect on atomization rate [8]. With the specific conditions in the present experiments, efficiency drops 
dramatically for kinematic viscosity values over 3x10-6 m2/s. This is a severe limitation that can preclude the use 
of this atomization method in many processes of industrial interest, for example in surface coating, or to introduce 
the droplets in a chemical reactor. However mists of viscous liquids can be obtained diluting them first in volatile 
solvents and atomizing the low viscosity mixture [9]. Once the solvent has evaporated, the result is a mist of a 
liquid that otherwise could not have been directly nebulized. To facilitate this possibility and advance in the 
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To determine the atomization rates, the decrease in the liquid mass inside the vessel during a minimum time 
interval of 5 minutes was monitored by weighting it with a Kern FCB scales, capable of measuring a maximum 
mass of 8 kg with a precision of 0.1 g. For all the measurements the initial liquid level was identical and equal to 3 
cm. Care was taken to evacuate the liquid droplets out of the atomizer to prevent condensation, suctioning them 
with an extraction fan. This extraction, however, was limited to the small droplets that form the spray mist and not 
to other larger drops. This group includes, for example, splashing caused by falling of the liquid cone tip onto the 
pool surface. This is mainly because these drops are not useful for most applications requiring small droplets 
where ultrasonic atomization could be a first choice. Besides, they can be filtered out in a relatively simple 
manner. This study will, thus, focus on the micron-sized droplets resulting from the ultrasonic atomization. 
Droplet size distributions were measured with a Malvern Mastersizer S laser difractometer equipped with a 300 
mm focal length lens. According to the manufacturer specifications, this lens is suitable to cover a droplet 
diameter range from 0.5 µm to 900 µm. The maximum obscuration in the Malvern measurements was lower than 
25%, with a minimum of 3.6%. The room was darkened to maximize the contrast for low obscuration values. To 
calculate the droplet size distribution, the polydisperse model of the Malvern software was selected. The small 
droplets were driven to the laser beam dragging them with an air flow. To visualize the atomization process, 
instantaneous images were acquired with a Hamamatsu 1,024 x 1,344 pixels 12-bit C4742-95-12 ORCA-ER CCD 
camera with a Sigma 70 – 200 mm zoom lens. Exposure time was set to 10 ms, and the covered field of view was 
90 mm x 118 mm (87.8 m/pixel). Image sequences were also acquired with a high speed CMOS RedLake 
Motion Pro HS4 camera, capable of recording 5,000 frames per second (fps) at a maximum image size of 512 x 
512 pixels. Two different types of sequences were registered. The first one corresponds to a field of view of 130 
mm x 130 mm, recording speed of 5000 fps and exposure time varying between 50 s and 150 s. The second 
configuration corresponds to close ups with a field of view reduced to 4.2 mm x 4.2 mm, recording speed of 3000 
fps and exposure time of 330 s. To achieve this magnification (8.2 m/pixel), a Nikon PB6 bellows focusing 
attachment was placed between the camera and the lens, together with a set of three Kenko extension rings. Two 
500 W halogen lamps were used as illumination source. 
Experiments were performed atomizing several organic compounds as well as pure water. Table 1 summarizes 
the values of several physical properties that can be influential in the atomization process. Liquid selection 
includes three alkanes and three alcohols. Density and surface tension values are quite similar for all of them, in 
all cases lower than those for water. Viscosity and vapor pressure cover a wider range, increasing for increasing 
number of C atoms. 

Table1. Physical properties of the atomized liquids 

 Density ρ 
(kg/m3) 20°C 

Viscosity  
(m2/s) 20°C  

Surface 
tension σ 
(N/m) 20°C  

Vapor 
pressure 
(Pa) 25°C  

Compressibility 
modulus K (Pa) 
20°C 

Boiling 
Temperature 
(°C) 

Water  998.2 1x10-6 0.0728  3.167x103 22.0x108 100  
Hexane  654.8 0.294x10-6 0.01843  20.4x103 7.9x108 69  
Heptane  683.8 0.408x10-6 0.0197  6.06x103 9.4x108 98  
Decane  730.0 0.92x10-6 0.02337  0.185x103 11.0x108 174  
Methanol 781.8 0.745x10-6 0.02261 16.96x103 8.23x108 65 
Ethanol 789.0 1.36x10-6 0.0228 7.924x103 8.94x108 78 
2-Propanol 786.3 3.05x10-6 0.022 6.02x103 7.5x108 82 

 

Results and discussion 
Before presenting and discussing the results obtained from the different measurements, it can be interesting to 
describe the ultrasonic atomization process. It takes place according to the following scheme. The piezoceramic 
disk submerged below the fluid surface starts vibrating when excited with a 1.65 MHz sinusoidal wave. For low 
voltages the only noticeable effect is the appearance of some waves on the liquid surface over the disk. As the 
voltage is increased, this part of the surface assumes a conical shape most likely induced by an acoustic 
streaming phenomenon [10]. A further increase causes the elongation of the cone that forms a stem with a neck 
zone. Eventually, the tip of the cone detaches, and falls on the liquid pool forming big droplets due to splashing. 
When voltage surpasses a determinate value that depends on the liquid to be atomized and its viscosity, 
superimposed both to the whole mass displacement that produces the conical shape and the interfacial waves, a 
fine mist of small micron-sized droplets is generated, particularly in the middle part of the cone region. Together 
with it, some medium sized droplets are also ejected from the cone surface. The amount of this last type of 
droplets and their detachment velocity clearly increase with increasing forcing voltage. All these steps are 
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Measurements for water were already obtained in previous works [2,8]. Some of them have been retaken to 
ensure repeatability. Main results are compiled in Fig. 9. As expected, it is confirmed that for the liquids in these 
experiments and for the droplets in the micron range, variation in their physical properties has a weak influence 
on the size distribution function. For most of the liquids, the shape of the distribution function is nearly identical, 
with two distinct peaks at 3.3 m and 6.2 m. Size distributions for hexane, ethanol and propanol show a slightly 
different shape. It may be due to the fact that accuracy of these measurements is somewhat lower. The 
measurements for hexane are inaccurate because they were affected by laser beam steering due to the high 
concentration of vapors. Non-zero results were obtained flowing the dragging air inside the liquid container with 
the ultrasonic transducer disconnected. However, we were unable to separate the vapor from the droplets to be 
measured. Ethanol and 2-Propanol measurements are also inaccurate because droplet concentration was very 
low and laser obscuration was below the recommended level. Measurements for the rest of the liquids seem to 
confirm the hypothesis postulated in many previous papers that relates droplet size only to ultrasonic frequency. 

Figure 9. Droplet size distribution functions for the different atomized liquids. 

Conclusions 
An experimental study has been conducted to analyze the characteristics of ultrasonic atomization when working 
with different organic compounds. Three alkanes (hexane, heptane and decane) and three alcohols (methanol, 
ethanol and 2-propanol) have been considered. Density and surface tension values are quite similar for all of 
them, in all cases lower than those for water. Viscosity and vapor pressure cover a wider range, increasing for 
increasing number of C atoms. Tests operating with water have also been performed for comparison purposes. A 
commercial piezoceramic disk with a resonance frequency of 1.65 MHz, has been used in the experiments. It has 
been forced with a sinusoidal wave coincident with the resonance frequency and variable amplitude. The 
maximum applied voltage has been limited to 80 V. In all cases, atomization rates have been measured. Sprays 
have been characterized analyzing instantaneous images and high speed video sequences, and measuring 
droplet size distribution functions. It has been observed that in the process of atomization a fine mist of small 
micron-sized droplets is generated, together with some medium sized droplets that are also ejected from the 
liquid surface. The amount of this last type of droplets and their detachment velocity clearly increase with 
increasing forcing voltage. In this study, attention has been only focused on the small drops that form the mist. 
The large droplets have not been considered of interest because they can be produced in an efficient way by a 
variety of atomization methods and can be easily filtered out. It is the generation of micron-sized droplets what is 
difficult to achieve with other procedures alternative to ultrasonic atomization. A somehow unexpected 
observation is that, contrary to the case of operation with water in which atomization rate always increases with 
voltage, alkane and alcohol atomization presents a maximum for a certain value, decreasing when voltage is 
further increased. The presence of this maximum can be attributed to an increase with voltage in the formation of 
medium-sized droplets, in detriment of the production of the smallest ones. Results also confirm that viscosity 
strongly conditions the atomization efficiency. On the other hand it has been verified that for a fixed ultrasonic 
frequency, size of the fog droplets seems to be independent of the liquid nature. 
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Abstract 
Studies on combustion instability in liquid rocket engines are important in improving combustion efficiency and 
preventing combustion chamber losses. To prevent combustion instability, methods such as baffles and cavities 
are used. The injector is located in the middle of the perturbation-propagation process in the rocket engine, so it is 
important to study the suppression of combustion instability using the design of the injector. Much research has 
been focused on the study of liquid excitation in a single injector; however, the actual injector used in a liquid 
rocket engine is a coaxial injector. In this study, the dynamic characteristics of a gas-centred swirl coaxial injector 
were investigated by varying the gap thickness and momentum-flux ratio. Spray photographs were captured by 
synchronizing a stroboscope and digital camera, and a high-speed camera and Xenon lamp were also used. To 
measure the liquid film, a measurement system was implemented using the electrical conductance method. For 
excitation of the gas, an acoustic speaker was used to impart a frequency to the gas. The gGas velocity and 
effect of excitation were measured by hot-wire anemometry. A mechanical pulsator was used for liquid flow 
excitation. Liquid fluctuation was measured by a dynamic pressure sensor. In both gas and liquid excitation cases, 
the gain increased as the gap thickness decreased and the momentum-flux ratio increased. From these results, it 
can be concluded that gap thickness and momentum-flux ratio are major factors in suppressing combustion 
instability. 

Keywords 
Gas-centred Swirl Coaxial Injector, Excitation, Gain  

Introduction 
Research on combustion efficiency and combustion instability is important in the development of a liquid rocket 
engine. Combustion instability occurs in the combustion chamber when the combustion and the flow of the 
propellant supply system are combined. This not only reduces combustion efficiency, but also leads to 
combustion chamber losses in extreme cases. Disturbances that can occur in propellant supply systems ranges 
from a few Hz to a few thousand Hz, depending on the causes [1].  
One of the causes of combustion instability is perturbations in the flow rate of the propellant to the combustion 
chamber, which can be caused by various factors. This disturbance of the flow travels through the feed line, the 
injector, and the combustion chamber, affecting the stability of the combustion. The pressure perturbation 
resulting from combustion instability can also affect the propellant flow in the feed system. Therefore, the design 
of an injector located in the middle of this process is of considerable importance. If the injector can serve as a 
shock absorber to reduce the disturbance from the supply line by optimized design, it would be able to prevent 
instability of the spray, which could cause combustion instability. 
Research into the suppression of combustion instability through injector geometry has been going on since the 
1990s. In 1996, Bazarov et al. found that the injector dynamics affected the instability of the liquid rocket engine 
[2]. In 2007, Soller et al. investigated the combustion instability of an oxidant-feed system and combustion 
chamber in various gas centred swirl coaxial injectors. They confirmed that the perturbation of the oxidant supply 
system affects the perturbation of the combustion chamber [3]. Heister et al. proposed several models of self-
resonance phenomena of a close-type single swirl injector and analysed it numerically [4]. Fu et al. confirmed the 
dynamic characteristics of an open-type single swirl injector by changing the injector geometry using a 
mechanical pulsator. 
The previous research only focused on the response characteristics to liquid disturbance in a single swirl injector. 
The phenomenon of propellant disturbance in a gas-liquid injector used in a liquid rocket engine has not been 
extensively studied. In this study, the dynamic characteristics of the spray from disturbances of the gas and the 
liquid were investigated by varying the gap thickness of the gas centred swirl coaxial injector, used mainly in the 
Russian multi-stage combustion cycle liquid rocket engine, such as the RD-170. 

43

http://dx.doi.org/10.4995/ILASS2017.2017.4653


ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain 

 

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0). 

EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA 

 
Material and methods 
The experimental setup is shown in Fig. 1. In this experiment, air and water were used as the experimental fluids 
to represent oxidant and fuel, respectively. The apparatus comprises a function generator, a data acquisition 
system (DAQ), an injector, and a high-speed camera. The function generator supplied a constant frequency, and 
the voltage for the liquid film thickness was measured by the electrodes in the orifice. The method of measuring 
the liquid film thickness with electrodes, using the electrical conductivity of water, was proposed by Suyari and 
Lefebvre [5]. Two thin electrodes were placed at the end of the orifice to obtain the voltage generated by the liquid 
film thickness. The manifold pressure of the injector was measured by a static- and a dynamic-pressure sensor, 
and was recorded by the DAQ system. The spray image of the injector was obtained using a high-speed camera 
and a DSLR camera.  
 

 

Figure 1. Experimental apparatus 

 
For the gas excitation, a speaker, amplified by an amplifier, was installed in the middle of the gas supply line to 
generate the perturbation of the gas flow. The influence of the gas velocity perturbation was measured by using 
hot-wire anemometry. For the liquid excitation, a mechanical pulsator was installed in the middle of the liquid 
supply line to generate perturbations in the pressure of the supplied liquid. The pulsator was designed to change 
the area of the flow path by rotating a plate at a predetermined speed, up to 1000 Hz. 
The geometry of the gas-centred swirl injector used in the experiment is shown in Fig. 2. The gas orifice is located 
in the middle of the injector, surrounded by the liquid orifice. The gas is jetted and the liquid is swirled through the 
tangential inlet and injected. The diameter of the injector orifice was 8 mm (2Rn) and the gas orifice diameter (Dg) 
was 6 mm. The tangential inlet diameter (Rinlet) was 0.9 mm for the gas flow perturbation case, and 1.5 mm for the 
liquid flow perturbation case. The gap thickness (hgap) was set at 0.3 mm, 0.5 mm, and 0.7 mm. 
In this experiment, the speaker frequency was varied from 200–1100 Hz at 100 Hz intervals to simulate 
disturbances in the oxidant excess gas. The liquid fuel disturbances were simulated by varying the pulsator 
frequency from 200–1000 Hz in 50 Hz increments. Experiments were carried out by setting the gap thickness, 
which influences the gas-liquid mixing and the gas-liquid momentum-flux ratio as the main parameter in the gas-
liquid injector. The momentum flux ratio is defined by Eq. 1, and the experimental conditions are shown in Table 1. 
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Figure 2. Geometry of gas centred swirl coaxial injector 

  

Table 1. Experimental condition. 

 Gas Excitation Liquid Excitation 

Gap thickness [mm] 0.3, 0.5, 0.7 

Momentum flux ratio 0, 0.5, 1, 2 

Input Frequency [Hz] 200–1100 200–1000 

Tangential inlet diameter [mm] 0.9 1.5 

 
Results and discussion 
The thickness of the liquid film at the end of the injector orifice is an important factor influencing the spray angle, 
breakup length, and droplet size [6]. Therefore, understanding the change in liquid film thickness at the end of the 
orifice in response to the generated flow disturbances is important in terms of spray- and combustion-instability 
predictions. In this experiment, the response characteristics of the liquid film thickness to the perturbation during 
gas excitation and liquid excitation is expressed by the injector transfer function as shown in Eqs 2–4. 
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(3) 

gain ൌ 	 |ITF| (4) 

 
In a gas centred swirl coaxial injector, the gap thickness is a geometric factor that determines the liquid film 
thickness in a liquid flow. Fig. 3 shows the results of the injector dynamic characteristics for varying gap thickness 
when the gas is excited while the gas and liquid are sprayed at the same time. As the gap thickness decreased, 
the gain increased. A decrease in the gap thickness means an increase in the lip thickness because the diameter 
of the gas and liquid orifices is kept constant. Larger lip thickness produces greater flow eddy [7]. Therefore, when 
the gap is thinner, i.e., when the lip is thicker, a large vortex forms, and the magnitude of the perturbation 
becomes larger. 
 

45



ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain 

 

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0). 

EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA 

 

Figure 3. Dynamic characteristics for varying gap thickness with gas flow perturbations 
 

Figure 4 shows the response characteristics of the spray when only the gas is excited, the liquid flow rate is fixed, 
and the gas-liquid momentum-flux ratio is changed. The increase in the gas-liquid momentum-flux ratio means 
that the momentum of the gas relative to that of the liquid increases, resulting in a larger momentum transfer for 
the same mixing-zone length. Therefore, more gas velocity perturbations are transmitted to the liquid, which 
increases the liquid film tremor at the end of the orifice. However, it can be seen that the increase of the gain due 
to the increase of the momentum-flux ratio changes with frequency. The effect of the spray pattern on frequency 
is shown in Fig. 5. When the magnitude of the gain is larger, the liquid film thickness reduces because the effect 
of the excitation acted on strongly liquid flow. Thus, it can be seen that the spray breaks up quicker and has a 
qualitatively wider angle due to its earlier breakup. 
 

 

Figure 4. Dynamic characteristics for varying momentum-flux ratios with gas flow perturbations 
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(a)                                                        (b)                                                     (c) 

Figure 5. Spray pattern with gas excitation for hgap = 0.5 mm and MR = 2; (a) f = 0 Hz, (b) f = 600 Hz, and (c) f = 1000 Hz 

 
Liquid Excitation 
Figure 6 shows the dynamic characteristics of the injector for the three gap thicknesses with liquid excitation, 
while the liquid flow rate is fixed without injecting gas. Gain changes and a phenomenon in which the gain 
decreased at a specific frequency (sharp drop) can be observed. When the gap thickness was 0.3 mm, the gain 
was more than twice that of the other cases, which is thought to be due to the liquid film thickness. As shown in 
Table 2, when the gap thickness was 0.3 mm, the liquid film thickness was approximately half that of the other 
two gaps. Such a thin liquid film is susceptible to tremors, so that the change in thickness was doubled due to the 
influence of the excitation. As the gap thickness increased, the frequency at which the gain decreased also 
decreased. This is because the gap thickness acts as a low pass filter; the fluid passing through the tangential 
inlet meets the gap, which is a suddenly enlarged space, and only the low-frequency fluid passes through. 
 

 

Figure 6. Dynamic characteristics for varying gap thickness with liquid flow perturbations 

 
Table 2. Film thickness and film thickness fluctuation for varying gap thicknesses. 

Gap thickness 
[mm] 

Film thickness  

@ 300 Hz [μm] 

Film thickness fluctuation  

@ 300 Hz [μm] 

0.3 480.70 55.84 

0.5 714.82 26.97 

0.7 887.77 29.21 

 
Figure 7 shows the results of the dynamic characteristics with different gas-liquid momentum-flux ratios when the 
gas and the liquid were injected simultaneously, with only the liquid having flow perturbations. An increase in the 
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gas-liquid momentum-flux ratio leads to the formation of a thin liquid film thickness that is susceptible to 
perturbations, thereby increasing the gain. It was also considered that the gas momentum added to the liquid 
tremor, and increased the gain. Figure 8 shows the spray pattern at three different frequencies. It can be seen 
that the spray has a clear single layer of the liquid mass concentrated at every excitation period in the case where 
the gain was larger, similarly to the case of gas flow perturbations. 
 

 

Figure 7. Dynamic characteristics for varying momentum-flux ratios with liquid flow perturbations 

 

   
(a)                                                      (b)                                                      (c) 

Figure 8. Spray pattern with liquid excitation for hgap = 0.5 mm and MR = 2; (a) f = 0 Hz, (b) f = 400 Hz, and (c) f = 900 Hz 

 
Conclusions 
To investigate the dynamic characteristics of a gas-centred swirl coaxial injector, which is used mainly in a multi-
stage combustion cycle engine, a speaker and a mechanical pulsator were used to generate gas- and liquid-flow 
perturbations. The effect of the geometry on the dynamic characteristics was investigated by varying the gap 
thickness, and the dynamic characteristics of the injector were determined by varying the momentum flux ratio. 
In the case of gas excitation, the gain increased as the gap thickness decreased. It is considered that as the gap 
thickness decreased and the lip became thicker, a larger vortex formed, resulting in a larger gain. As the 
momentum flux ratio increased, the gain increased. This is because more of the gas momentum was transferred 
to the liquid, as the momentum of the gas relative to that of the liquid increased.  
In the case of liquid excitation, the gain increased as the gap thickness decreased. Because of the spatial 
limitations of the smaller gap thickness, a thin liquid film was formed and was susceptible to tremors, which are 
caused by the influence of the excitation. As the momentum flux ratio increased, the gain increased. This is 
thought to be due to the momentum of the gas being transmitted to the liquid.  
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From these results, it can be concluded that the gap thickness is considered to be the main geometric factor for 
suppressing combustion instability, and that the momentum-flux ratio was also a factor for suppressing 
combustion instability. 
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Nomenclature 
ITF injector transfer function 
t’ film thickness fluctuation [μm] 
തܶ average of film thickness [μm] 
p’ manifold pressure fluctuation [bar] 
തܲ  average of manifold fluctuation [bar] 
MR momentum flux ratio 
 ௚  density of gasߩ

 ௟  density of liquidߩ
u’ gas velocity fluctuation [m/s] 
ഥܷ average of gas velocity [m/s] 

௚ܷ  velocity of gas 

ܷ௔௟  axial velocity of liquid 
Dg diameter of the gas orifice 
Rin distance from the centre of the injector orifice to the centre of the tangential inlet 
Rn radius of the injector orifice 
Rinlet radius of the tangential inlet 
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Abstract
This paper studies the effect of liquid viscosity on the atomisation regimes of initially spherical and non-spherical
droplets and also kinematic characteristics of non-spherical droplets. The droplets consisted of water-glycerol
solutions with viscosities ranging from 6.3 to 697 mPa s, and the initial aspect ratio was 1<AR<2. The range of We
number was from 10 to 200 and of the Oh number from 0.01 to approximately 4. The experimental findings showed
that the equivalent Weeq and Oheq numbers, proposed in previous work [1] for water droplets, are also applicable
to spherical and non-spherical droplets in the range of Oh numbers of this study in order to classify the breakup
regimes on the existing morphological charts. The kinematic characteristics of the centre of mass for droplets with
AR=1.2 are evaluated and the role of viscosity examined in the no breakup and bag-stamen regimes.

Keywords
non-spherical, droplet, breakup, aerodynamic

Introduction
Understanding the physics and nature of liquid droplet-air interaction, investigating the droplet internal and external
flow and capturing droplet deformation and breakup is of importance in various scientific fields and technological
applications [2]. In some technological applications, such as automotive sprays, the need is to avoid the genera-
tion of the largest droplets. Although their number density is low, these sizes carry a disproportionate fraction of
the injected fuel, which evaporates slowly, and follow ’ballistic’ trajectories resulting in locally overly rich mixtures,
associated with undesirable emission characteristics.
The literature on experimental droplet atomisation assumes an initial spherical droplet. In other words, most re-
search classifies and investigates the breakup modes under morphological regimes treating the droplet as a sphere.
However, in regions of intense atomisation, as found in the interior of the crankcase, the technological motivator of
the present work, droplets are known to have an initial non-spherical shape before the interaction with the flow
inside the crankcase.
According to Hinze [3] droplets droplet deformation occurs as the value of We becomes greater than one (We >1).
The external aerodynamic force acting on the droplet’s surface, which scales as ρu2 becomes larger than the
counteracting force owing to the surface tension σ/d0 of the liquid. The deformation evolves to breakup at the
critical value of Wecrit=12 number. In cases where We≈Wecrit number simple breakup mechanism occurs, while
for increasing We number, the disintegration of the droplet becomes a more chaotic atomisation process.
Pilch and Erdman [4] performed experiments to quantify characteristic variables of the breakup process, classifying
the breakup modes. For increasing We number the atomisation regimes found were the vibrational, bag, bag-
stamen, sheet stripping and catastrophic breakup as shown in Figure 1. The normalised displacement xd∗ (Eq. (1)),
velocity u∗

d (Eq. (2)) and acceleration a∗d (Eq. (3)) of the centre of mass of the droplet were also presented. The
study modelled the droplet as a rigid sphere, neglecting mass loss during the atomisation, as also the droplet
velocity relative to the flow assuming an average, constant drag coefficient Cd throughout the breakup process.

x∗d =
xd
d0

=
3

8
Cd (t

∗)2 (1)

u∗
d =

ud

ug · ε0.5
=

3

4
Cd t

∗ (2)

α∗
d =

αd · d0
u2
g · ε

=
3

4
Cd (3)

, where xd, ud, ad are the dimensioned displacement, velocity and acceleration of the centre of mass of the droplet.
The timescale t∗ of the atomisation phenomenon (Eq. (4)) equals to:

t∗ =
t · ug ε

1/2

d0
, (4)

where ε is the density ratio ρg/ρl, t is the dimensioned time and Cd is the droplet drag coefficient which remains
constant during the atomisation and equal to Cd = 2.5 and Cd = 1.7 for compressible and incompressible flows
respectively.
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Figure 1. Morphological classification of breakup modes based on We number as derived by Pilch and Erdman [4]

In addition Pilch and Erdman [4] proposed a third degree polynomial to express the droplet displacement xd∗
(Eq. (5)), velocity u∗

d (Eq. (6)) and acceleration a∗d (Eq. (7)) using the empirical constant B to provide a correct initial
behaviour.

x∗d =
xd
d0

=
3

8
Cd (t

∗)2 +B (t∗)3 (5)

u∗
d =

ud

ug · ε0.5
=

3

4
Cd t

∗ + 3B (t∗)2 (6)

α∗
d =

αd · d0
u2
g · ε

=
3

4
Cd + 6B t∗ (7)

with Cd=1, B=0.116 for compressible flow and Cd=0.5, B=0.0758 for incompressible flow. The correlation assumes
a constant drag coefficient Cd of a rigid constant-mass sphere. the change of the frontal area of the droplet due to
deformation is not taken into account. Moreover, the equations are valid for the period of time until the velocity of
the droplet is 60% of the velocity of the flow.
The transition between two breakup regimes has been found to be a function of the We and Oh number and
independent of the density ratio or the Re number. These transitional We numbers have been quantified by Brodkey
[5] in Eq. (8) and Gelfand [6] in Eq. (9).

Wecrit =Wecrit,0
(
1 + 1.077Oh1.6) (8)

Wecrit =Wecrit,0
(
1 + 1.5Oh0.74) (9)

, where Wecrit is the transitional We number for increased Oh number and Wecrit,0 is the transitional We number for
Oh→ 0 respectively.
However a gap exists in the literature of the droplet atomisation as all the previous analytical work and interpretation
of experimental data assumed initial spherical droplets.

Experimental arrangement and measurement technique
The experimental arrangement is shown in Figure 2. The main components are a Tec5 ultrasonic levitator which is
used to levitate individual droplets and control their sphericity, a Photron CMOS high-speed camera for the imaging
of the breakup and a nozzle controlled by a high-speed solenoid valve which produces the cross-flow that atomises
the droplet.
Droplet levitation: An ultrasonic wave is emitted from the transducer of the levitator, which is reflected back to its
source by a reflector, creating a vertical standing wave. A single droplet with diameter of the order of one millimetre is
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Figure 2. Experimental arrangement of the aerodynamic breakup study of spherical and non-spherical droplets

Table 1. Physical properties of glycerol-water solutions at 20◦C ambient temperature
Name Dynamic viscosity Kinematic viscosity Density Surface tension
(%glycerol) µl [mPa s] νl [mm2/s] ρl [kg/m3] σ [mN/m]

Mix-1 (50%) 6.386 5.674 1125.5 68.5
Mix-2 (80%) 58.96 48.839 1207.3 65.5
Mix-3 (97%) 697 557.15 1251.0 63.0

placed at a pressure node and levitated until aerodynamically atomised from a high speed air stream. The sphericity
of the droplet is controlled by adjusting the amplitude of the ultrasonic waves, permitting the transformation of a
spherical droplet into an oblate spheroidal droplet.
The acoustic pressure induced on the upper and lower pole of the droplet plays a minor role during the deformation
and atomisation process. For a millimetre droplet, the lift force generated by the acoustic pressure balances the
gravitational force and caused a total pressure within the droplet to increase by approximately 10 Pa. The acoustic
pressure is the cause of transformation of the spherical droplet shape into an oblate spheroidal shape, due to
surface tension, approximately 70 Pa for the maximum AR. The minimum dynamic pressure of the flow is 500 Pa,
therefore the contribution of the maximum acoustic pressure to the droplet atomisation is an order of magnitude
lower compared to the minimum dynamic pressure of the flow. As a result, the role of the acoustic pressure on the
atomisation is expected to be negligible.
Gas flow: The droplets were impulsively accelerated by a sudden gust of air, which was released from a pressure
chamber by a fast solenoid valve. The cross-flow consisted of filtered air at room temperature 20◦ C. The air jet flow
was ejected through a nozzle with 10mm diameter. The velocity at the exit of the nozzle was measured using a
Dantec hotwire device to examine the uniformity and repeatability of the velocity profile. The velocity profile of the
flow as a function of time is close to a step function with accelerations ranging from 1928 up to 13 ·103 m/s2 over the
range of experiments. The coefficient of variance of the acceleration is lower than 8% for all operating conditions.
The maximum and mean velocity value of the flow were measured at four distinct points at a radius of 2mm and
at the centre of the nozzle. The measurements, show an almost uniform velocity profile with a standard deviation
well below 3%, thus the droplet atomisation occurs under a uniform velocity profile. However, for low air velocities,
discrepancies in the flow are larger, but still within an acceptable range with maximum standard deviation of around
4.3 %.
High-speed imaging: The shadowgraphic technique is employed for the visualisation of the droplet breakup. A
Photron high-speed CMOS camera records the droplet breakup at a frame rate of 20 kHz. The spatial resolution of
the images is 512 x 256 pixels with 5µs exposure time. A commercial Nikon lens (f-number f/#=2.8) with appropriate
extension tubes and a teleconverter (TELEPLUS MC7 AF 2.0X DGX) are used leading to an image magnification
of 12.3µm/pixel. The imaged area of the camera is 6.2mm x 3.1mm in the xy plane as shown in Figure 2.
Due to the high acquisition rate, the droplet breakup was temporally resolved. The camera was placed perpendicular
to the flow direction and it was focused on the symmetry plane of the droplet. The synchronisation of the solenoid
valve with the high-speed camera was achieved using a SRS 535 digital delay generator. Finally, a back illumination
lamp of 1000 W was used and uniform illumination was accomplished with ground glass diffusers. The processing of
the images was performed in Matlab environment using an in-house code and in ImageJ [7], an image manipulation
software.
For the present study three glycerol-water solutions were produced and the viscosity measured using a viscometer.
The physical properties were derived for 20◦C ambient temperature and the characterisation error is within 2%.
Table 1 summarises the physical properties of the glycerol-water solutions.
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Morphological classification of droplet breakup
The breakup modes appearing for increasingWe numbers are the no, bag, bag-stamen and sheet stripping breakup
modes. These regimes change for increasing Oh numbers and it must be pointed out that the transition between
breakup regimes is not a step function but it occurs gradually. Therefore the characterisation of a breakup could
be difficult and rather arbitrary, especially between bag-stamen and sheet stripping breakup regimes and also for
viscous liquids.
The most commonly used theoretical curves describing this transition of the breakup modes are produced by Brod-
key [5] (Eq. (8)) and Gelfand [6] (Eq. (9)). According to these relations, a steep change in the transitional We
numbers appears for higher Oh number (Oh >0.1). From this Oh number and onward the liquid viscous forces
become dominant and an exponential change occurs to the transitional We numbers.
The morphological classification in the Oh -We number plane of the present experimental data is shown in Figure 3.
The derivation of the dimensionless numbers was done with the diameter d0 based on droplet’s volume. Overlap-
ping regions appeared, especially in the bag and bag-stamen breakup regimes for Mix-1 (50% glycerol) and Mix-2
(80% glycerol) solutions.
The theoretical curve of Brodkey [5] and Gelfand [6] are also presented in Figure 3. The regime boundaries are
approximately flat for Oh < 0.1; Gelfand’s relation [6] produces higher transitional We numbers for lower Oh num-
bers than Brodkey’s [5] , however the latter one predicts a steeper change in the transitional We numbers. The
theoretical curves of Brodkey [5] and Gelfand [6] predicting the breakup regime boundaries should be taken as a
general rule.
For Oh>0.05 the discrepancies of the two theoretical curves become significant, showing that the transition criteria
of breakup regimes for increasing Oh are not well defined even for initially spherical droplets. The experimental
data does not agree with the predicted transitional We numbers because the initial sphericity of the droplet has not
taken into consideration by the theoretical curves.
Figure 4 is the representation of the breakup modes in Weeq -Oheq plane. The derivation of the dimensionless
numbers was done with the equivalent droplet diameter deq (Eq. (11). The equivalent Weeq [1] (Eq. (10)) number for
deformed droplet is:

Weeq =
ρg u

2
g deq

σ
(10)

, where deq is the equivalent diameter and defined in Eq. (11)

deq =
d2x
dy

(11)

, where dx, dy are the stream-wise and cross-stream diameter of the droplet respectively. In the case of the spherical
droplet, the equivalent diameter is equal to the diameter of the droplet d0 based on its volume. In the same way the
equivalent Oheq [1] is formulated (Eq. (12))

Oheq =
µl√
ρl σ deq

(12)

Figure 3 and Figure 4 map the breakup mode of both initially spherical and non-spherical droplets; however the
initial sphericity of the droplets is not illustrated in the figures for clarity purposes. The introduction of deq to the Oh
number gives Oheq < Oh; in other words the equivalent diameter deq "reduces" the effect of liquid viscosity (and
as a consequence of the overall Oh number) to the transition of breakup modes. For the same We number, higher
initial deq leads to lower Oheq compared to a spherical droplet (d0, Oh) resulting to a "higher" breakup regime. The
combined effect of the equivalent Oheq and Weeq is to translate the experimental data upwards and to the left;
meaning that if one is held constant the introduction of deq leads to "higher" breakup regimes.
For the two least viscous solutions (50% and 80% glycerol) the overlapping of the experiential data appears de-
creased compared to the We-Oh plane representation. Additionally, both sets of experimental data are in better
agreement with the two theoretical curves (Figure 8 and Figure 9).
The equivalent dimensionless groups (Weeq and Oheq) incorporate the initial non-sphericity of the droplets which
lead to a better mapping of the experimental data than the conventional We and Oh numbers. For droplets with
Oh >1 (97% glycerol) the regions where breakup modes overlap remains. As the viscosity effects become domi-
nant, the role of Oh number becomes important.

Effect of liquid viscosity to the kinematic characteristics of droplets
The displacement x∗d, velocity u∗

d and acceleration α∗
d of the centre of droplet’s viewable area are presented as a

function of dimensionless time t∗ for water and three glycerol-water solutions (50%, 80% and 97% glycerol). The
results of the study are split in two sections, for low and high We numbers, or in other words for no and bag-stamen
breakup regimes. The aspect ratio AR chosen for this study is AR =1.2. It could be achieved with all liquid with
satisfactory repeatability leading to minimisation of the errors regarding the droplet’s volume and initial AR; both
of the errors are below 5%. For the normalisation of the results the diameter d0 is used. This is done in order to
maintain the physical meaning of the kinematic characteristics. For example, an initially spherical droplet translates
faster than an initially non-spherical. When deq is employed for the normalisation of the velocity this would not be the
case for the non-dimensional velocity u∗

d. However, in the present paper, since the is constant (AR =1.2), diameter
deq could be used as well as it is the same for all breakup cases presented.
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Figure 3. Morphological classification of breakup modes
of spherical and non-spherical droplets consist of water

and Mix-1, 2 and 3 (50%, 80% and 97% glycerol) in
We-Oh plane derived with d0

Figure 4. Morphological classification of breakup modes
of spherical and non-spherical droplets consist of water

and Mix-1, 2 and 3 (50%, 80% and 97% glycerol) in
Weeq-Oheq plane derived with deq

Low We number - No breakup regime
The We number ranges from 10 to 13 with the Oh number being 3.4 10−3, 0.02, 0.19 and 2.2 for increasing liquid
viscosities. The diameter d0 based on the droplet volume is d0 =1.25±0.05mm and the AR =1.20±0.02 The
variation in the values for We number occurs due to the difference in the physical properties of the liquids, namely
the density and the surface tension.
Figure 5a presents a comparison of the non-dimensional displacement x∗d of the centre of viewable area of the
droplet with dimensionless time t∗ for the four liquids (water and 50%, 80% and 97% glycerol) with the 3rd degree
fitting curve of Pilch and Erdman [4] which is independent of viscosity. The fitting curve generally under-predicts
the displacement of the droplet and this is mainly due to the increased frontal area of the droplets compared to the
spherical droplet assumed by the 3rd degree fitting curve.
Figure 5b shows the non-dimensional velocity u∗

d of the centre of viewable area of the droplet. For glycerol-water
solutions, after they achieve their maximum deformation d∗max, which occurs at t∗max=1.18, 2.55 and 2.6 for 50%, 80%
and 97% glycerol solutions respectively, they continue to translate with constant frontal area approximately equal to
their maximum deformation.
Regarding the water droplet, its velocity u∗

d oscillates due to the changes of the frontal area of the droplet. At
t∗max=1.07 the water droplet achieves its maximum deformation d∗max=1.42, however at t∗=2.1 it becomes nearly
spherical again. The reason why the oscillatory behaviour did not appear to that extent for the glycerol-water
solutions is because the increased viscosity dampens the droplet oscillations. This oscillatory behaviour is not
predicted by the 3rd degree fitting curve. The velocities of the droplet as they exit the imaged area are u∗

d=2.6, 2.8,
3.3 and 3.0 for increasing liquid viscosity and are directly related to the droplet frontal area.
The extent of the droplet’s oscillatory behaviour decreases with the increase of the liquid viscosity as also does
its effect on the translation behaviour of the droplet. Figure 5c shows the temporal evolution of the normalised
acceleration of the droplet α∗

d. The data for the acceleration were derived by fitting a 5th degree polynomial to the
displacement data of the four liquids and taking the second derivative of the polynomial. A 5th degree polynomial
was used so that its second derivation was a third degree, which is able to predict the oscillation; the correlation
coefficient is more than 0.95 regarding the displacement data. The bars in Figure 5c indicate the difference of the
fitting curve value from the corresponding value of the experimental data for the acceleration αd.
The acceleration provides an overview of the behaviour of the droplet’s frontal area with time; in particular the rate
of change of the acceleration is related with the rate of change of the frontal area. As expected the water droplet
accelerates faster than the rest of the droplets as it deforms faster due to its low viscosity. Additionally, the water
and the least viscous glycerol-water solution (50% glycerol) are oscillating; Mix-2 (80% glycerol) oscillates but with
a very small amplitude and finally no oscillation occurs for the most viscous case (97% glycerol). The two least
viscous droplets accelerate faster than the other two more viscous droplets. After that time the frontal area of the
two droplet reduces and therefore the acceleration decreases; at time t∗=1.6 the two more viscous droplets, which
did not oscillate, have higher acceleration than the least viscous droplets despite the fact that the latter ones have
higher rate of increase of the frontal area.
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(a) Displacement x∗
d (b) Velocity u∗

d

(c) Acceleration α∗
d

Figure 5. Comparison of the temporal evolution of the (a) displacement x∗d, (b) velocity u∗d and (c) acceleration α∗
d of oblate

droplets (AR=1.2) under the no breakup regime for water, 50%, 80% and 97% glycerol solutions with the 3rd degree fitting curve
[4]
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(a) Displacement x∗
d (b) Velocity u∗

d

(c) Acceleration α∗
d

Figure 6. Comparison of the temporal evolution of the (a) displacement x∗d, (b) velocity u∗d and (c) acceleration α∗
d of the centre

of mass of oblate droplets (AR=1.2) under the bag-stamen breakup regime for water, 50%, 80% and 97% glycerol solutions with
the 3rd degree fitting curve [4]

High We number - Bag-stamen breakup regime
Figure 6 presents the measured displacement x∗d, and the deduced velocity u∗

d and acceleration α∗
d of the droplet

centre of mass with time for various liquid viscosities. The gray area of the figures correspond to the breakup
initiation time t∗init of the most viscous case and is equal to t∗init =1.02; the corresponding breakup initiation time for
the least viscous droplet is t∗init =0.97.
At short times the effect of increasing viscosity on both displacement and velocity is minor, despite the order of
magnitude in the viscosity differences. Detailed differences can be seen in the acceleration values (Figure 6c). The
acceleration of the water droplet at time t∗=0 is smaller than the acceleration for the more viscous droplet due to the
higher initial deformation. In later times, due to its higher frontal area the acceleration increases and consequently
its velocity increases and its displacement overtake the other droplets. It is of interest to notice that the three more
viscous cases have almost the same velocity and displacement and trajectory differentiation starts much latter in
time, in fact approximately around the breakup initiation time.

Conclusions
The role of the initial sphericity of the droplet on the breakup process was experimentally investigated, over a range
ofWe from 10 to 200 and of theOh number from 0.01 to approximately 4. It was observed that the breakup modes of
initially spherical droplets were in good agreement with the literature but equivalent Weeq and Oheq numbers were
required to extend the existing morphological classification charts for initially non-spherical as well as spherical
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droplets. For the higher Oh numbers (Oh>1) not a discernible distinction between breakup modes was possible.
The kinematic characteristics of droplets of AR=1.2 showed that the liquid viscosity has an important role through
the dampening of the internal flow field and two viscosity droplets are accelerated at higher rates due to faster
deformation which results in greater frontal area.
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Nomenclature
t time [s]
t∗ dimensionless time [-]
AR aspect ratio [-]
We Weber number [-]
Weeq equivalent Weber number [-]
Oh Ohnesorge number [-]
Oheq equivalent Ohnesorge number [-]
ρg,l gas, liquid density [kg/m3]
ug gas velocity [m/s]
d0 volume based droplet diameter [m]
deq equivalent droplet diameter [m]
µg,l gas liquid dynamic viscosity [Pa s]
σ surface tension [N/m]
ε density ratio [-]
Cd drag coefficient [-]
x∗d dimensionless droplet displacement [-]
u∗
d dimensionless droplet velocity [-]
α∗
d dimensionless droplet acceleration [-]
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Abstract 
The “Direct Numerical Simulations” (DNS) of droplet impact processes is of great interest and importance for a 
variety of industrial applications, where laboratory experiments might be difficult, costly and time-consuming. 
Furthermore, in most cases after validated against experimental data, they can be utilised to further explain the 
experimental measurements or to extend the experimental runs by performing “virtual” numerical experiments.  In 
such “DNS” calculations of the dynamic topology of the interface between the liquid and gas phase, the selected 
dynamic contact angle treatment is a key parameter for the accurate prediction of the droplet dynamics. In the 
present paper, droplet impact phenomena on smooth, dry surfaces are simulated using three different contact 
angle treatments. For this purpose, an enhanced VOF-based model, that accounts for spurious currents 
reduction, which has been previously implemented in OpenFOAM CFD Toolbox, is utilised and further enhanced. 
Apart from the already implemented constant and dynamic contact angle treatments in OpenFOAM, the dynamic 
contact angle model of Kistler, that considers the maximum advancing and minimum receding contact angles, is 
implemented in the code. The enhanced VOF model predictions are initially compared with literature available 
experimental data of droplets impacting on smooth surfaces with various wettability characteristics. The constant 
contact angle treatment of OpenFOAM as well as the Kistler’s implementation show good qualitative and 
quantitative agreement with experimental results up to the point of maximum spreading, when the spreading is 
inertia dominated. However, only Kistler’s model succeeds to accurately predict both the advancing and the 
recoiling phase of the droplet impact, for a variety of surface wettability characteristics. The dynamic contact angle 
treatment fails to predict almost all stages of the droplet impact. The optimum version of the model is then applied 
for 2 additional series of parametric numerical simulations that identify and quantify the effects of surface tension 
and viscosity, in the droplet impact dynamics. 

Keywords 
Droplet impact, dynamic contact angle treatment, VOF, OpenFOAM 

Introduction 
In the last 20 years, many investigations of droplet impact have taken place experimentally as well as numerically. 
Wettability constitutes an important controlling parameter in the dynamics of droplet impact, as it can completely 
alter the impact characteristics and output [1]. The “Direct Numerical Simulations” (DNS) of droplet impact 
processes is of great interest and importance for a variety of industrial applications, where laboratory experiments 
might be difficult, costly and time-consuming. Furthermore, in most cases after validated against experimental 
data, they can be utilised to further explain the experimental measurements or to extend the experimental runs by 
performing “virtual” numerical experiments.  In such “DNS” calculations of the dynamic topology of the interface 
between the liquid and gas phase, the selected Dynamic Contact Angle (DCA) treatment is a key parameter for 
the accurate prediction of the droplet dynamics, since it underpins the wettability characteristics of the simulated 
phenomenon. The droplet impact of water on a flat, solid surface has been studied by Pasandideh-Fard et al. [2]. 
A numerical solution of the Navier-Stokes equations, using a modified SOLA-VOF method was utilised to model 
the interface deformation. Yokoi et al. [3] investigated liquid droplet impact behaviour onto a dry and flat surface 
numerically and compared their results with experimental data, indicating the significant role of the DCA modelling 
in reproducing the droplet impact behaviour. Their numerical method consists of a Coupled Level Set and VOF 
framework (CLSVOF), a volume/surface integrated average based multi-moment method, and a continuum 
surface force model.  The experimental work of Antonini et al. [4] is focused in the understanding of the effect of 
surface wettability on impact characteristics of water drops, onto solid dry surfaces. Their results indicated the role 
of advancing contact angle and contact angle hysteresis as fundamental wetting parameters. They also found 
that, generally, if Reynolds (Re) and Weber numbers (We) are high enough, the spreading drop can be 
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subdivided into two main regions: a radially spreading lamella and an almost circular rim appearing due to 
capillary forces and viscosity [4]. A novel numerical implementation for the adhesion of liquid droplets impacting 
normally on solid dry surfaces was presented by Malgarinos et al. [5]. The benefit of this new approach, 
compared to most existing models, is that the DCA forming during the surface wetting process is not inserted as a 
boundary condition, but is derived implicitly by the induced fluid flow characteristics and the adhesion physics of 
the gas-liquid-solid interface, starting only from the advancing and receding equilibrium contact angles.  Zhang et 
al. [6] investigated the phenomenon of spray impinging on in-cylinder walls, a phenomenon that has important 
impact on combustion processes as well as harmful emissions for internal combustion engines. Droplet impact 
with a numerical methodology for modelling contact line motion in a Dual–Grid Level–Set method (DGLS), on 
hydrophobic and super-hydrophobic surfaces was implemented by Patil et al. [7], using a quasi - DCA model 
based on experimental inputs. The accuracy of the partially refined DGLS method is close to that of the fine–grid 
based LS method, at a computation cost which is close to that of the coarse–grid based LS method. Furthermore, 
the DGLS method is demonstrated as an improved LS method for computational multi-fluid dynamics simulations, 
involving contact line motion. 
In the present paper, droplet impact phenomena on smooth, dry surfaces are simulated utilising and comparing 
three different numerical treatments for the contact angle at the solid-liquid-gas triple contact line against existing, 
literature available, experimental measurements. For this purpose, an enhanced VOF-based model that accounts 
for spurious currents reduction, which has been previously implemented in OpenFOAM CFD Toolbox, and it was 
validated and applied for the case of adiabatic bubble dynamics [8], is further improved. In more detail, apart from 
the already implemented Constant Contact Angle (CCA) and DCA treatments in OpenFOAM, the DCA treatment 
of Kistler, that considers the limiting advancing and receding contact angles, is also implemented in the code. In 
the first part of the paper, the predictions of the three different contact angle treatments in the utilised enhanced 
VOF models are compared with literature reported experimental data of droplets impacting on smooth surfaces 
[2]. The CCA and Kistler’s DCA models show good qualitative and quantitative agreement with the experimental 
results reported by Pasandideh-Fard et al. [2] up to the point of maximum spreading, when the spreading is inertia 
dominated. However, only Kistler’s model succeeds to accurately predict the recoiling phase of the droplet impact. 
The original DCA model of OpenFOAM fails to predict almost all stages of the simulated droplet impact case. 
Then Kistler’s treatment implementation, as it performs better, is further validated by the numerical reproduction of 
three additional experiments with varying wettability characteristics [3,7]. The proposed cases vary from 
hydrophilic to hydrophobic. The optimum version of the proposed numerical framework is then applied for two 
additional series of parametric numerical simulations (virtual experiments) that isolate, identify and quantify the 
effects of surface tension and viscosity, in the droplet impact dynamics. The effect of the varied parameters on the 
droplet spreading factors with time is identified and quantified and comparisons with the theoretical correlation by 
Roisman for the maximum droplet spreading factor are also conducted [9]. The proposed correlation is given by 
Equation 1,  
 

 𝛽"#$ = 0.87𝑅𝑒,/. − 0.4𝑅𝑒1/.𝑊𝑒3,/1  (1) 

 
Numerical Method 
With the VOF approach, the transport equation for the volume fraction, 𝛼, of the secondary (dispersed) phase is 
solved simultaneously with a single set of continuity and Navier–Stokes equations for the whole flow field. The 
corresponding volume fraction of the primary phase is simply calculated as 1 − 𝛼 . The main underlying 
assumptions are that the two fluids are Newtonian, incompressible, and immiscible. The governing equations can 
be written as: 

∇ ∙ 𝑈 = 0 (2) 

𝜕𝜌;𝑈
𝜕𝑡

+ 𝛻 ∙ 𝜌;𝑈𝑈 = −𝛻𝑝 + 𝛻 ∙ 𝜇; 𝛻𝑈 + 𝛻𝑈A + 𝜌;𝑓 + 𝐹D (3) 

𝜕𝑎
𝜕𝑡
+ ∇ ∙ 𝛼𝑈 − ∇ ∙ (𝛼 1 − 𝛼 𝑈G) = 0 (4) 

where the bulk fluid properties are calculated as weighted averages of the individual phase properties as follows, 
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𝜌; = 𝜌𝛼 + 𝜌(1 − 𝛼)  (5) 

𝜇; = 𝜇𝛼 + 𝜇 + 𝜇(1 − 𝛼) (6) 

 

In the VOF method, 𝛼 is advected by the velocity field. For the case of incompressible flow, this is equivalent to 
volume fraction conservation, which makes the method mass conservative. Interface sharpening is very important 
in simulating two-phase flows of two immiscible fluids. In OpenFOAM the sharpening of the interface is achieved 
artificially by introducing an extra compression term in the advection equation of α (last term in the left-hand side 
of Eq. 4). 𝑈G is the artificial compression velocity which is calculated from the following relationship, 

𝑈G = 𝑛K𝑚𝑖𝑛 𝐶O
P
DQ
, 𝑚𝑎𝑥 P

DQ
  (7) 

 

Finally, the surface tension force is modelled as a volumetric force using the Continuum Surface Force (CSF) 
method by Brackbill et al. [10], applying the following equations: 

𝐹D = 𝛾ĸ ∇𝛼   (8) 

ĸ = ∇ ∙
∇𝛼
∇𝛼

 (9) 

where 𝛾 is the surface tension coefficient and ĸ is the curvature of the interface. As mentioned in the introduction 
section of the present paper the utilized numerical framework constitutes an enhanced version of the original 
VOF-based solver of OpenFOAM [8], that suppresses numerical artefacts of the original model, known as 
“spurious currents”. The proposed enhancement involves the calculation of the interface curvature ĸ	using the 
smoothed volume fraction values 𝛼, which are obtained from the initially calculated 𝛼 field, smoothing it over a 
finite region near the interface. All other equations are using the initially calculated (non-smoothed) volume 
fraction values of 𝛼. Further details on the proposed numerical modelling framework can be found in [8].  
In OpenFOAM, there are two ways to predict the evolution of the contact angle between the liquid-gas interface 
and the solid wall boundary. The simplest approach is to assign a constant value equal to the equilibrium contact 
angle, and therefore neglecting the contact angle hysteresis. This is usually known as static or constant contact 
angle treatment. A more complicated approach involves the application of a contact angle that varies with respect 
to the instantaneous flow quantities. Such treatments are known as dynamic contact angle treatments (DCA). The 
original distribution of OpenFOAM includes both a CCA  treatment as well as a DCA treatment.  
For the purposes of the present investigation, after the satisfactory predictions in a similar investigation by 
Criscione et al.  [11], the adopted, enhanced, VOF-based solver from the work of Georgoulas et al. [8], is further 
improved by implementing an additional DCA treatment in the solver. The proposed treatment, is known as 
Kistler’s model [12],  and it calculates the DCA, 𝜃X, using the Hoffman function, 𝑓YZKK, as follows:  

 𝜃X = 𝑓YZKK 𝐶# + 𝑓YZKK3, (𝜃[)   (10) 

where 𝜃\	is the equilibrium contact angle. The capillary number, 𝐶#, is calculated as 𝐶# =
]^_`
O

 and 𝑈CL, is the 

spreading velocity of the contact line.  𝑓YZKK3,   is the inverse function of “Hoffman’s” empirical function which is 
given in the following form [11].  

 𝑓YZKK = 𝑎𝑐o𝑠 1 − 2𝑡𝑎𝑛ℎ 5.16 $
,j,.k,$l.mm

n.onp
   (11) 

 
Validation of Numerical Method 
All simulations presented in the present paper constitute 2D axisymmetric runs. The computational domain is a 5o 
wedge, with 5 mm width and 8 mm height. The computational mesh consists of 1.6 million hexahedral cells 
(1000x1600x1). The dimensions of the computational domain and the total number of computational cells, were 
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selected after an initial sensitivity analysis and a mesh independency study, respectively. The computational 
domain, mesh and boundary conditions are illustrated in Figure 1. To validate the adopted, enhanced, VOF-based 
solver for droplet impact cases and compare the numerical predictions with the previously mentioned, contact 
angle treatments, four different, literature available, experiments on droplet impact are numerically reproduced. In 
the first case, all three contact angle models are tested, while in the rest three cases only Kistler’s dynamic 
contact angle is used, to reproduce the proposed experimental runs. The initial conditions and the wetting 
characteristics of the proposed experimental runs are summarized in Table 1. 

 

Figure 1. Computational domain, mesh and boundary conditions for numerical simulations 

As it can be seen for the axisymmetric simulations of the present paper, a structured computational mesh, 
consisting of hexahedral and prismatic elements was used, with grid clustering towards the bottom left corner of 
the computational domain (centre of droplet impact). At the solid walls, a no-slip velocity boundary condition was 
used with a fixed flux pressure boundary condition for the pressure values and a contact angle condition, 
according to the selected in each case treatment, for the volume fraction values. These contact angle boundary 
conditions are used to correct the surface normal vector, and therefore adjust the curvature of the interface near 
the wall, in relation to the prescribed wettability characteristics. At the outlet, a fixed valued (atmospheric) 
pressure boundary condition and a zero-gradient boundary condition for the volume fraction were used, while for 
the velocity values a special (combined) type of boundary condition was used that applies a zero-gradient when 
the fluid mixture exits the computational domain and a fixed value condition to the tangential velocity component, 
in cases that fluid enters the domain. Further details regarding the utilised boundary conditions can be found in 
OpenFOAM Documentation [13]. 

 
Table 1. Initial conditions and wetting characteristics of validation experiments 

  D0 [m] U0 [m/s] We Re θe [o] θa[o] θr [o] 
Experiment I [2]  0.002 1 27 2000 90 110 40 
Experiment II [3]  0.00228 1 32 2280 90 107 77 
Experiment III [7]  0.0017 0.34 2.7 578 147 161 132 
Experiment IV [7]  0.002 0.44 5.3 880 158 165 142 

 

As it can be observed from Table 1, the selected validation cases constitute experiments with various impact as 
well as wettability characteristics. Experiments I and II constitute droplet impacts in hydrophilic surfaces, while in 
experiments III and IV hydrophobic and super-hydrophobic surfaces are used for the impacts, respectively. 
As mention previously, in the case of Experiment I all three different contact angle treatments are used to 
numerically reproduce the considered droplet impact. A macroscopic comparison of the numerical predictions for 
the droplet evolution with the corresponding experimental snapshots at the same time instances, for each 
treatment, is illustrated in Figure 2. For a more quantitative comparison, the contact diameter of the droplet with 
the solid surface with respect to time is plotted for each of the three numerical simulations as well as for the 
experimental measurements, in the diagram of Figure 3.   
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Figure 2. Droplet evolution with time - Comparison of numerical predictions for all three contact angle treatments (present 
investigation) with corresponding experimental snapshots from [2]. The velocity magnitude field in a central vertical section of 
the droplet, is also shown in the numerical snapshots. 

 

 

Figure 3. Contact diameter with time  - Comparison of numerical predictions (present investigation) for all three contact angle 
treatments with corresponding experimental data from [2]. 

After examining Figures 2 and 3, it is obvious that both the CCA and DCA treatments implemented in the original 
distribution of OpenFOAM fail to predict the experimental data, while Kistler’s DCA treatment follows the 
experimental points well, both before and after the maximum spreading. However, in order to further check the 
validity of the Kistler’s DCA treatment for cases with varying wettability characteristics, three additional, literature 
available experimental runs that are reported in [3] and [7], are numerically reproduced. In more detail, another 
hydrophilic (Experiment II), a hydrophobic (Experiment III) and a super-hydrophobic case (Experiment IV) are 
selected for this purpose. A macroscopic comparison of the numerical predictions for the droplet evolution with 
the corresponding experimental snapshots, is illustrated in Figure 4. For a more quantitative comparison, the 
contact diameter of the droplet with the solid surface with respect to time, is plotted for each case in the diagrams 
of Figure 5.   
 

 
Figure 4. Droplet evolution with time - Comparison of numerical predictions (present investigation) using Kistler’s dynamic 
contact angle treatment with corresponding experimental snapshots reported in [3] (top) and  [7] (middle) and (bottom). The 
velocity magnitude field in a central vertical section of the droplet, is also shown in the numerical snapshots. 
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                                      (a)                                                                                                  (b) 

 
                                                                                     (c) 

 
Figure 5. Contact diameter with respect to time - Comparison of numerical predictions (present investigation) using Kistler’s 
dynamic contact angle treatment with corresponding experimental snapshots reported in [3] (a) and  [7] (b) and (c). 

 
As it can be observed, Kistler’s DCA treatment successfully predicts the spatial and temporal evolution of the 
droplet in all stages of the considered impacts. Therefore, it can be concluded that the utilised enhanced VOF 
framework in conjunction with the implemented DCA treatment of Kistler, can safely be applied for the 
investigation of droplet impacts through “virtual” numerical experiments, as it successfully predicts the droplet 
impact stages in hydrophilic, hydrophobic and super-hydrophobic cases. 

 
Parametric Analysis – Effect of fluid viscosity and surface tension 
In the present section of the paper, the optimum version of the VOF-based numerical framework that is presented 
and validated against experimental data in the previous sections, is further applied for the conduction of two 
additional series of parametric numerical simulations. The proposed numerical experiments mainly aim to identify 
and quantify the effects of viscosity and surface tension on the spatial and temporal evolution of the droplets after 
their impact on a hydrophilic surface. Furthermore, the validity of a widely used theoretical correlation by Roisman 
[9]  (Equation 1) for the case of “virtual” fluids is assessed. For this purpose, the validation case reproducing 
Experiment II is selected as the base case for the proposed parametric numerical investigations. In the first 
parametric investigation 5 additional simulations are conducted “virtually” varying only the liquid viscosity, by 
factors of 0.5, 1.5, 2.0, 3.0 and 3.5, while keeping all the other properties and impact characteristics constant and 
equal to the base case. In the second parametric investigation, again 5 additional simulations are conducted 
virtually varying only the surface tension coefficient, by factors of 0.5, 1.5, 2.0, 3.0 and 3.5, while keeping all the 
other properties and impact characteristics constant and equal to the base case. The evolution of the spreading 
factor 𝛽 with dimensionless time 𝑡∗ for each case is plotted. The spreading factor is calculated as the contact 
diameter over the initial droplet diameter r

rl
  while the dimensionless time 𝑡∗ is calculated as 𝑡 ^l

rl
. The effects of 

the variation of viscosity and surface tension on the spreading factor β with respect to dimensionless time t* are 
given in Figures 6(a) and 6(b). In each case the corresponding maximum spreading factor from Equation 1 
(Roisman correlation [9]) is plotted for comparison purposes.    
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(a)                                                                                          (b) 

Figure 6. (a) Spreading factor vs dimensionless time – effect of viscosity variation (b) spreading factor vs dimensionless time – 
effect of surface tension variation. Dotted lines correspond to the maximum spreading factor as predicted using the theoretical 

correlation of Roisman [9] (Equation 1).  
 

As it can be observed from Figure 6 (a), as viscosity increases both the spreading as well as the recoiling stages 
of the droplet are dumped. It is characteristic however that the proposed effect, is mor intense around the 
maximum spreading stage of the drople,t while it appears to be negligible during the initial spreading and the later 
recoiling stages. It can also be seen that the theoretical correlation of Roisman, in each case slightly over-predicts 
the resulting maximum spreading factors from the numerical simulations, by 2% up to 4%. Examining Figure 2 (b), 
it can be observed that as surface tension increases, the maximum spreading is significantly reduced and the 
recoiling stage is strengthened. The proposed effect is quite evident from the first stages of the spreading and it 
progressively increases towards the last stages of the recoiling phase. It is characteristic that a variation of the 
surface tension coefficient by a factor of just 0.5 can significantly alter the post-impact dynamics of the droplet. As 
for the comparison with the theoretical correlation of Roisman an increasing deviation from the numerically 
predicted maximum spreading factor is observed with the corresponding increase of the surface tension. The 
deviation between the theoretical and numerical maximum spreading factors in this case varies from 0.85% up to 
55%.  
The results from the present parametric investigation illustrate that the correlation proposed by Roisman [9] can 
be safely used for the prediction of the maximum spreading of viscous fluids with viscosities up to 3.5 times higher 
than water, but it significantly fails to predict the maximum spreading for fluids with surface tension more than two 
times the surface tension of water, such as metal fluids.  
 
Conclusions 
In the present paper, Kistler’s DCA model has been implemented in a previously improved version of the VOF-
based solver of OpenFOAM. The performance of the proposed contact angle treatment is compared with the 
existing contact angle treatments of OpenFOAM’s original distribution, through comparison with literature reported 
experimental measurements on water droplets impacting on hydrophilic surfaces. To further test the revealed 
accuracy of the proposed DCA implementation, three additional experimental runs are numerically reproduced; a 
second hydrophilic case as well as a hydrophobic and a super-hydrophobic case. In all cases, Kistler’s model 
implementation in the utilised, enhanced VOF-based solver, successfully predicts the spreading, recoiling and 
rebounding stages of the droplet impact. Further application of the numerical model for the conduction of two 
additional series of parametric numerical experiments identifies and quantifies the effects of viscosity and surface 
tension variation in the post-impact stages of the droplet evolution. Comparison of the numerical predictions with 
a widely accepted theoretical correlation [9], indicate that the proposed correlation can be safely applied to predict 
the maximum spreading of fluids with higher viscosity than water but not for fluids with more than two times the 
surface tension of water. Finally, from the overall presentation and analysis of the results it is obvious that the 
proposed enhanced VOF framework can be safely used to further examine the effects of a variety of important 
controlling parameters to the post-impact characteristics of droplets impinging on solid surfaces with various 
wetting characteristics, ranging from hydrophilic to super-hydrophobic cases. 
 
Nomenclature 
𝛽"#$       maximum spreading factor [-] (contact droplet diameter / initial droplet diameter) 
𝑅𝑒 Reynolds Number [-] 
𝑊𝑒 Weber Number [-] 
𝑈 velocity vector [ms-1] 
𝜌;𝑓 volumetric representation of the gravitational force [kg/m2s2] 
𝑝		 pressure [Pa] 
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𝜌s bulk density [kgm-3] 
𝜇; bulk viscosity [kgm-1s-1] 
𝛼 volume fraction [-] 
𝜌 density of phase 1 [kgm-3] 
𝜌	 density of phase 2 [kgm-3],  
𝜇		 viscosity of phase 1[kgm-1s-1] 
𝜇  viscosity of phase 2 [kgm-1s-1] 
𝛾 surface tension [Nm-1] 
ĸ	 curvature of the interface [m-1] 
𝐹D           volumetric representation of the surface tension force [kgm-2s-2] 
𝑈G artificial compression velocity [m s-1] 
𝑛K cell surface normal vector  
𝜑 mass flux [ kg s−1 m−2]  
𝑠K		 surface area of the cell [m2] 
𝐶O interface compression coefficient [-] 
𝛼 smoothed volume fraction [-] 
𝜃[			 equilibrium contact angle [0] 
𝜃#			 advancing contact angle [0] 
𝜃G receding contact angle [0] 
𝜃X dynamic contact angle [0] 
𝑓YZKK Hoffman function [-] 
𝐶#  capillary number [-],  
𝐷n  initial droplet diameter [m],  
𝑈n  impact velocity [ms-1], 
 
Subscripts 
𝒃  bulk 
𝒑  cell  
𝒇  face  
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Abstract 
A model for heating and evaporation of mono- and multi-component droplets, based on analytical solutions to the 
heat transfer and species diffusion equations in the liquid phase, is summarised. The implementation of the model 
into ANSYS Fluent via User-Defined Functions (UDF) is described. The model is applied to the analysis of pure 
acetone, ethanol, and mixtures of acetone/ethanol droplet heating/cooling and evaporation. The predictions of the 
customised version of ANSYS Fluent with the newly implemented UDF model are verified against the results 
predicted by the previously developed in house, one-dimensional code. 

Keywords: Droplets, multi-component fuel, heating, species diffusion, evaporation. 

Introduction 
The problem of modelling droplet heating and evaporation is a longstanding one and has been widely discussed 
in the literature [1-3]. Modelling of these processes is an integral part of the analysis of many engineering 
processes, including those which take place during spray combustion in Diesel engines [4]. The models 
incorporated in Computational Fluid Dynamics (CFD) codes used for the analysis of these processes, are based 
on a number of assumptions, the applicability of which to practical engineering problems is not at first evident [2-
4]. One of these assumptions is that there is no temperature gradient and/or recirculation inside droplets, which 
could be justified in the case when liquid thermal conductivity is infinitely large. Liquid thermal conductivity is indeed 
much larger than that of gas in most cases, and this has been generally considered as a justification of the 
abovementioned assumption [4]. This approach, however, overlooks the fact that heating and evaporation of 
droplets in most engineering applications is not a steady state, but transient process, for which heat transfer is 
characterised by thermal diffusivity rather than thermal conductivity. The thermal diffusivity of liquid, in contrast to 
thermal conductivity, is much lower than that of gas in most cases. This allows us to question the widely used 
assumption that temperature gradients inside droplets can be ignored when modelling droplet heating and 
evaporation. The need to take into account temperature gradient inside droplets was highlighted in many 
experiments including those discussed in [5] (see also [2]). 

The authors of [6] were perhaps the first to describe the preliminary results of implementation of a model for droplet 
heating and evaporation, taking into account the effects temperature gradient and recirculation inside droplets, into 
the commercial CFD software ANSYS Fluent. This problem was investigated later in more details in [7]. In the latter 
paper, the results of the implementation of the model of mono-component droplet heating and evaporation in 
ANSYS Fluent, using User-Defined Functions (UDF), was described. The predictions of the customised version of 
ANSYS Fluent were verified against experimental measurements performed at the Combustion Research Facility, 
Sandia National Laboratories, Livermore, California and results predicted by in-house research code for an n-
dodecane droplet heated and evaporated in hot air. The main limitation of the model described in [7] was that it is 
applicable only to mono-component droplets, while most droplets used in engineering, including automotive 
applications, are multi-component. For the case of multi-component droplets, the process of species diffusion inside 
droplets needs to be taken into account alongside the heat transfer process [2]. The characteristic times of species 
diffusion are generally much longer than temperature relaxation times. Thus, taking into account species diffusion 
inside droplets is expected to be even more important than taking into account temperature gradients. 

The main focus of our paper is on the generalisation of the results reported in [7], to the case of multi-component 
droplets, using the results of preliminary analysis presented in [6]. In contrast to mono-component droplets, the 
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modelling of multi-component droplets needs to take into account both heat and species transfer processes inside 
droplets. The model to be used in our analysis is based on analytical solutions to the heat transfer and species 
diffusion equations in the liquid phase and is described in detail in [2]. The effect of recirculation in the liquid phase 
is taken into account based on the Effective Thermal Conductivity (ETC)/ Effective Diffusivity (ED) model [2]. The 
Abramzon and Sirignano approach [8] is used for modelling the gas phase. 
The main ideas of the model used in our analysis are summarised in the following section, based on [2]. Then the 
details of the implementation of the model into ANSYS Fluent are described. The predictions of the version of 
ANSYS Fluent, with the new model implemented into it, will be compared with the predictions of the previously 
developed one-dimensional code for the case of heating/cooling and evaporation of acetone/ethanol droplets. The 
choice of these droplets was based on the fact that the predictions of the one-dimensional code for them were 
validated against experimental data [9]. Then the main results of the paper are summarised. 

Basic equations and approximations 
The heat transfer inside the droplets is described by the one-dimensional heat transfer equation, assuming that all 
processes are spherically symmetric. The analytical solution to this equation is presented as [2]: 

𝑇𝑇(𝑟𝑟, 𝑡𝑡) = 1
𝑟𝑟
∑ ��𝐼𝐼𝑛𝑛 −

𝑅𝑅𝑑𝑑 sin𝜆𝜆𝑛𝑛
𝜆𝜆𝑛𝑛

2 𝜁𝜁(0)� exp�−𝜅𝜅𝜆𝜆𝑛𝑛
2𝑡𝑡�

𝑏𝑏𝑛𝑛
− 𝑅𝑅𝑑𝑑 sin𝜆𝜆𝑛𝑛

𝑏𝑏𝑛𝑛𝜆𝜆𝑛𝑛
2 ∫ 𝑑𝑑𝑑𝑑(𝑡𝑡)

𝑑𝑑𝑑𝑑
𝑡𝑡
0  exp �−𝜅𝜅𝜆𝜆𝑛𝑛

2(𝑡𝑡 −∞
𝑛𝑛=1

𝜏𝜏)�𝑑𝑑𝑑𝑑� sin �𝜆𝜆𝑛𝑛
𝑟𝑟
𝑅𝑅𝑑𝑑
� + 𝑇𝑇eff(𝑡𝑡),                                                                                                                        (1) 

where r is the distance from the droplet centre, Rd is the droplet radius, 𝜆𝜆𝑛𝑛 are positive solutions to the eigenvalue 

equation (numeration starts from the first positive root, the roots are in ascending order): 
 

𝜆𝜆 cos 𝜆𝜆 + ℎ0 sin 𝜆𝜆 = 0,                                                                                                                                                (2) 

 

𝑏𝑏𝑛𝑛 = 1
2
�1 + ℎ0

ℎ02+𝜆𝜆𝑛𝑛
2�, 𝐼𝐼𝑛𝑛 = ∫ 𝑟𝑟

𝑅𝑅𝑑𝑑
𝑇𝑇(𝑟𝑟, 0) sin �𝜆𝜆𝑛𝑛

𝑟𝑟
𝑅𝑅𝑑𝑑
� 𝑑𝑑𝑑𝑑𝑅𝑅𝑑𝑑

0 , ℎ0 = ℎ𝑅𝑅𝑑𝑑
𝑘𝑘eff

− 1, ℎ = 𝑘𝑘𝑔𝑔 Nu
2 𝑘𝑘eff

, 

 
T(r,0) is initial temperature distribution inside the droplet, 
 

𝜅𝜅 = 𝑘𝑘eff
𝐶𝐶𝑝𝑝𝑝𝑝𝜌𝜌𝑙𝑙𝑅𝑅𝑑𝑑

2, 𝜁𝜁(𝑡𝑡) =  ℎ𝑇𝑇eff(𝑡𝑡)𝑅𝑅𝑑𝑑
𝑘𝑘eff

, 𝑇𝑇eff = 𝑇𝑇𝑔𝑔 +  𝑚̇𝑚𝑑𝑑𝐿𝐿
2𝜋𝜋𝑅𝑅𝑑𝑑Nu𝑘𝑘𝑔𝑔

, 

 
cl   and ρl  are liquid specific heat capacity and density, respectively, L is specific heat of evaporation, h and Nu are 
convection heat transfer coefficient and Nusselt number for the gas phase, respectively, Tg is the ambient gas 

temperature, kg is gas thermal conductivity, 𝑚̇𝑚𝑑𝑑 is droplet evaporation rate, keff is the effective conductivity of the 

liquid phase: 
 

𝑘𝑘eff = �1.86 + 0.86 tanh �2.225lg �Pe𝑙𝑙
30
��� 𝑘𝑘𝑙𝑙,                                                                                                       (3) 

 
kl   is the liquid thermal conductivity, Pe l  =Re l Pr l  is the liquid Peclet number. 
The introduction of keff was made within the so called the Effective Thermal Conductivity (ETC) model developed 
to take into account the effects of droplet velocity on the average value of its surface temperature. Obviously, this 
model cannot adequately describe the distribution of temperature inside droplets due to recirculation triggered by 
their relative velocities. Assuming that the time dependence of ζ is weak (this is particularly good approximation 
when Equation (1) is applied to a short time step (see below)), the terms proportional to the time derivative of ζ can 
be considered small. This allows us to simplify Equation (1) to: 
 

𝑇𝑇(𝑟𝑟, 𝑡𝑡) = 1
𝑟𝑟
∑ ��𝐼𝐼𝑛𝑛 −

𝑅𝑅𝑑𝑑 sin𝜆𝜆𝑛𝑛
𝜆𝜆𝑛𝑛2

𝜁𝜁(0)� exp�−𝜅𝜅𝜆𝜆𝑛𝑛
2𝑡𝑡�

𝑏𝑏𝑛𝑛
sin �𝜆𝜆𝑛𝑛

𝑟𝑟
𝑅𝑅𝑑𝑑
��∞

𝑛𝑛=1 + 𝑇𝑇eff(𝑡𝑡) .                                 (4) 

The droplet evaporation rate 𝑚̇𝑚𝑑𝑑is estimated as: 

𝑚̇𝑚𝑑𝑑 = −2𝜋𝜋𝑅𝑅𝑑𝑑𝐷𝐷𝜌𝜌𝑔𝑔 ln(1 + 𝐵𝐵𝑀𝑀) 𝑆𝑆ℎ∗,                                                                                                           (5) 
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where D is the binary diffusion coefficient in the gas phase, 
 

𝑆𝑆ℎ∗ = 2 + (1+Re𝑑𝑑Sc)1/3max�1,Red0.077�−1
𝐹𝐹(𝐵𝐵𝑀𝑀) , 𝐹𝐹(𝐵𝐵𝑀𝑀) =  (1 + 𝐵𝐵𝑀𝑀)0.7 ln(1+𝐵𝐵𝑀𝑀)

𝐵𝐵𝑀𝑀
, 

 
BM is the Spalding mass transfer number, Sc is the Schmidt number. h and Nu are linked by the equation: 
 

ℎ = 𝑘𝑘𝑔𝑔Nu
2𝑅𝑅𝑑𝑑

, 

 

Nu = ln(1+B𝑇𝑇)
𝐵𝐵𝑇𝑇

Nu∗ Nu∗ = 2 + (1+𝑅𝑅𝑅𝑅𝑑𝑑Pr)1/3max�1,𝑅𝑅𝑅𝑅𝑑𝑑
0.077�−1

𝐹𝐹(𝐵𝐵𝑇𝑇) , 𝐹𝐹(𝐵𝐵𝑇𝑇) =  (1 + 𝐵𝐵𝑇𝑇)0.7 ln(1+𝐵𝐵𝑇𝑇)
𝐵𝐵𝑀𝑀

, 

 
Nu is the Nusselt number, BT is the Spalding heat transfer number and Pr is the Prandtl number for the gas phase. 

In the limit of infinitely large liquid thermal conductivity, Equation (1) can be simplified to (see [2] for the details): 

𝑐𝑐𝑝𝑝𝑝𝑝𝑚𝑚𝑑𝑑
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝑁𝑁𝑁𝑁 𝑘𝑘𝑔𝑔
2𝑅𝑅𝑑𝑑

𝐴𝐴𝑑𝑑�𝑇𝑇𝑔𝑔 − 𝑇𝑇𝑠𝑠� + 𝐿𝐿𝑚̇𝑚𝑑𝑑,                                                                                                                 (6) 

Where md, Ad and Ts are the droplet mass, surface area and surface temperature, respectively. 
The derivation of Equation (1) was based on the assumption that h and Tg are constant during the process of 
droplet heating and evaporation which is not satisfied in most engineering applications (e.g. the reduction of Rd 
during the evaporation process would lead to an increase in h). That means that neither Equation (1) nor Equation 
(4) can be used directly during the whole period of droplet heating and evaporation. Both these equations, however, 
can be used during short time steps Δt when the assumption of constant h and Tg is valid. In this case, the solution 
to these equations at the end of the time step can be used as the initial condition for following time step with updated 
values of all other parameters, if necessary. As in [7] our analysis is based on Equation (4). 
As in the case of heat transfer equation inside droplets, we assume that species diffusion inside them is described 
by the one-dimensional species diffusion equation and all processes are spherically symmetric. The analytical 
solution to this equation for the mass fractions Yi is presented as [2]: 

𝑌𝑌𝑖𝑖(𝑟𝑟, 𝑡𝑡) = 𝜀𝜀𝑖𝑖 + 1
𝑟𝑟
� 1
𝑏𝑏𝑦𝑦0

exp �𝐷𝐷eff �
𝜆𝜆0
𝑅𝑅𝑑𝑑
�
2
𝑡𝑡� �𝐼𝐼𝑖𝑖0 + 𝜀𝜀𝑖𝑖

1
𝜆𝜆0

2 (1 + ℎ𝑌𝑌0) sinh 𝜆𝜆0� sinh �𝜆𝜆0
𝑟𝑟
𝑅𝑅𝑑𝑑
�+

                           ∑ 1
𝑏𝑏𝑌𝑌𝑌𝑌

exp �−𝐷𝐷eff �
𝜆𝜆𝑛𝑛
𝑅𝑅𝑑𝑑
�
2
𝑡𝑡� �𝐼𝐼𝑖𝑖𝑖𝑖 −  𝜀𝜀𝑖𝑖

1
𝜆𝜆𝑛𝑛

2 (1 + ℎ𝑌𝑌0) sin 𝜆𝜆𝑛𝑛�∞
𝑛𝑛=1 sin �𝜆𝜆𝑛𝑛

𝑟𝑟
𝑅𝑅𝑑𝑑
��,      (7) 

 
where 𝜆𝜆0 and 𝜆𝜆𝑛𝑛 are solutions to the eigenvalue equations: 
 

𝜆𝜆0 cosh 𝜆𝜆0 + ℎ𝑌𝑌0 sinh 𝜆𝜆0 = 0, 𝜆𝜆𝑛𝑛 cos 𝜆𝜆𝑛𝑛 + ℎ𝑌𝑌𝑌𝑌 sin 𝜆𝜆𝑛𝑛 = 0, (𝑛𝑛 = 1,2, … )                                   (8) 

 

λn (n ≥1) are in ascending order,𝜀𝜀𝑖𝑖 = 𝑌𝑌𝑣𝑣𝑣𝑣𝑣𝑣
∑ 𝑌𝑌𝑣𝑣𝑣𝑣𝑣𝑣𝑖𝑖

, Yvis is vapour species mass fractions at the surface of the 

droplet, 
 

𝑏𝑏𝑌𝑌0 = −𝑅𝑅𝑑𝑑
2
�1 + ℎ𝑌𝑌0

ℎ𝑌𝑌𝑌𝑌
2 − 𝜆𝜆02

�, 𝑏𝑏𝑌𝑌𝑌𝑌 = 𝑅𝑅𝑑𝑑
2
�1 + ℎ𝑌𝑌0

ℎ𝑌𝑌𝑌𝑌
2 +𝜆𝜆𝑛𝑛2

�, ℎ0𝑌𝑌 = −�1 + 𝛼𝛼𝑅𝑅𝑑𝑑
𝐷𝐷𝑙𝑙
�, 

 

𝐼𝐼𝑖𝑖0 = ∫ 𝑟𝑟
𝑅𝑅𝑑𝑑
𝑌𝑌𝑖𝑖(𝑟𝑟, 0)𝑅𝑅𝑑𝑑

0 sinh �𝜆𝜆0
𝑟𝑟
𝑅𝑅𝑑𝑑
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𝑅𝑅𝑑𝑑
𝑌𝑌𝑖𝑖(𝑟𝑟, 0)𝑅𝑅𝑑𝑑

0 sin �𝜆𝜆𝑛𝑛
𝑟𝑟
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� 𝑑𝑑𝑑𝑑,𝑛𝑛 ≥ 1,  

 
𝑌𝑌𝑖𝑖(𝑟𝑟, 0) Is the initial ith species mass fraction distribution inside the droplet. 
Deff is the effective species diffusivity in the liquid phase assumed to be the same for all species and defined as [2] 
 

𝐷𝐷eff =  �1.86 + 0.86 tanh �2.225 log �Pe𝑙𝑙
30
���𝐷𝐷𝑙𝑙, 
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Dl   is the liquid diffusivity, Pe lY  = Re l Sc l  is the liquid Peclet number referring to species diffusion. 
The introduction Deff was made within the so called Effective Diffusivity (ED) model developed to take into account 
the effects of droplet velocity on the average values of its surface mass fractions in the liquid phase. This model 
cannot adequately describe the distribution of species inside droplets due to recirculation triggered by their relative 
velocities. Vapour molar fractions of species at the surface of the droplets and the corresponding molar fractions 
in the liquid phase are linked by Rault law [2]. 

Implementation of the model into ANSYS Fluent  
Equation (7) was implemented into the customised version of ANSYS Fluent alongside with the previously 
implemented Equation (4). The right-hand sides of these equations were calculated via the User Defined Functions 
(UDF); thermodynamic and transport parameters were calculated based on the average temperature inside the 
droplets, using Simpson's method [10].  The droplet volume was discretised into NL = 500 concentric layers to 
calculate the series in Equations (4) and (7). The integrals (In and I in) and average temperatures inside droplets 
were also calculated using the Simpson’s method with 501 points for 500 layers. At each time step temperatures 
and species distributions were calculated from Equations (4) and (7). Time-steps for calculations were taken equal 
to δt=10-6 seconds. The roots of the eigenvalue Equations (2) and (8) were found using the bisection method with 
accuracy of 10-8. 

Results and discussion   
The newly developed customised version of ANSYS Fluent was applied to the analysis of cooling and evaporation 
of droplets of ethanol, acetone and mixture of ethanol and acetone, as described in the experiments the results of 
which are presented in [9]. The transport and thermodynamic properties of acetone and ethanol were taken from 
[9]. The initial droplet temperatures were in the range 293-296 K, while the temperatures of ambient air were in the 
range 305-312 K at atmospheric pressure. Gas parameters in the vicinity of the droplet surface were calculated 
based on reference temperature T ref = (2Ts + Tg) / 3. 200 eigenvalues were used to calculate temperature 
distribution and 10 eigenvalues were used to calculate species mass fraction distribution. Gas and liquid properties 
are taken from [5,11].  
The results predicted by ANSYS Fluent were verified against the results predicted by the one-dimensional in-house 
code. The predictions of the latter code, in their turn, were verified against the predictions of the code based on the 
numerical solutions of the heat transfer and species diffusion equations [9]. This allows us to use the 
abovementioned code (IHC) as the reference code to verify the results for heating and evaporation of droplets of 
various compositions predicted by the new customised version of ANSYS Fluent.  
 
The results of the comparison between ANSYS Fluent and in-house code for the temperatures at the centre and 
surface of the droplet and droplet average temperature are shown in Figs. 1-5 for various droplet and gas 
parameters and various compositions of droplets: pure acetone (Fig. 1), pure ethanol (Fig. 2), 75% ethanol and 
25% acetone (Fig. 3), 50% ethanol and 50% acetone (Fig. 4), 25% ethanol and 75% acetone (Fig. 5). Input 
parameters used in calculations are summarised in Table 1. As can be seen from these figures, in all cases the 
agreements between Fluent and IHC results are reasonably good. The percentage errors for the abovementioned 
three temperatures after 7 ms is between 1.0-4.0% for acetone, 6.0-6.1% for ethanol, between 2.0-3.5% for the 
mixture with 25% of ethanol, between 0.5-1.8% for the mixture with 50% of ethanol and between 0.3-1.8% for the 
mixture with for 75% of ethanol. Note that the results shown in Figs. 1 and 2 were obtained without using the new 
features of the ANSYS Fluent code developed in our work (they could be obtained based on the version of the 
code developed in [7]). In all cases shown in Figs. 1-5 the changes in droplet radii were small and the corresponding 
curves are not shown. 
 
Table 1 Droplet and gas temperatures, droplet diameters and approximations of droplet velocities, inferred from 
[11] and used in calculations. 
 

Composition  
 

Droplet 
temperature 
(K) 

Droplet 
diameter 
(μm) 

Gas 
temperature 
(K) 

Droplet velocity 
approximations in m/s  
(t is in ms) 

acetone 308.25 143.4 294.65 12.81 – 0.316t 
ethanol 311.15 140.8 295.15 12.30 – 0.344t 
+25% ethanol 305.65 133.8 294.25 12.75 – 0.370t 
+50% ethanol 310.65 142.7 293.95 12.71 – 0.488t 
+75% ethanol 311.75 137.1 294.75 12.28 – 0.306t 
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As can be seen in Figs. 1-5 the difference between the temperatures at the centre and surface of the droplets and 
droplet average temperatures is approximately 2-9 K, which cannot be ignored in most engineering applications. 
This difference was ignored in the conventional version of ANSYS Fluent (e.g.  [4]), which cannot be justified in the 
general case. The agreement between ANSYS Fluent and IHC results gives us confidence in applying the new 
customised version of ANSYS Fluent to more complex problems that those presented in Figures. 1-5. 
 
 

 
Figure 1. Time evolut ion of an acetone droplet surface, average and centre temperatures (T s , T av  and 

T c ) (see Table 1).  ANSYS Fluent results (dotted curves) and compared with results of the previously 

developed In house code (IHC) (dashed and sol id curves).  

 
 

 
Figure 2. Time evolut ion of ethanol droplet surface, average and centre temperatures (T s, T av  and T c ) 

(see Table 1).  ANSYS Fluent results (dotted curves) and compared with results of the previously 
developed In house code (IHC) (dashed and sol id curves).  
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Figure 3. Time evolut ion of 75% ethanol and 25% acetone droplet surface, average and centre 

temperatures (T s , T av  and T c ) (see Table 1).  ANSYS Fluent results (dotted curves) and compared with 

results of the previously developed In house code (IHC) (dashed and sol id curves). 

 
 

 

Figure 4. Time evolut ion of 50% ethanol 50% acetone droplet surface, average and centre temperatures 

(T s, T av  and T c ) (see Table 1).  ANSYS Fluent results (dotted curves) and compared with results of the 

previously developed In house code (IHC) (dashed and sol id curves).  
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Figure 5.  Time evolut ion of 25% ethanol 75% acetone droplet surface, average and centre temperatures 

(T s, T av  and T c ) (see Table 1).  ANSYS Fluent results (dotted curves) and compared with results of the 

previously developed In house code (IHC) (dashed and sol id curves).  

Conclusions 
A model for heating and evaporation of mono- and multi-component droplets, based on analytical solutions to the 
heat transfer and species diffusion equations in the liquid phase, is summarised. The implementation of the model 
into ANSYS Fluent via User-Defined Functions (UDF) is described. The model is applied to the analysis of pure 
acetone, ethanol, and mixtures of acetone/ethanol droplets heating/cooling and evaporation. The predictions of the 
customised version of ANSYS Fluent with the new model implemented into it are verified against the results 
predicted by previously developed one-dimensional in-house code based on the analytical solutions to the heat 
transfer and mass diffusion equations. The latter code in its turn was verified against the predictions of the in-house 
code developed at the University of Nancy (France) and validated against experimental data obtained at the same 
university. 
 
The agreement between the predictions of these codes is shown to be reasonably good for mono-component (pure 
acetone and ethanol) and multi-component droplets comprising acetone with 25, 50 and 75-percentage mass 
fractions of ethanol, with input parameters used for pervious validation of the in-house code. This gives us 
confidence in using the new customised version of ANSYS Fluent for the analysis of more complex engineering 
processes. 
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Nomenclature. 

BM; BT  Spalding mass and heat transfer numbers 
bn Parameter introduced in (1) 
bYn Parameter introduced in (7)  
cp Specific heat capacity at constant pressure 
D  Binary diffusivity coefficient of vapour in air 
F  Function introduced in Sh* and Nu*  
h  Convection heat transfer coefficient  
h0 Parameter introduced in (2) 

hY0 Parameter introduced in (8) 

In  Integrals, used in Solutions (1) and (4) 
I in  Integrals, used in Solution (7) 
j  Parameter, defined in (3) 
k  Thermal conductivity 
L  Latent heat of evaporation 
m  Mass 
ṁd Evaporation rate 
M  Molar mass 
NL  Number of layers inside a droplet 
Nu  Nusselt number 
Pe  Peclet number 
p  Pressure 
Pr  Prandtl number 
q Heat flux 
r  Distance from the centre of the droplet 
Rd  Radius of a droplet 

Re  Reynolds number 
Sc  Schmidt number 
Sh  Sherwood number 
t  Time 
T  Temperature 
v Velocity 
Y Mass fraction 
x Molar fraction 
 
Greek symbols 
ε i  Vapour species mass fractions 

κ  Parameter introduced in (1) 
λn  Eigenvalues 
μ Dynamic viscosity 
ρ Density 
φ  Parameter defined by Equation (4) 
Χ Correction function defined by Equation (1c) 
ζ  parameter defined by (1c) 
 
Subscripts 
d Droplet 
eff Effective 
g  Gas 
int  Internal 
ɩ  Liquid 
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Abstract 

The heating and evaporation of single component spherical and spheroidal drops in gaseous quiescent 
environment are predicted, accounting for the effect of a non-uniform distribution of the temperature at the drop 
surface. The analytical solution of the species conservation equations in the proper coordinate system 
(spherical/spheroidal) is implemented to numerically solve the energy equation in a rectangular domain. The 
effect of temperature non-uniformity on the local Nusselt number and global heat and evaporation rates is 
calculated for different species, drop deformation and gaseous temperature.   

Keywords 

Drop evaporation, spheroidal coordinates, non-uniform Dirichlet Boundary conditions. 

Introduction 

Most of the models predicting the drop heating and evaporation to be implemented in CFD codes for dispersed 
phase applications rely on the assumption that drops are spherical, thus allowing a simpler solution in spherical 
coordinates of the energy and species conservation equations. However, experimental investigation on liquid 
drops in multi-particle systems has revealed that they are subject to significant shape deformations while 
interacting with the carrier phase [1-3], due to the interaction of surface tension and fluid-dynamic stresses on the 
drop surface [3]. Numerical investigations on oscillating drops [4,5] have shown that the vapour and heat fluxes 
on the drop surface are not uniform and they were empirically correlated to the local mean curvature of the 
surface [1,6]. Analytical modelling of the heating and evaporation of spheroidal drops have shown that the local 
vapour and heat flux scale with the fourth root of the Gaussian curvature [7, 8] and later the same result was 
extended to a wider class of drop shapes [9].  
When dynamical simulation of droplet heating and evaporation is necessary, uniform drop temperature is often 
assumed, on the basis of a commonly accepted belief that the internal recirculation would maintain uniform 
conditions. However a more accurate simulation can be obtained by using the concept of  effective conductivity, 
firstly introduced by [10], to account for the effect of recirculation (see also [11] and [12]) and, although this cannot 
properly describe the temperature field inside the droplet, it can give a better estimation of the droplet surface 
temperature [13] . 
Recent modelling of heating and evaporation of spheroidal droplets [14] revealed that the uneven distribution of 
fluxes on the drop surface causes a corresponding uneven distribution of temperature on the drop surface, during 
most of the drop lifetime. This non-uniform temperature distribution affects the heat and vapour flow fields in a 
non neglectful way.  
The motivation of the work reported here is to investigate, through a combined analytical-numerical solution of the 
species and energy conservation equations, the effect of non-uniform Dirichlet boundary conditions at the drop 
surface (for spheroidal liquid drops) on the local heat and mass transfer coefficients. 

Mathematical modelling 

The evaporation of a single-component drop under quasi-steady conditions in a quiescent atmosphere, where the 
Stefan flow characterises the flow field, is described by the species conservation equations coupled with the 
energy conservation equation: 

( )
0 0 1

p

j j
n p ,∇ = =   (1) 

where: 
( ) ( ) ( )

10 0 1
p p p

j j jn U D p ,ρ χ ρ χ= − ∇ =   (2) 
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are the mass fluxes, p=1 stands for the evaporating component and p =0 for the gas. After summation, equations 

(1) yield the mass conservation equation: 

0
j j

Uρ∇ =                              (3) 

These three equations are then not independent and one of the species conservation can be disregarded. 

Moreover, assuming that the diffusion of component p =0 into the drop can be neglected, the mass flux of the 

component p =0 is nil at drop surface and then is nil everywhere. This last observation, after introducing the new 

variable: G = ln(1−χ
(1)

), and assuming constant properties, allows to write the conservation equations under the 

form: 
2 0G∇ =                                           (4) 

(see also [9] for further details). The evaporation model is coupled with the energy equation, which has the form: 
1 2 0

j j
Le G T T− ∇ ∇ − ∇ =                                                       (5) 

where 
10 p ,v

k
Le

D cρ
=  (see again [9] for further details). 

Spherical and spheroidal drops 

Equation (4) and (5) can be used to model heating and evaporation of drops of any shape, since the drop shape 
enters the problem through the boundary conditions. The case of spherical and spheroidal drops can be more 
easily treated solving the problem in proper coordinate systems. Using the spherical coordinates: 

2 2

0 0 0

1 1
x R cos ; y R sin ; z R

η η η
ϕ ϕ

ζ ζ ζ
− −

= = =                                      (6) 

where: 

0R
; cos

r
ζ η θ= =                              (7) 

the drop surface of a spherical drop is defined by the equation ζ=ζ0, and similarly in spheroidal prolate and oblate 
coordinates: 

2 2 2 21 1 1 1x a cos ; y a sin ; z aζ η ϕ ζ η ϕ ζη= − − = − − =  (prolate)                                 (8a) 

2 2 2 21 1 1 1x a cos ; y a sin ; z aζ η ϕ ζ η ϕ ζη= + − = + − =  (oblate)                                 (8b) 

the drop surface (a prolate or oblate spheroid, see figure 1) is again defined by the equation ζ=ζ0, but it must be 

noticed that now the coordinates ζ and η have different definitions.  

 

 
Figure 1. Drop shapes and definition of semi-axes az and ar. 

 

For spheroidal drops, an equivalent radius R0 can be defined as the radius of a spherical drop having the same 

volume, and the constant a in equations (8) can be related to this radius by: 
1 2

2

0 1 3

1
/

/
a R

ε

ε

−
=                                           (9) 

where the eccentricity parameter ε is defined as the ratio between the axial and radial drop semi-axes (see again 

figure 1).  
An analytical solution of equation (3) has the following form, for the prolate, oblate and spherical drops: 
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( ) ( )0
1

1

1
n n n

n

G b ln b P Q G
ζ

η ζ
ζ

∞

∞
=

−
= + +

+
∑      (prolate)                                (10a) 

( ) ( ) ( )0
12

n n n
n

G c arctan c P Q i G
π

ζ η ζ
∞

∞
=

 
= − + + 

 
∑     (oblate)                                (10b) 

( ) 1
0

1

n
n n

n

G d d P Gζ η ζ
∞

+
∞

=

= + +∑       (sphere)                                (10c) 

where Pn and Qn are the Legendre functions of the first and second kind, respectively. The conditions at drop 

surface and at infinity: 

( ) ( ) ( )0 sG , G ; G , Gζ ζ η η ζ η ∞= = = ∞ =                        (11) 

allow to calculate the coefficients bn , cn and dn  and the constant G∞. The value of G at infinity is constant since 

the vapour mass fraction is considered uniformly distributed at infinite distance from the drop, while on the surface 
the Dirichlet type conditions will be generally non-uniform and depending on the surface temperature conditions, 
since the saturation values of the mass fraction are correlated to the drop surface temperature and pressure and 
then: 

( )
( )

( ) ( )( ) ( )

1

1 0 0
1

v,sat
s

v,sat T

P Mm
G ln

P Mm Mm P Mm
η

 
 

= − 
− + 

 

         (12) 

The boundary conditions for the energy equation (5), again of Dirichlet type, are: 

( ) ( ) ( )0 sT , T ; T , Tζ ζ η η ζ η ∞= = = ∞ =                                      (13) 

The temperature distribution along the drop surface is chosen to be a polynomial of even degree (to satisfy the 

symmetry requirement across η=0). A fourth degree polynomial is the simplest choice to fit the values at η=0 and 

η=1 and to satisfy the further symmetry requirement: 
1

0
T

η
η

=

∂
=∂ 

. 

The surface distribution of Gs (equation 12) is approximated by a polynomial of even degree (again to satisfy 

symmetry condition across η=0) and the coefficients are calculated to satisfy the further symmetry condition on 

η=1 and to fit the values at η=0 and η=1. The choice of a polynomial form for Gs allows to reduce the number of 

terms needed in equation (10). Since a polynomial of degree p can be always written as a sum of the first p 

Legendre polynomials, only the first p coefficients in the series expansion (12) are different from zero. 
 

Solution of the energy equation 

Currently, to the best knowledge of the Authors, no analytical solution of the energy equation (5) satisfying 

general non-uniform boundary conditions at the drop surface is available (the simple solution T=Ae
G(ζ,η)/Le

+B of 

equation (5) cannot satisfy general non-uniform boundary conditions on the drop surface) and the energy problem 

is solved numerically, implementing a finite difference scheme on the rectangular computational grids η ∈ (0,1) × 

ζ ∈(ζ0,ζmax). Tests were performed to choose a proper value of ζmax to make the solution practically independent 

of it. Grid refinement was performed in the drop surface vicinity introducing a proper stretching function, which 
was optimised by comparison to the analytical solution of the energy equation available for uniform surface 
temperature condition (see [9]). Grid independence tests were performed and a final grid of 2000 cells proved to 
be enough to assure a sufficient grid independence of the solution and particularly of the fluxes on the drop 
surface. 
 
Results and discussions 

This section reports and comments the results obtained by implementing the model described in the previous 
paragraph, focusing on the effect of non-uniform temperature boundary conditions for the case of prolate drops. 
The choice of a prolate drop is related to the fact that for such shape it was shown [14] that the uneven heat flux 
caused by the variable curvature produces, during drop heating and evaporation, an uneven distribution of 
temperature over the surface. However, similar results can be obtained for the case of an oblate drop and even 
for the spherical drop. 
The values of the fluid properties are evaluated at reference conditions (temperature and mass fraction) by the 
“1/3 rule” [15]:  
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2 2

3 3

s s
ref ref

T T
T ;

χ χ
χ∞ ∞+ +

= =                                       (14) 

Figure 2(a) shows qualitatively a sample of the vapour field around a prolate water drop with the eccentricity 

parameter ε equal to 2.5; the surrounding gas temperature at free stream condition is fixed equal to 700K, the 
vapour mass fraction at infinity is taken equal to zero and the average surface temperature of the drop is equal to 
340K, while seven different surface temperature profiles are imposed, defined by the maximum temperature 
difference at the drop surface as follows: 

( ) ( )0 01 0s sT T , T ,ζ η ζ η∆ = = − =                             (15) 

 

 
Figure 2. G-field and vapour flux around (a) prolate (ε=2.5) and (b) spherical water drops, for different surface temperature 

profiles; T∞=700K, G∞=0, 
s

T  =340K. 

 
The flow field is substantially affected by the non-uniform temperature boundary conditions at the drop surface, 
since vapour recirculation can be observed when the local surface temperature drops below the dew point value 
of the surrounding gas. The effect is mainly related to the temperature distribution and it is not peculiar of 
deformed drops, figure 2(b) shows the vapour distribution and flux around a spherical drop having a non-uniform 
surface temperature, and similar paths can be observed. 
The calculated vapour distribution (equation 10a) is then used to numerically solve equation (5) and the local 
surface heat flux can be calculated. Figure 3(a) shows the heat fluxes, non-dimensionalised by the factor 

( )
0

2

s

R

T T k∞−
  for the case of a prolate drop (ε=2.5) while figure 3(b) shows the local Nusselt number, defined as: 

  ( ) ( )
( )

02

s

R
Nu

T T k

ϕ η
η

η ∞

=
 − 

                         (16) 

along the surface. The case ∆T =0 is the one with uniform surface temperature and for this case the function 

Nu(η) can be found analytically (see [14]), showing that the surface curvature itself influences this parameter. The 

results for ∆T ≠0 show that the surface heat flux is strongly influenced by the non-uniform temperature distribution 

(see figure 3a). The local Nusselt number is also influenced by the non-uniform temperature distribution, but to a 

lesser extent, specially close to the “pole” (η=1) where the effect of the different temperature distribution is lower 
(figure 3b).  
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                                                         (a)                                                                                      (b) 

 
Figure 3. (a) Local vapour flux and (b) local Nusselt number along the drop surface for various surface temperature profiles 

(water drop, 
s

T  =320K, T∞=500K). 

 
These effects are clearly not peculiar of one particular species but their magnitude depends on the 
thermophysical characteristics of the species. Calculations were performed selecting five different species, whose 
properties are reported in Table 1. These species represent some of the most common working fluid used for 
spray modelling in industrial applications. 
   

Species Mm (kg/kmol) Tb,n (K) L(Tb,n) (kJ/kg) 

water H2O 18.02 373.15 2257.4 

ethanol C2H6O 46.07 351.39 850.53 

acetone C3H6O 58.08 329.22 501.85 

n-octane C8H18 114.23 398.80 301.10 
n-dodecane C12H26 179.34 489.50 256.70 

 

Table 1. Molar mass, normal boiling temperature and latent heat of evaporation for the selected liquid species. 
 

The profiles of the local Nusselt number (Nu) and the percentage deviation ∆% from the values obtained with a 

surface temperature uniformly equal to the mean temperature are presented in Fig. 4 for each fluid.  

These results were obtained maintaining constant the drop deformation (ε=2.5) and the gas temperature 

(T∞=500K) and setting the drop mean surface temperature equal to the corresponding quasi-steady (sometimes 

called plateau or asymptotic [16]) temperature. The deviations from the uniform temperature case are relatively 
small for water and n-dodecane while they are more relevant for acetone and n-octane. The different  behaviour is 
due to a combination of the effects of boiling temperature and latent heat of vaporisation. These peculiarities 
should be considered when approximating the heat transfer coefficient from the analytic relation that can be 
deduced from the uniform surface temperature analysis [9, 14]. 
The drop deformation has an effect on the deviation of the local Nusselt number from the values for the uniform 
temperature case, as reported in figure 5. The increase of the deformation decreases the deviation, which should 

be expected since the effect of curvature becomes dominant over the effect of temperature non-uniformity when ε 
increases.  
Also the increase of the gas temperature has a similar effect (see figure 6), since in this case the relative non-
uniformity of the temperature difference between drop and gas decreases, leaving again the curvature as the 
dominant parameter. 
Finally the evaporation rates and the sensible heat rate, calculated integrating the species and heat fluxes over 
the drop surfaces, are reported in figure 7 as a function of the temperature non-uniformity for the case of n-
dodecane. The temperature non-uniformity has a non neglectful effect on the evaporation rate, which mainly 
increases when the temperature becomes non-uniform, reaching relative variation of about 30% for the case  

∆T=-40°C, with a peculiar behaviour for small temperature non-uniformity, which may cause a small decrease of 

the evaporation rate (around 1%) when ∆T≈+10°C. The heat rate instead increases for positive values of ∆T and 

decreases for negative values, but the maximum differences are lower than 8%.  
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Figure 4. Local Nusselt number (Nu) and percentage deviation (∆%) from the uniform surface temperature case for five species:  

water, acetone, ethanol, n-octane, n-dodecane, for different ∆T (ε=2.5, T∞=500K, Ts =Tplateau). 
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                                                         (a)                                                                                      (b) 

 
Figure 5. Local Nusselt number (Nu) and percentage deviation (∆%) (figures (a) and (b) respectively) for different values of ε (n-

dodecane, T∞=700K,Ts =380K, ∆T=20K, P=105Pa). 

 
 

                                                         (a)                                                                                      (b) 

 
Figure 6. Local Nusselt number (Nu) and percentage deviation (∆%) (figures (a)  and  (b) respectively) for different T∞ (n-

dodecane, ε=2.5,Ts =380K, ∆T=20K, P=105Pa). 

 

 
Figure 7. Evaporation rate and heat rate for a n-dodecane prolate drop (ε=2.5) as a function of the temperature profile; the 
values are non-dimensionalised by the respective values for the uniform surface temperature case. 

   
Conclusions 

The effect of temperature non-uniformity on the heating and evaporation of spherical and spheroidal drops in a 
still gaseous environment are investigated analytically and numerically. The species conservation equations are 
analytically solved in proper coordinate systems (spherical or spheroidal) and the energy equation is numerically 
solved in the same coordinate system. 
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A detailed analysis is reported for the case of a prolate evaporating drop, accounting for different species (water, 
acetone, n-octane, ethanol, n-dodecane), different gas temperature, drop deformation and temperature non-
uniformity. 
The effects on the local mass flux can become quite important, with local re-circulations when the temperature 
differences between the drop pole and equator become relative large (20 to 40°C). 
The local Nusselt number is found to depend on local curvature and temperature, although for not too large 
values of the maximum surface temperature variation (less than 20°C) the effect of curvature prevails and the 
analytical values obtained for the uniform temperature case are still usable with acceptable errors. 
The local heat transfer coefficient is less affected by the non-uniformity of surface temperature when the 
deformation is large and when the gas temperature increases. 
The total evaporation rate is affected by the temperature distribution and can increase up to 30% when drop non-
uniformity is increased up to 40°C, still maintaining the same average surface temperature. The heat rate is less 
affected showing deviation less than 8% for temperature difference between drop pole and equator as large as 
40°C. 
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Nomenclature 

Roman symbols 

a length scale in spheroidal coordinate [m]  Nu Nusselt number [-] 
bn, cn, dn constants, eqs. (10) [-]  Pn Legendre function of first kind [-] 
cp,v vapour heat capacity [J/kgK]  Pv,sat saturation vapour pressure [Pa] 
D10 mass diffusivity [m2/s]  PT total pressure [Pa] 
G non-dimensional function [-]  Qn Legendre function of second kind [-] 
k thermal conductivity [W/mK]  Q heat rate [W] 
Le Lewis number [-]  R0 drop radius [m] 
mev evaporation rate [kg/s]  T temperature [K] 
Mm molar mass [kg/kmol]  U Stefan velocity [m/s] 
nv mass flux [kg/sm2]  x, y, z coordinate system [-] 
Greek symbols 

ε drop eccentricity parameter [-]  ϕ heat flux [W/m2] 

χ mass fraction [-]  ρ density [m3/kg] 

γ, η, ζ spheroidal coordinate system [-]    

Subscripts 

k, p index [-]  v vapour [-] 
ref reference case [-]  ∞ at infinite [-] 
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Abstract
To challenge one of the major problems for multiphase flow simulations, namely computational costs, a dimension-
reduced model is used with the goal to predict these types of flow more efficiently. One-dimensional turbulence
(ODT) is a stochastic model simulating turbulent flow evolution along a notional one-dimensional line of sight by
applying instantaneous maps that represent the effect of individual turbulent eddies on property fields. As the
particle volume fraction is in an intermediate range above 10−5 for dilute flows and under 10−2 for dense ones,
turbulence modulation is important and can be sufficiently resolved with a two-way coupling approach, which means
the particle phase influences the fluid phase and vice versa. For the coupling mechanism the ODT multiphase
model is extended to consider momentum transfer and energy in the deterministic evolution and momentum transfer
during the particle-eddy interaction. The changes of the streamwise velocity profiles caused by different solid
particle loadings are compared with experimental data as a function of radial position. Additionally, streamwise
developments of axial RMS and mean gas velocities along the centerline are evaluated as functions of axial position.
To achieve comparable results, the spatial approach of ODT in cylindrical coordinates is used here. The investigated
jet configuration features a nozzle diameter of 14.22 cm and a Reynolds number of 8400, which leads to a centerline
inlet velocity of 11.7 m/s. The particles used are glass beads with a density of 2500 kg/m3. Two different particle
diameters (25 and 70 µm) were tested for an evaluation of the models capability to capture the impact of a varying
Stokes number and also two different particle solid loadings (0.5 and 1.0) were evaluated. It is shown that the model
is capable of capturing turbulence modulation of particles in a round jet.

Keywords
Jet, particle-laden flows, turbulence modulation, one-dimensional turbulence

Introduction
Turbulent particle-laden jets play a major role in a wide range of industrial applications and natural phenomena.
Especially the effect of particles on the gas-phase, named turbulence modulation, is of particular interest. Several
experimental studies, e.g. Schreck and Kleis [11], Geiss et al. [4] and Budilarto [1], have shown the large influence
of high particle concentrations on the turbulence level. To investigate this type of flow experimentally and to under-
stand the physical fundamentals is still very challenging, because only a few advanced techniques to obtain spatially
resolved unsteady data exist today. CFD (computational fluid dynamics) proved to be a powerful tool to investigate
particle-laden flows and to acquire detailed flow information. Many CFD approaches for these flow types have
limited predictive capabilities or rely on many assumptions, which affects the accuracy and restrict that generality.
Even with access to a high-performance computational infrastructure direct numerical simulation (DNS) studies for
particle-laden flow are still limited to academic cases and low particle numbers. On the other hand, the accuracy of
large eddy simulations (LES) seems to be very sensitive to its parameters, especially of its subgrid-model, which is
required to achieve a good turbulence prediction.

In our previous study [3] we achieved promising results with a stochastic particle dispersion simulation in a turbu-
lent jet with an alternative approach called one-dimensional turbulence (ODT). ODT is a stochastic approach with
reduced dimension to resolve the full range of length and time scales as in DNS and introduced in [5] and extended
in [6]. ODT has demonstrated to predict topologically simple flows such as boundary layers and jets with large
property gradients in one direction very well compared to DNS studies and experimental results. While molecular
phenomena like viscous dissipation evolve along that single spatial dimension, the turbulent advection is modeled
through a stochastic remapping of the velocity profiles, called eddy events. This and the previous study are a con-
tinuation of the work of Schmidt et al. [9] and Sun et al. [12], who extended the ODT model to predict particle-carrier
phase interaction excluding particle collision. These models has still issues to convert temporal ODT output data
to spatial results, which can be evaluated with spatial experimental results. Therefore, the model is extended by
using a spatial approach of ODT in cylindrical coordinates. Also, a new formulation of the particle-eddy interaction
is introduced. The following study is based on the same test cases as in [12], which includes experimental results
from [1].
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One-dimensional turbulence
This section describes the concept of the ODT model, which is used in this study to simulate the carrier gas phase.
ODT is a stochastic model to simulate turbulent flows on a one-dimensional domain, which is usually oriented in
the direction of the largest expected velocity gradients. In case of turbulent dispersed jet configurations the domain
is oriented in radial/lateral direction r. By the assumption that a jet flow is axisymmetric, one realization with the
radial coordinate r plus the evolving direction z can interpreted as a representation of a 3D unsteady flow field. For
a spatial evolution of the ODT line in the Lagrangian framework the governing equations are described by a mass
flux and a momentum flux balance (illustrated in Fig. 1). In ODT these equations are only governing the steady
solution of the flow and the unsteadiness due to turbulence is captured by a random sequence of eddy events. In
fact the model conserves statistically the steady solution of flows but also represents the unsteadiness of turbulence.

dA = r dθ dr

∆r

∆θ
dS = r dθ

−ez

−er

er

−eθ

∆z

∆z

∆r
ρ uz(r0)

ρ ur(r0 + ∆r)

ρ ur(r0 −∆r)

Figure 1. Sketch of mass flux balance and control volume.

GOVERNING EQUATIONS
Governing equations of spatial ODT evolution with a constant density over the domain are obtained by considering
the balances of mass and momentum flux to a control volume (see Fig. 1). We consider an axisymmetric flow
without swirl, i.e. uθ = 0, and all quantities are independent of θ. Therefore, the integration can be solved explicitly
and the angle ∆θ drops out. This shows that the mass flux balance is independent of θ and given as∫

∆r

∂(ρ uz(r, z))

∂z
r dr +

∫
∆z

∂(ρ ur(r, z))

∂r
r dz = dρuz , (1)

where dρuz represents the sudden changes during eddy events in a spatial step ∆z, which are discussed below
in more detail. Outside the eddy region the term is zero. The same assumptions as above are applied to the
momentum flux balance equation, which is given as∫

∆r

∂(ρ uz(r, z)ui(r, z)

∂z
r dr +

∫
∆z

∂(ρ ur(r, z)ui(r, z)

∂r
r dz = µ

∫
∆z

∂(ui(r, z))

∂r
r dz + dρuzui + sp,i, (2)

where the right hand side summarizes all source and sink terms considered. The first represents viscous effects
and the second, dρuzui , accounts for momentum transfer during eddy events in a spatial step ∆z. sp,i describes
the momentum transfer between dispersed and gas phase and is defined as

sp,i =
1∫

∆r

ρ uz r dr

np∑
j

mp,j(uj,i(r, z0)− uj,i(r, z0 + ∆z)). (3)

For this study the pressure term is omitted due to a zero pressure gradient in the flow configuration.

EDDY EVENTS
In ODT flow unsteadiness due to turbulence advection is modeled through eddy events, which results in remapping
of the velocity profiles over a sampled eddy region r0 < r < r0 + l, characterized by a position r0 and a length scale
l. Both parameters are sampled randomly to mimic the occurrence of eddies in turbulent flow. The mapping method
used in ODT is called triplet map [5]. In a planar reference frame it means the original profile is compressed by a
factor of three over the eddy region and three copies are filled in. To ensure continuity of the profile the second copy
in the middle is inverted. In planar ODT the cell sizes depend only on the length in ODT line direction. However, in
a cylindrical framework it depends on the square of the length. As a result, in cylindrical coordinates the mapping
process compresses the profiles with respect to the square of the length. The mapping function depending on the
post-position for r0 ≥ 0 is given as

f(r) = r0 +



√
3(r − r0)2 if r0 ≤ r ≤ r0 +

√
l2

3√
2l2 − 3(r − r0)2 if

√
l2

3
≤ r ≤

√
2l2

3√
3(r − r0)2 − 2l2 if

√
2l2

3
≤ r ≤ l

r − r0 otherwise.

(4)
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For the case r0 < 0 the algebraic signs have to be adjusted in consideration of the possibility that r0 + l is greater
or smaller zero. Examples are illustrated in Fig. 2.

−1.0 −0.5 0.0 0.5 1.0

radial direction

−1.0

−0.5

0.0

0.5

1.0

qu
an

ti
ty

φ

I

II

III

Figure 2. Examples for applying a cylindrical triplet map to a linear profile of quantity φ. I: r0, r0 + l < 0, II: r0 < 0, r0 + l > 0,
III: r0, r0 + l > 0, where r0 and l are eddy position and length, respectively.

An essential part of turbulence is the phenomena of return-to-isotropy, which requires on the ODT modeling side
a re-distribution of turbulent kinetic energy among the velocity components. This is achieved by introducing kernel
transformations to the mapping function, which gives a profile transformation

ui(y)→ uTM
i (y) + ciK(y) + biJ(y), (5)

where ui is the velocity in i-th direction before and uTM
i after the mapping process. The Kernel K(y) is defined as

the fluid displacement profile under the triplet map and integrates to zero over the eddy region. J(y) is the absolute
of K(y) and so it does not integrate to zero over region. Thus, it forces momentum change of the profiles if its kernel
coefficient bi is non-zero. ci defines the kernel amplitude of K(y). Thus, both kernels are important in the case of
particle-gas phase coupling. Due to momentum and energy flux conservation over the sampled eddy region it is
required to meet the following equations:∫

ρ̇uirdr =

∫
ρ̇(uTM

i + ciK + biJ)rdr + Sp,i, (6)

1

2

∫
ρ̇u2

i rdr =
1

2

∫
ρ̇(uTM

i + ciK + biJ)2rdr −∆Ei + SpE,i. (7)

Sp,i and SpE,i represent the sum of momentum and energy flux penalties caused by particles, respectively. 4Ei
stands for the above mentioned re-distribution of energy between velocity components. Under consideration of

the measure preserving character of the mapping process itself, which means
∫
ρuirdr =

∫
ρ′uTM

i rdr and∫
ρu2

i rdr =

∫
ρ′(uTM

i )2rdr, bi and ci can be determined and define the new profile. Subsequently, the resul-

tant kinetic energy of the sampled region is used to determine the eddy timescale te(l, r0). Based on the scaling
assumption for the kinetic energy E ∼ ρl3/2t2e , the eddy time scale is modeled as

1

te
= C

√
2

ρl3
(Ekin − ZEvp). (8)

The viscous energy penalty is given as Evp = µ2/2ρl and C is the adjustable eddy rate parameter, which scales
the overall eddy event frequency. Z is the viscous penalty parameter, which suppresses unphysically small eddies.
An equivalent procedure for large eddies exists as well. In this study the elapsed time method is used in which the
eddy time can be compared with elapsed time t of the simulation. Eddy events are only allowed if t ≥ βte, where β
is a model parameter.

We assume that the occurrence of eddies of a certain size follows a Poisson process in time with a rate determined
by the eddy timescale provided in (8). Technically this is solved by oversampling, i.e. generation of candidate eddies
at a much higher rate than requested, and thinning of the Poisson process with an acceptance-rejection method.
For details we refer to [7].
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Lagrangian Particle Model
The particulate phase is modelled in a Lagrangian way where individual particles are tracked following Newton’s
second law of motion. Here we consider only drag forces and gravity acting on the particles leading to the following
set of equations:

dup,i
dt

= −up,i − ug,i
τp

f + gi,

drp
dt

= up,r.

(9)

Here, the subscript p and g represent the particle and gas phase, respectively, and gi is the i-th component of
the gravity acceleration vector. The particle response time, τp = ρpd

2
p/18µ based on Stokes flow, is given with

consideration of mass mp and density ρp of the particle and the fluid viscosity µ. Clift et al.[2] suggested a non-

linear correction factor f for a particle slip-velocity Reynolds number Re =
ρg|~up − ~ug|dp

µ
smaller than 200, which

is for many practical dilute flow systems the case. The factor f is defined as

f = 1 + 0.15Re0.687
p . (10)

The drag law (9) is solved by a first-order Euler method. As the ODT line evolves in spatial dimension (∆z) the
temporal step ∆t should be transformed. Therefore, a constant particle velocity over ∆z is assumed, which yields
to

∆t =
∆z

up,z
. (11)

In the spatial advancement of the steady-state solution of the underlying flow each particle always has a local gas
velocity, which it interacts with. However, an eddy event appears instantaneous in the ODT simulation and so a
model is required to capture the displacement in radial direction during a particle-eddy interaction.

PARTICLE-EDDY INTERACTION MODEL
The particle-eddy interaction (PEI) model is defined as the only effect of particle phase motion in ODT line-direction
and so the gas velocity in this direction for the drag law (9) is zero. The PEI model in this study was developed by
Schmidt et al. [9, 10] as a so-called instantaneous PEI model (noted as type-I) and governs the radial displacement
due to an eddy event. Each particle obeys the model if they are located in the sampled eddy region. The main
model assumption is that the eddy time scale te calculated in (8) defines the time an eddy needs to create the
remapped profile. That means before an eddy event the particle motion in (9) is integrated over the eddy time with
a radial velocity, which has to be corrected to account for the finite time of an eddy event. Therefore, it is required to
define an eddy gas phase velocity in radial direction and an interaction time τPEI, which determines the time interval
in (9), to correct the integration over the time interval τPEI.

Inertial particle
Current ODT

line position

τPEI

ue

particle trajectory

Tracer particle

4RTM

Figure 3. Example of re-integration of drag law (Eq. 9) over particle-eddy interaction time τPEI. Eddy velocity ue is defined as
the tracer particle displacement4RTM by the triplet map divided by the eddy time scale te. For the displacement one (black

circle) of three possible positions (grey circles) is chosen randomly.

Determining the radial gas phase velocity ug,r during the eddy time, the concept of the displacement of a mass-less
tracer particle governed by the mapping method (4) is used. This method provides three possible tracer particle
positions and a unique position is sampled randomly with a uniform distribution from those three possible ones. The
final displacement 4RTM , see Fig. 3, divided by the eddy time scale te defines the gas velocity during the PEI. As
a next step the integral time scale has to be determine and therefore a so-called eddy box [l × l × βpte], where βp
is the model parameter for the PEI, is introduced. The PEI integration time τPEI is given as the time the particle
needs to exit the box. Therefore, the Stokes law is modified and analytically solved to find the earliest time when
the particle leaves the space-time eddy box.
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Test case
EXPERIMENTS
For validation purposes the model is compared with experiments of Budilarto [1], which provide data for a constant
air jet with a Reynolds number of 8400 and solid loadings of 0.5 and 1. Also, different Stokes numbers are inves-
tigated by varying the single particle diameter. The jet exit has a diameter D of 0.014224 m. According to the
Reynolds number, the jet exit velocity u0 is 11.7 m/s. The particles used are glass beads with a density ρp = 2500
kg/m3 and with a number averaged diameter of 25 µm and 75µm. Their initial velocity depends on the coordinate
framework of the simulation and is discussed in the following.

SIMULATION SETUP
As the initial jet profile in the ODT domain the following function is used

ug,z(r) =
ug,z0

2

[(
1 + tanh

(r − L1

ωl

))
·
(

1− 1

2

(
1 + tanh(

r − L2

ωl
)
))]

. (12)

L1 and L2 are the middle positions of the transitions and ωl is the transition boundary layer width. Due to the fact
that the axisymmetrical approach used to represent the jet flow configuraton in ODT is independent of the angular
direction, the ODT line volume is determined by the square of the domain length. Thus, the solid loading, which
is the ratio between particle-phase and gas-phase mass, is computed for the square of the jet diameter D. The
initial particle positions are exponentially distributed over the nozzle exit. The initial velocities are based on the
experimental data in [1]. The initial properties for the particle-phase in the ODT simulation are summarized in Tab.
1. This study uses 512 ODT realizations, which Sun et al. [12] reported as sufficient to capture stationary statistics.

Table 1. Initial particle-phase properties of particle diameter dp, solid loading sl, axial velocity up,0 number of parcels (particle
clouds) np and representing particles per parcel N , for a particle density of 2500 kg/m3.

dp (µm) sl up,0 (m/s) np N

25 0.5 11.324 310 9500
1 11.205 310 19000

70 0.5 9.664 300 450
1 9.474 300 900

Results
SINGLE PHASE FLOW
Considering the assessment of gas-particle interaction, the first important step is to achieve an agreement between
ODT simulations and experimental data for the single-phase case without particles. The ODT parameters are equal
to the ones reported in [3] due to the same flow configuration, i.e. for the viscous penalty parameter we have
Z = 400 and for the eddy frequency parameter C = 12. These parameters result in an overall agreement between
ODT results and experimental data for the mean axial velocity and the velocity fluctuation along the centerline and
for the mean axial velocity in radial direction for x/D = 5, 10 and 15 as shown in Fig. 4a and Fig. 4b, respectively.
Axial and radial positions are both normalized by the jet diameter D and axial velocities and fluctuations by the
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Figure 4. Axial velocity profiles of gas phase.

nozzle exit velocity ug,z0. Fig. 4a shows the same axial velocity decay along the centerline as the experimental
data. The characteristics of the velocity fluctuations is also well captured. Additionally, the axial velocities in radial
direction show good agreement with the experimental data, as shown in Fig. 4b.
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TWO-PHASE FLOW
For the two-phase flow simulations the particle-eddy interaction parameter βp is set to 0.008 based on previous
parameter studies which are not discussed here. In the following the development of the mean axial centerline
velocity and of the corresponding velocity fluctuation along the centerline is presented for different solid loadings
in Fig. 5 and Fig. 6, respectively. Axial positions are normalized by the jet diameter D and axial velocities and
fluctuations by the nozzle exit velocity ug,z0. Fig. 5 shows that ODT is capturing the trend of the experimental data
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Figure 5. Mean axial velocity along centerline with different solid loadings.

reasonably well. For a diameter of 70 µm the differences in the ODT results for different solid loadings are smaller
than observed in the experiments, but ODT is capturing the trend of increasing gas phase velocities/momentum for
z/D > 5D with increasing solid loading. Also, the velocity decrease till z/D ∼ 5D caused by the higher momentum
penalty for sl = 1 can be observed. In Fig. 5b the deviations between ODT and experiments for the smaller particles
with dp = 25µm are smaller compared to the particles with dp = 70 µm in Fig. 5a and a slight over-prediction can
be seen.
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Figure 6. Mean axial velocity fluctuation along centerline with different solid loadings

Another important indicator for turbulence modulation is the behavior of the turbulent velocity fluctuations for different
solid loadings. The effect of turbulence suppression caused by solid particles is well shown in Fig. 6a and Fig. 6b.
Both figures show a decrease of the velocity fluctuations with increasing solid loading and an enhanced damping of
turbulence for the smaller particles.

Conclusions
The objective of this study was to extend the existing ODT model described in [12] by using a spatial approach
in cylindrical coordinates. For this purpose the momentum and energy exchange between the particle and gas
phase during the deterministic advancement and during the particle-eddy interaction were modified. Also, a new
formulation to compute the kernel coefficients were introduced. The presented results show that ODT is capable
of capturing the characteristics of a particle-laden jet with respect to variations in the solid loading. Furthermore,
the results of Sun [12] could be reproduced without the need to transform the temporal coordinate. Additional
extensions, e.g. considering droplet collision and coalescence, are planned for the near future. These model
extensions are the base for the future goal to get a better understanding of the underlying physics of particle/droplet-
turbulence interaction. The scope for ODT will be fundamental investigations in parameter ranges which are not
accessible using DNS or high resolution LES.
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Nomenclature

dp particle diameter [m]
D jet diameter [m]
m mass [kg]
r radial coordinate [m]
ui i-th velocity component [m/s]
z axial coordinate [m]
ρ density [kg/m3]

Subscripts

0 initial
e eddy
g gas phase
p particle phase
PEI particle-eddy interaction
TM triplet map
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Abstract 
When a pressurized bubbly mixture is driven out through an orifice, the mixture pressure abruptly drops and the 
bubbles undergo a rapid expansion process, which under some circumstances results in a rapid disintegration of 
the liquid bulk into small droplets (atomization). Depending on the initial conditions, heterogeneous or 
homogeneous nucleation of vapor bubbles may occur. For homogeneous nucleation, the vapor bubbles grow 
rapidly one towards the other, and when they touch each other the bubbles “explode”. In this stage, the liquid 
around the bubbles is teared, and a spray with small and uniform droplets is formed. In the literature, it seems that 
the efficiency of the homogenous flash boiling process is very low. In this work, we analyse this process and 
analyse it for possible energy losses. 

Keywords 
Flash boiling atomization, Homogeneous nucleation and Spray Formation. 

Introduction 
Over the years, different methods have been developed in order to obtain suitable sprays for different 
applications. The more important characteristics of a spray include the drops diameter, droplet size distribution, 
spray shape, flow velocity and mass flux. Former studies [1]–[7]  show that the flash boiling method is one of the 
most efficient methods to obtain a spray with very small drops and with a uniform distribution. These are very 
relevant for many applications such as combustion systems, for which higher combustion efficiency and low 
pollution are important. Today, flash boiling sprays are widely used to generate fine sprays in air refreshers, insect 
fighting, painting and some pharmaceutical applications. The flash boiling obtained by pressure reduction of 
compressed liquid bellow the saturation pressure.   
The flash boiling spray is generated under well determined specific thermodynamic conditions. Based on the Levy 
et al. [8] model, the process is divided into three areas. When a liquid having a high vapor pressure, in the 
container (Fig. 1 area a), is discharged to a low pressure ambient through a orifice, (i-e area). Under these 
conditions the rapid depressurization, results in a high bubbles nucleation, (point n). Vapor bubbles with radius 
𝑅𝑅𝑐𝑐𝑐𝑐 are created, and grow one towards another up to the point in which they touch each other (point t) and tear 
the liquid around them into small and relatively uniform droplets (area d). 

Figure 1. Homogenous flash boiling process sketch. 
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Bubbles nucleation 
Bubbles nucleation is one of the most important mechanisms in generation of the flash boiling spray. Depending 
on the thermodynamic conditions, two types of nucleation may occur. First, the bubbles generated on the orifice 
wall defined as a heterogeneous nucleation. Second, the bubbles nucleation occurs in the fluid bulk as known as 
homogeneous nucleation. Under homogeneous regime the bubbles nucleation rate is greater than the 
heterogeneous rate, and thus, the spray is finer [5], [7]. In addition, under this regime a simple orifice (Fig. 1) is 
required, therefore it may be applicable for fuel injection systems in engines and combustors. 
The desirable homogenous nucleation occurrence depends on two criteria based on extensive experimental work. 
The Avedisian [9] criterion is on the initial temperature, i.e. the initial temperature is higher than 90% of the critical 
temperature, 𝑇𝑇𝑖𝑖𝑖𝑖𝑖𝑖 > 0.9𝑇𝑇𝑐𝑐𝑐𝑐. In addition, Hutcherson et al. [10], [11] determined that the depressurization rate limit 

is 400 𝑀𝑀𝑀𝑀𝑀𝑀/𝑠𝑠 for homogenous nucleation.  
During the nucleation bubbles are generating in a various sizes. On each bubble two forces are acting. One, 
causing the bubble to increase, is the pressure difference across the bubble surface. Meaning, between inside 
bubble pressure, 𝑝𝑝𝑣𝑣, and liquid surrounding pressure, 𝑝𝑝𝑙𝑙. On the other hand, the bubble surface tension, 𝜎𝜎, is 
acting to shrink it, when the surface tension is calculated by Sher et al. [12] method. The critical radius is defined 
by Young–Laplace equation, Eq. 1, and determines the collapsing or bubble spontaneously growing.      

𝑅𝑅𝑐𝑐𝑐𝑐 =
2𝜎𝜎

𝑝𝑝𝑣𝑣 − 𝑝𝑝𝑙𝑙
 (1) 

The nucleation flux density is very important quantity in flash boiling sprays. The homogeneous nucleation flux 
density suggestion, in seedy state system, depends on the critical size bubbles generation quantity and the 
bubble grows rate from the critical size. Thus, the expression for number of bubbles formed during a time unit per 
unit volume is [13].  

𝐽𝐽 = 𝑁𝑁𝐴𝐴
3
2 �

3𝜌𝜌𝑙𝑙2𝜎𝜎
𝜋𝜋𝑀𝑀�3

�
1/2

𝑒𝑒𝑒𝑒𝑒𝑒 �−
16𝜋𝜋𝜎𝜎3

3𝑘𝑘𝐵𝐵𝑇𝑇𝑙𝑙[𝛾𝛾𝑝𝑝𝑠𝑠𝑠𝑠𝑠𝑠(𝑇𝑇𝑙𝑙) − 𝑝𝑝𝑙𝑙]2
� (2) 

where 𝑇𝑇𝑙𝑙 is the liquid initial temperature, 𝑝𝑝𝑠𝑠𝑠𝑠𝑠𝑠(𝑇𝑇𝑙𝑙) is the saturation pressure at initial temperature,                                    
𝛾𝛾 = 𝑒𝑒𝑒𝑒𝑒𝑒{[𝑝𝑝𝑙𝑙 − 𝑝𝑝𝑠𝑠𝑠𝑠𝑠𝑠(𝑇𝑇𝑙𝑙)]/𝜌𝜌𝑙𝑙𝑅𝑅�𝑇𝑇𝑙𝑙} and the pressure difference is obtained by Redlich – Kwong equation of state 
(EOS).   

Bubbles growth 
When stable vapor bubble is formed, it spontaneously grow. The control growth type and the bubbles growth rate 
influence the spray droplets characteristics. This bubble growth process is very complicated. The momentum and 
mass conservation are coupled and non-linear. Furthermore, at the bubble wall, between the vapor and the liquid, 
there is hydrodynamic and thermal interaction. When, the Generalized Rayleigh–Plesset equation of motion 
describe a spherical vapor bubble growth in spherical coordinates, in infinite liquid pool. 

𝑅𝑅
𝑑𝑑2𝑅𝑅
𝑑𝑑𝑡𝑡2 +

3
2 �
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 �

2

=
1
𝜌𝜌𝑙𝑙
�𝑝𝑝𝑣𝑣 − 𝑝𝑝∞ −

2𝜎𝜎
𝑅𝑅 −

4𝜇𝜇
𝑅𝑅
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 � (3) 

Where 𝑅𝑅, 𝑅̇𝑅 𝑎𝑎𝑎𝑎𝑎𝑎 𝑅̈𝑅 are radius, velocity and acceleration of the bubble radius growth respectively, and 𝑝𝑝∞ is the 
liquid pressure outside the boundary layer. Because it is not possible to solve this equation analytically without 
assumptions, the process of their growth can be divided into three stages: 

1. Inertia control growth. 
2. Coupled inertia and thermal-diffusion control growth. 
3. Thermal-diffusion control growth. 

When a bubble is formed, the temperature inside the bubble is assumed to be equal to the surrounding liquid 
temperature (𝑇𝑇𝑣𝑣 = 𝑇𝑇∞), and the pressure inside the bubble is the saturation pressure at this temperature (𝑝𝑝𝑣𝑣 =
𝑝𝑝𝑠𝑠𝑠𝑠𝑠𝑠(𝑇𝑇∞)). During the first stage of the bubble growth, the limiting factor of the bubbles growth rate is the outward 
acceleration of the liquid around it. The growth rate of the bubble has been shown by Rayleigh [14] to be at the 
form of: 

𝑅𝑅 = 𝐴𝐴𝐴𝐴 (4) 
In the final stage, the bubble becomes bigger, therefore, a larger amount of vapor is needed in order to increase 
its size. Furthermore, the pressure of the bubble decreases until it is equal to the pressure of the liquid 
surrounding (𝑝𝑝𝑣𝑣 = 𝑝𝑝∞), and the bubble temperature is according to the saturation temperature at this pressure 

�𝑇𝑇𝑣𝑣 = 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠(𝑝𝑝∞)�. As a result of the bubble growth, this layer of the surrounding liquid cools down and create a 

temperature difference. This temperature difference drives a thermal diffusion from the liquid into the bubble. 
Thus, at the third stage, the heat that can be supplied to the bubble walls is the limiting factor of the growth rate of 
the bubble. This stage of the bubble growth is shown by Plesset and Zwick [15] to be: 

𝑅𝑅 = 𝐵𝐵√𝑡𝑡 (5) 
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In the intermediate stage, the bubble grows and both the temperature and the pressure decreases. The limiting 
factor of the bubbles growth is the combination between the growth rate by inertia and the thermal diffusion. Mikic 
et al. [16] showed that the combined effects of the inertia and thermal diffusion determine the growth rate of the 
bubble: 

𝑅𝑅∗ =
2
3 �
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3
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2 − 1� 
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1
2

    

 𝐽𝐽𝐽𝐽 =
𝜌𝜌𝑙𝑙𝑖𝑖𝑖𝑖𝑖𝑖𝑐𝑐𝑝𝑝𝑖𝑖𝑖𝑖𝑖𝑖�𝑇𝑇𝑖𝑖𝑖𝑖𝑖𝑖 − 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠(𝑝𝑝∞)�

𝜌𝜌𝑣𝑣𝑛𝑛ℎ𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑖𝑖
 

(6) 

 
Figure 2. Mikic et al. [16], Plesset & Zwick [15]  and Rayleigh [14] models for predicting bubble growth in superheated R-22. 

 
A better agreement to experiments of the bubble growth rate can be achieved by using numerical models. 
Robinson and Judd [17] offered a numerical model that can solve the coupling between the three following 
equations:     

1. Generalized Rayleigh–Plesset equation, (Eq. 3). 
2. Energy conservation equation of the bubble walls: 

ℎ𝑓𝑓𝑓𝑓
𝜕𝜕
𝜕𝜕𝜕𝜕 �

4
3𝜋𝜋𝑅𝑅

3𝜌𝜌𝑣𝑣� =
1

4𝜋𝜋𝑅𝑅2 � 𝑘𝑘𝑙𝑙 �
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕�𝑟𝑟=𝑅𝑅

𝑑𝑑𝑑𝑑
𝐴𝐴𝑠𝑠

 (7) 

3. Energy equation outside the bubble: 
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 +

𝑅𝑅2

𝑟𝑟2
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 = 𝛼𝛼𝑙𝑙 �

𝜕𝜕2𝑇𝑇
𝜕𝜕2𝑟𝑟 +

2
𝑟𝑟
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕� (8) 

Eqs. (3), (7) and (8) are solved using the forth order Runga-Kutta numerical method.  

 
Figure 3. Dimensionless bubble radius and bubble vapor temperature versus dimensionless time , using Robinson and Judd 

[17] method for a few injection temperatures. 
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Energy mechanisms 
During the homogenous flash boiling generation spray process, the compressed liquid energy, in the container, is 
transformed into a several different energy mechanisms. By the energy partition model investigation, it is possible 
to examine the effect of the compressed liquid properties on the spray properties. This model is based on the 
flash boiling generation spray, the homogenous nucleation rate and Robinson and  Judd [17] numerical bubble 
growth model, With the steady state steady flow (SSSF) assumption.   
In the initial condition, when the compressed liquid is in the container (Fig. 1 area a). The liquid's energy will be its 
availability [18]: 

𝛹𝛹𝑖𝑖𝑖𝑖𝑖𝑖 = 𝑚̇𝑚𝑙𝑙𝑖𝑖��ℎ𝑖𝑖𝑖𝑖𝑖𝑖 − ℎ0� − 𝑇𝑇0�𝑠𝑠𝑖𝑖𝑖𝑖𝑖𝑖 − 𝑠𝑠0�� (9) 

where ℎ and 𝑠𝑠 are the enthalpy and the entropy respectively, the subscripts 𝑖𝑖𝑖𝑖𝑖𝑖 and 0 denotes to compressed 
liquid (container) and surrounding conditions. The mass flow rate in the orifice is: 

𝑚̇𝑚𝑙𝑙 = 𝜌𝜌𝑙𝑙𝑖𝑖𝑈𝑈�𝑖𝑖𝐴𝐴𝑁𝑁 = 𝜙̇𝜙𝑙𝑙𝑖𝑖𝐴𝐴𝑁𝑁  (10) 

Where 𝐴𝐴𝑁𝑁 is the orifice cross section area, 𝜙̇𝜙𝑙𝑙 is the mass flux and 𝑈𝑈�𝑙𝑙𝑖𝑖 is the mean flow velocity, under the 

assumption that the flow isn’t chocked.  
When the liquid flow throw the orifice, rapid depressurization occurs and linearly pressure decrease is assumed. 
In consequence of the depressurization, a massive bubble nucleation occurs. To simplify, we assume that the 
formed bubbles are spherical and with uniform arrangement, Face- Centered Cubic (FCC) (Fig. 4) and stay that 
way for all of the growth process until they touch each other at point (t) (Fig. 1). Furthermore, we assume that 
those kernels are formed in a uniform flow cross section, with width unit sell of (a) (Fig. 4). Also, we assume that 
the flow is adiabatic, meaning that there is no heat transfer from the liquid to the orifice walls and there is no 
relative flow between the bubbles and the liquid.   

 
Figure 4. Face-Centred Cubic (FCC) unit cell. 

According to those assumptions, the distance between the bubbles, 𝑙𝑙, is constant and can be evaluated the 
following way.  

𝑙𝑙 = �
𝑈𝑈�𝑖𝑖
𝐽𝐽
�
1/4

 (11) 

 

During the process, from the moment the bubbles are formed (n) until the moment they touch each other (t) 
(areas n and t), the energy can be expressed by using the following mechanisms: 

• The flow kinetic energy flux of the orifice entrance: 

𝐸𝐸𝑘𝑘′′(𝑡𝑡) = 𝜙̇𝜙𝑙𝑙𝑖𝑖
𝑈𝑈�(𝑡𝑡)2

2  (12) 

• The evaporation energy flux of the liquid into the bubbles:  

𝐸𝐸ℎ𝑛𝑛
′′ =

𝑁̇𝑁
𝐴𝐴𝑁𝑁

�
4
3𝜋𝜋𝑅𝑅0

3𝜌𝜌𝑣𝑣𝑛𝑛ℎ𝑓𝑓𝑔𝑔𝑛𝑛 + �𝑚̇𝑚𝑒𝑒𝑒𝑒𝑒𝑒(𝑡𝑡)ℎ𝑓𝑓𝑓𝑓(𝑡𝑡)𝑑𝑑𝑑𝑑
𝑡𝑡

0

� (13) 

• The mechanical work invested when the bubbles push the liquid while growing: 

𝐸𝐸𝑝𝑝′′(𝑡𝑡) = 4𝜋𝜋
𝑁̇𝑁
𝐴𝐴𝑁𝑁

� 𝑝𝑝𝑙𝑙(𝑡𝑡)𝑟𝑟2𝑑𝑑𝑑𝑑

𝑅𝑅(𝑡𝑡)

0

 (14) 

• The bubbles surface tension energy in the liquid a moment before the explosion: 

𝐸𝐸𝜎𝜎′′(𝑡𝑡) = 𝑁̇𝑁4𝜋𝜋𝜋𝜋𝜋𝜋(𝑡𝑡) (15) 
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Spray characteristic 
After the bubbles touch each other, they explode and spread the liquid between them into a little droplets, so the 
spray is created (area d). Assuming that the number of bubbles is equal to the number of droplets, by mass 
conservation at the liquid phase, it is possible to evaluate the average radius of the formed droplets. 
 The efficiency of the process is defined by the following [1]:  

𝜂𝜂 =
𝐸𝐸𝜎𝜎𝑑𝑑

𝛹𝛹𝑖𝑖𝑖𝑖𝑖𝑖 − 𝛹𝛹0
 (16) 

 When the droplets surface tension energy defined by: 

𝐸𝐸𝜎𝜎𝑑𝑑
′′ = 4𝜋𝜋𝜎𝜎𝑑𝑑��

𝐷𝐷𝑗𝑗
2 �

2𝑁̇𝑁

𝑗𝑗=1

 (17) 

Results and discussion 
At the following, we can see the dimensionless energy distribution of various mechanisms from the bubbles 
formation, point (n) until they touch each other, point (t). It is obtained based on the bubbles formation rate and 
the bubble growth rate model. 
At the following figure, we can see the dimensionless energy distribution as function of the dimensionless time, for 
injection temperature 𝑇𝑇𝑖𝑖𝑖𝑖𝑖𝑖 = 340 𝐾𝐾, meaning 93% of the critical temperature. A large part of the energy is 

converted into kinetic energy, to move the liquid throw the orifice as a result of the pressure differences.  

 
Figure 5. Dimensionless energy distribution as function of dimensionless time, from the bubbles formation, point (n) until they 

touch each other, point (t), for injection temperature 𝑇𝑇𝑖𝑖𝑖𝑖𝑖𝑖 = 340 𝐾𝐾. 

The following figures present the dimensionless energy distribution as function of the dimensionless temperature. 
In the left side (Fig 6.a) at the bubbles formation moment, point (n), and in the right side (Fig 6.b) the moment the 
bubbles touch each other, point (t). 
Most of the energy is converted into evaporation of the bubbles during their growth. Also, a significant amount of 
energy is wasted when the bubbles push the liquid around them. Furthermore, a small amount of energy is 
accumulated in the surface tension of the bubbles. Another interesting thing that can be concluded is that the 
energy of the different mechanisms increases with the liquid injection temperature.         
                                                     (a)                                             (b) 

  
Figure 6. Dimensionless energy distribution as function of the dimensionless temperature. In (a), at the bubbles formation 

moment and in (b), at the moment the bubbles touch each other. 
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Fig. 7.a shoes the average droplets diameter and Fig. 7.b presents the process efficiency as function of the 
dimensionless temperature for 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐹𝐹2, Chlorodifluoromethane (R-22). It is possible to distinguish that the 
droplets radius reduces linearly when the temperature increases.    
                                                     (a)                                          (b) 

  
Figure 7. Average droplets diameter (in a) and process efficiency (in b) as function of the dimensionless temperature. 

Conclusions 
The current model present the energy distribution along the jet breaking process into a spray using homogenous 
flesh boiling. The model can evaluate changes of energy as a result of condition changes or the compressed 
liquid characteristics. Furthermore, the model can evaluate the sprays droplet radius. Using an experiment 
comparison allows to add a correction factor for the models assumptions. Homogeneous nucleation can be used 
in injection systems, such as combustors and engines because it can be achieved using a simple atomizer 
construction 

 

Nomenclature 
𝐴𝐴𝑁𝑁 Orifice cross section [𝑚𝑚2] 
𝐷𝐷 Diameter [𝑚𝑚] 
ℎ Enthalpy [𝐽𝐽 𝑘𝑘𝑔𝑔−1]  
𝐽𝐽 nucleation rate [𝑛𝑛 𝑚𝑚−3𝑠𝑠−1] 
𝐽𝐽𝐽𝐽 Jacobs number [– ] 
𝑘𝑘 Thermal conduction [𝑊𝑊 𝑚𝑚−1𝐾𝐾−1]  
𝑘𝑘𝑏𝑏 Boltzmann constant [𝐽𝐽 𝐾𝐾−1] 
𝑙𝑙 Length between bubbles [𝑚𝑚] 
𝑚̇𝑚 Mass flow rate [𝑘𝑘𝑘𝑘 𝑠𝑠−1] 
𝑀𝑀�  Molar mass [𝑘𝑘𝑘𝑘 𝑚𝑚𝑚𝑚𝑙𝑙−1] 
𝑁𝑁𝐴𝐴 Avogadro number [– ] 
𝑝𝑝 Pressure [𝑃𝑃𝑃𝑃]  
𝑅𝑅 Bubble radius [𝑚𝑚] 
𝑅𝑅� Gas constant [𝐽𝐽 𝐾𝐾−1 𝑘𝑘𝑘𝑘−1] 
𝑠𝑠 Entropy [𝐽𝐽 𝑘𝑘𝑔𝑔−1𝐾𝐾−1] 
𝑇𝑇 Temperature [𝐾𝐾]  
𝑡𝑡 Time [𝑠𝑠] 
𝑈𝑈� Average velocity [𝑚𝑚 𝑠𝑠−1] 
 
𝜃𝜃 Dimensionless temperature [−] 
𝜇𝜇 Dynamic viscosity [𝑃𝑃𝑃𝑃 𝑠𝑠] 
𝜌𝜌 Density [𝑘𝑘𝑘𝑘 𝑚𝑚−3] 
𝜎𝜎 Surface tension [𝑁𝑁 𝑚𝑚−1] 
𝜙̇𝜙 mass flux [𝑘𝑘𝑘𝑘 𝑠𝑠−1 𝑚𝑚−2] 
Ψ Availability [𝑊𝑊] 

Indices 
𝑐𝑐𝑐𝑐 Critic 
𝑑𝑑 Droplets 
ℎ𝑛𝑛 Evaporation energy 
𝑖𝑖𝑖𝑖𝑖𝑖 Injection 
𝑘𝑘 Kinetic energy 
𝑙𝑙 Liquid 
𝑛𝑛 Nucleation 
𝑝𝑝 Mechanical work 
𝑠𝑠𝑠𝑠𝑠𝑠 Saturation  
𝑡𝑡 Bubble exploding 
𝑣𝑣 Vapor 
 
0 Surrounding conditions 
∞ Outside of the boundary layer  
∗ Dimensionless 
𝜎𝜎 Surface tension energy 
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Abstract 
Diesel spray modelling still remains a challenge, especially in the dense near-nozzle region. This region is difficult 
to experimentally access and also to model due to the complex and rapid liquid and gas interaction. Modelling 
approaches based on Lagrangian particle tracking have struggled in this area, while Eulerian modelling has proven 
particularly useful. An interesting approach is the single-fluid diffuse interface model known as Σ-Y, based on scale 
separation assumptions at high Reynolds and Weber numbers. Liquid dispersion is modelled as turbulent mixing 
of a variable density flow. The concept of surface area density is used for representing liquid structures, regardless 
of the complexity of the interface. 
In this work, an implementation of the Σ-Y model in the OpenFOAM CFD library is applied to simulate the ECN 
Spray A in the near nozzle region, using both RANS and LES turbulence modelling. Assessment is performed with 
measurements conducted at the Advanced Photon Source at Argonne National Laboratory (ANL). The ultra-small-
angle x-ray scattering (USAXS) technique has been used to measure the interfacial surface area, and x-ray 
radiography to measure the fuel dispersion, allowing a direct evaluation of the Σ-Y model predictions.  

Keywords  
Sprays, Diesel, atomization, CFD, OpenFOAM, X-ray 

Introduction 
Fuel injection and subsequent spray development are critical factors for charge preparation, combustion 
development and pollutants formation in engines. The liquid atomization process occurs at extremely small length 
scales and high speeds in current injection systems, which complicates both the investigation and modelling of 
spray flow, especially in the near-nozzle region. The lack of optical accessibility, except by means of special 
diagnostic techniques [1][2], hinders the flow characterization and the development of predictive primary 
atomization models. 
The common spray modelling approaches, based on the representation of the liquid phase using a Lagrangian 
framework [3], are not well suited to represent this dense region, while fully Eulerian approaches have recently 
shown their potential to simulate near-nozzle physics [4][5]. Complex modelling techniques devoted to capturing 
the liquid-gas interface [6][7][8] have been successfully applied to simulate initial spray development, but the 
computational requirements can make those calculations impractical for spray applications in combustion systems 
due to high Reynold and Weber numbers. 
Under these conditions, one may assume a separation of the large scale flow features, such as mass transport, 
from the atomization process occurring at smaller scales, as proposed in[9][10]. Then large scale liquid dispersion 
can be modelled as the turbulent mixing of a variable density fluid. For atomization, the surface density concept is 
introduced in order to evaluate the mean size of liquid fragments, assuming that interfacial details are smaller than 
the mesh size. The end result is a diffuse-interface treatment in an Eulerian framework. This framework is naturally 
extensible to near critical or super-critical regimes [11]. Rather than directly tracking the unresolved interface 
features, they are modelled in an Eulerian framework.  
These diffuse-interface Eulerian spray models have two common elements: a model for the transport of liquid (or 
gas) and a model for the evolution of the interfacial surface area. The density of interfacial area is typically denoted 
by Sigma (Σ) while the liquid fraction is denoted by Y. Hence, we refer to the strictly Eulerian model as a Σ-Y 
approach, in contrast to ELSA (Eulerian-Lagrangian Spray Atomization), which includes a transition to Lagrangian 
particle tracking [12][13]. 
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The transport of the liquid employs mass-averaged convection along with turbulent mixing. This model is derived 
from basic Favre averaging or LES filtering [14]. Thus, the accuracy of the liquid fraction transport is largely 
dependent on the accuracy of the two-phase turbulent modelling. Despite the challenges of such modelling, there 
is at least an extensive theoretical basis to deal with the unclosed terms, putting the Y transport equation on a much 
firmer foundation than the interfacial evolution. 
However, the model for the interface evolution is somewhat more speculative, with several unclosed terms [15]. 
There are several interface modelling approaches that have been applied to sprays as researchers have explored 
competing ideas of how these terms should be treated [10][7][15]. 
In this paper, the Σ-Y model is evaluated in diesel sprays near-nozzle region by comparing its predictions with 
experiments conducted at Argonne National Laboratory (ANL) within the Engine Combustion Network (ECN) 
framework [16]. Those experiments provide unique data using x-ray radiography [1] and the recently developed 
ultra-small-angle x-ray scattering (USAXS) [17]. 
Previous works [4][18][19] have shown liquid spray dispersion predictions compared to x-ray radiography data, and 
the noticeable effect of the turbulence model in those RANS based simulations. In this paper, a LES approach is 
also applied and its impact on spray dispersion is evaluated. 
The interfacial density predictions have rarely been validated, and these validations have been in the context of 
downstream drop size [20][21], which is not ideal since we wish to avoid the assumption that the liquid is in the form 
of droplets. A few prior examples used DNS simulations [7] for validation, and in this paper the validation is 
performed via USAXS measurements, which directly measures the interfacial surface density. In this work, the 
formulation proposed by [22] has been assessed and compared with recent modelling results [23]. 
In summary, we wish to validate the transport of liquid mass and assess when the model for interfacial evolution is 
accurate. 
 
Experimental methodology 
Two different techniques, developed and performed at the Advanced Photon Source at ANL, have been applied in 
order to characterize diesel spray structure: X-ray radiography and Ultra-small angle x-ray scattering (USAXS) 
The x-ray radiography [24] experiments provide a path-length-integrated measure of the fuel density along one 
beam path through the spray. To measure the spatial distribution of the fuel, a two-dimensional raster-scan 
approach is used, with each point measured from a different set of spray events. To further improve the signal/noise 
ratio in the final data, each data point is an average of 128-256 individual spray events. As such, the final data 
represent the ensemble averaged three-dimensional fuel density projected onto a plane. The fuel distribution data 
are thus reported as a Projected Mass Density (PMD), providing valuable information concerning liquid spray 
dispersion. 
The USASX technique was used in order to evaluate interfacial surface area [17], due to its ability to interrogate 
the dense region and provide quantitative information about the complex interface without resorting to the 
assumption that the liquid is in the form of droplets. In performing these experiments, the Bonse-Hart instrument at 
the 9-IDbeamline measures the scattering intensity, Iscat (q), for a wide range of scattering vectors, q [25]. A beam 
of x-rays at 17.9 keV is first shaped into a 100 × 500 μm H × V spot with a set of high precision 2D slits. The 
incoming beam is collimated with a pair of Si (220) crystals before impinging on the spray, from which the incident 
x-rays scatter at small angles. The scattered x-rays are filtered downstream with a pair of Si (220) analyzer crystals, 
and the scattered photons are measured with a detector. The pair of analyzer crystals is rotated to measure the 
transmitted beam intensity as a function of scattering vector. The scattering vector was varied between 1 × 10-4 Å-

1<q <1 × 10-2 Å-1 with a step size of 1 × 10-5 Å-1 at low q, with increasing step size for larger q. The scattering 
intensity as a function of q was measured at axial distances ranging from 1 to 20 mm downstream of the injection 
nozzle, at the centerline of the spray. Once Iscat (q) is known, the differential cross-section may be calculated, and 
related to the total shape and surface area per volume of fuel droplets, with post-processing performed using the 
Irena data analysis package [26]. 
A solenoid diesel injection nozzle provided by the Engine Combustion Network (ECN); the single-hole Spray A 
210675 nozzle, with a nominal hole diameter of 90 μm, was investigated. The injector was mounted horizontally in 
a 0.5 L vessel pressurized with N2 gas, which also supplied a purge flow of approximately 4 standard L/min in order 
to inhibit droplet accumulation within the domain during measurements. 
In order to provide useful data for comparison with other ECN experiments, the experimental conditions have been 
matched as closely as possible to the ECN Spray A specification [16].The specified injector, fuel, rail and injections 
line were used, but ambient gas is at room temperature instead of the prescribed high-temperature (900 K). The 
current experiments have, however, matched the ambient density of the Spray A specification, at the expense of 
not matching the ambient pressure; density is expected to be a more critical parameter in fuel-air mixing than 
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pressure [27]. In addition, two additional injection pressures and one ambient pressure were also consider for the 

USAXS experiments, as shown in Table 1. 
Table 1. Operating conditions in experiments 

Injector  Rail Pressure (bar) Chamber Pressure (bar) 

Spray A 210675 1500 6.7 

Spray A 210675 1500 1000 500 20 

 
Modelling approach 
To track the dispersion of the liquid phase an indicator function is used, taking a value of unity in the liquid phase 
and zero in the gas phase. The liquid volume fraction is denoted as 𝒀𝒀�, and the mass-averaged fraction is defined 

as 𝒀𝒀� = 𝝆𝝆𝝆𝝆���� 𝝆𝝆�⁄ . Favre averaging or filtering the transport equation for the liquid mass fraction yields Eq. (1). 

𝝏𝝏𝝆𝝆�𝒀𝒀�
𝝏𝝏𝝏𝝏 +

𝝏𝝏𝝆𝝆�𝒖𝒖𝒊𝒊�𝒀𝒀�
𝝏𝝏𝒙𝒙𝒊𝒊

= −
𝝏𝝏𝝉𝝉𝒚𝒚𝒚𝒚
𝝏𝝏𝒙𝒙𝒊𝒊

 
(1) 

The turbulent diffusion liquid flux term 𝝉𝝉𝒚𝒚𝒚𝒚, captures the effect of the relative velocity between the two phases [14]. 

This term is modelled using a standard turbulent gradient flux model, which successfully worked for Diesel spray 
compared to DNS results [15]. 
Under the assumption that the two phases form an immiscible mixture, the mass-averaged value of the indicator 
function is related to the density by Eq. (2). An equation of state is then assigned to each phase. The gas phase 
obeys an ideal gas law, that the liquid phase maintains a constant linear compressibility, and that both phases 
experience the same pressure. 

𝟏𝟏
𝝆𝝆� =

𝒀𝒀�
𝝆𝝆𝒍𝒍

+
𝟏𝟏 − 𝒀𝒀�
𝝆𝝆𝒈𝒈

 
(2) 

To close the above system of equations, the temperature is obtained from a bulk mixture enthalpy equation, 
whereℎ𝑙𝑙 and ℎ𝑔𝑔 denote the enthalpy of the liquid and gas phases respectively: 

𝒉𝒉(𝑻𝑻) = 𝒀𝒀� ∙ 𝒉𝒉𝒍𝒍(𝑻𝑻) + �𝟏𝟏 − 𝒀𝒀�� ∙ 𝒉𝒉𝒈𝒈(𝑻𝑻) (3) 

The solution of the above equations fully characterizes the large-scale bulk motion of the flow. Conversely, the 
small scale atomization is modelled by solving a transport equation for the evolution of the interphase surface area 
density, Sigma (Σ). This surface density is based on Vallet and Borghi [9] formulation, which includes source terms 
to account for generation due to the growth of fluid instabilities (i.e. Kelvin-Helmholtz) and the destruction of surface 
due to droplet coalescence (in the case of dispersed flow). However, the most common form for the combination of 
these two source terms is the restoration to an equilibrium value (Σ�𝑒𝑒𝑒𝑒) or critical surface density to which the local 

surface density is driven [7][21]: 

 
The Σ�𝑒𝑒𝑒𝑒, already mentioned, is computed from an equilibrium Weber number [22], instead of using an equilibrium 

droplet radius, as in a recent work [23], in order to avoid any kind of assumption of spherical droplets. 

𝜮𝜮�𝒆𝒆𝒆𝒆 = 𝜶𝜶𝟐𝟐
(𝝆𝝆𝒍𝒍 + 𝝆𝝆𝒈𝒈)𝒀𝒀�(𝟏𝟏 − 𝒀𝒀�)𝒌𝒌�

𝝈𝝈  
(5) 

Then, the coefficient 𝑪𝑪𝚺𝚺 is modeled as the inverse of the turbulent time scale: 

𝑪𝑪𝚺𝚺 = 𝜶𝜶𝟏𝟏
𝜺𝜺�
𝒌𝒌�

 (6) 

Note the presence of the two modelling constants (𝜶𝜶𝟏𝟏, 𝜶𝜶𝟐𝟐), by default equal to 1.0 [15][22], which should be 
calibrated. 
Finally, as can be seen all the source terms that are involved in this equation are proportional to the interface surface 
density. As a result, there will be no production if there is no interface. Therefore, a proper initialization should be 
made by means of the term 𝑺𝑺𝚺𝚺𝒊𝒊𝒊𝒊𝒊𝒊𝒊𝒊. For that purpose, another update is presented in this work with respect to [23] in 

order to prevent any possible grid dependency. In a similar way as in [7], the initialization corresponds to a 
production due to the liquid/gas mixing process: 

𝝏𝝏𝜮𝜮�
𝝏𝝏𝝏𝝏 +

𝝏𝝏𝒖𝒖𝒋𝒋�𝜮𝜮�
𝝏𝝏𝒙𝒙𝒋𝒋

−
𝝏𝝏
𝝏𝝏𝒙𝒙𝒋𝒋

�𝑫𝑫𝜮𝜮
𝝏𝝏𝜮𝜮�
𝝏𝝏𝒙𝒙𝒋𝒋

� − 𝑪𝑪𝜮𝜮𝜮𝜮� �𝟏𝟏 −
𝜮𝜮�
𝜮𝜮�𝒆𝒆𝒆𝒆

� − 𝑺𝑺𝜮𝜮𝒊𝒊𝒊𝒊𝒊𝒊𝒊𝒊 = 𝟎𝟎 
(4) 

100

http://creativecommons.org/licenses/by-nc-nd/4.0/


ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain 

 

This work is licensed under a Creative Commons 4.0 International License(CC BY-NC-ND 4.0). 

EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA 

𝚺𝚺𝐢𝐢𝐢𝐢𝐢𝐢𝐢𝐢 = 𝟐𝟐𝝆𝝆�
𝛎𝛎𝐭𝐭
𝑺𝑺𝑺𝑺

𝟔𝟔𝝆𝝆�
𝝆𝝆𝒍𝒍𝝆𝝆𝒈𝒈𝒍𝒍𝒕𝒕

𝝏𝝏𝒀𝒀�
𝝏𝝏𝝏𝝏

𝝏𝝏𝒀𝒀�
𝝏𝝏𝝏𝝏 , 𝒊𝒊𝒊𝒊 𝒀𝒀��𝟏𝟏 − 𝒀𝒀�� ≤ 𝟎𝟎.𝟎𝟎𝟎𝟎𝟎𝟎 (7) 

𝚺𝚺𝐢𝐢𝐢𝐢𝐢𝐢𝐢𝐢 = 𝟐𝟐
𝛎𝛎𝐭𝐭
𝑺𝑺𝑺𝑺

𝚺𝚺�

𝒀𝒀��𝟏𝟏 − 𝒀𝒀��
𝝏𝝏𝒀𝒀�
𝝏𝝏𝝏𝝏

𝝏𝝏𝒀𝒀�
𝝏𝝏𝝏𝝏 ,𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐  

 

(8) 

The previously described model equations have been implemented into a solver [20] constructed by using the 
OpenFOAM [28] CFD libraries.  
 
Computational model set-up 
The calculations have been performed for the ECN Spray A using a 3-D computational domain with 80 mm length 
and 25 mm in radius. The mesh is structured with non-uniform grid resolution. There are 20 cells along the orifice 
diameter, keeping an aspect ratio close to one in the near nozzle region and is stretched in axial and radial 
directions. This mesh construction is the result of different sensitivity studies previously performed, including an 
evaluation of nozzle resolution [29]. 
The boundaries included non-slip conditions for the walls and non-reflective conditions for the open-ends. The inlet 
boundary condition uses the measured mass-flow rate in order to get the bulk injection velocity. LES cases use a 
specific inlet condition in order to generate turbulent fluctuations with a given statistical profile, based on the 
proposals by [30][31] and following the method described in [32]. The characteristic correlation length scale is twice 
the orifice grid resolution in order to resolve the generated eddies. The initial fluctuation level can be imposed over 
the mean velocity profile. This inlet profile is then rescaled in order to obtain the prescribed bulk injection velocity 
at each time-step. 
The turbulent flow field for RANS is solved by a standard k-ε model with a round-jet corrected value (1.6) for the 
C1ε constant [33], which provided good results for spray near [4] and far-field [20]. An eddy-viscosity based sub-grid 
model, derived from the analysis of the singular values of the resolved velocity gradient tensor [34], is used for LES 
cases. Time derivative terms are solved by a first order Euler scheme for RANS cases while LES uses a second-
order backward scheme. Divergence terms are solved by a Gamma NVD scheme for both turbulence modelling. 
 
Liquid spray dispersion: Projected mass density results 
Previous work has shown the Σ-Y RANS predictions compared to x-ray data [18][29]. Figure 1 shows projected 
mass density (PMD) at different axial locations downstream the nozzle. Note that the experimental profiles have 
been shifted to be centred at the axis in order to avoid the effect produced by the offset of the orifice outlet with 
respect to the needle axis in this injector (Serial# 210675). It is shown in this figure that the Σ-Y model is able to 
predict the shape of the PMD distributions in the near-nozzle region. The model captures the measured PMD data 
both in peak and radial dispersion at 0.1 and 2 mm sections but lower accuracy is achieved downstream. At 6 mm 
the PMD is over-predicted, however the spray width is well captured.  
Two different inlet boundary condition were used in the RANS simulations: a mapped boundary condition, where 
all flow variables were taken from previous nozzle flow calculations [18], and a constant radially averaged outlet 
profile, which will be used to compare with LES cases. 

 

Figure 1. Measured and computed PMD at 0.1, 2 and 6 mm downstream the nozzle exit. Pinj = 150 MPa, ρamb = 22.8 kg/m3 
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LES simulations have been initially performed with a turbulent intensity of 5-percent and 1/7th power law mean 
velocity profile, as suggested in different LES Diesel spray simulations [11][35]. A single realization was run and 
time-averaging was performed from 0.5ms after the Start of Injection, during the quasi-steady period, as in x-ray 
experiments [24]. Figure 2 shows the instantaneous and averaged liquid mass fraction. The LES resolution is 
assessed by the ratio of SGS flow energy over total turbulent kinetic energy (modelled plus resolved). According to 
the criteria proposed in [36], this ratio (M) should be less than 20%, which is accomplished in the simulations, as 
shown in RHS picture of Figure 2, within the region of interest for assessment. 
 

   

Figure 2. Cut-plane through spray axis showing instantaneous (left) and time-averaged (centre) liquid mass fraction. Modelled-
to-total flow kinetic energy ratio M (right). Isolines of 1% Y (white) and YMean (red). Arrow in right image is 15 mm length. 

 
The PMD from time-averaged LES data are presented in Figure 3. This figure also includes results using the same 
mean velocity profile (top-hat) and turbulent intensity for both RANS and LES calculations. It is shown that LES 
captures PMD at the nozzle exit, but under-predicts at 2 mm downstream, and better results are obtained at 6 mm, 
contrary to RANS, independently of the mean exit profile used (i.e. top-hat and power-law). This indicates that spray 
dispersion is over-predicted in the near-nozzle (~2 mm) in LES calculations and the effect of the nozzle exit profile 
is reduced. Notice that the same mass and momentum flux is injected for both cases. 
According to this result, the impact of fluctuations intensity was assessed in LES calculations. In this case a 3-
percent turbulence intensity, which corresponds to the outlet condition of a k-ω SST RANS nozzle flow simulation 
[19], has been used. Figure 4 shows a noticeable effect on PMD results when modifying initial fluctuations level, 
which have not been observed in previous RANS calculations [29]. It is shown that both 2 and 6 mm profiles 
predictions are improved with this lower fluctuation level boundary condition. 
 

 

Figure 3. Measured and computed PMD at 0.1, 2 and 6 mm downstream the nozzle exit for RANS and LES simulations. Pinj = 
150 MPa, ρamb = 22.8 kg/m3 
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Figure 4. Measured and computed PMD at 0.1, 2 and 6 mm downstream the nozzle exit. Impact of turbulence intensity I in LES 
calculations. Pinj = 150 MPa, ρamb = 22.8 kg/m3 

 
Figure 5 shows the Transverse Integrated Mass (TIM) which is obtained from the integral of the PMD across the 
transverse position for each axial location [1]. TIM is related to spray dispersion, so higher TIM indicates faster 
mixing [18]. It is shown that RANS modelling tends to increasingly over-predict TIM from the nozzle exit and thus 
spray mixing, while LES calculations are closer to experimental data up to 6 mm. Downstream of this position TIM 
is over-predicted for both turbulence modelling approaches and also other works [4], but LES modelling has the 
potential to improve the predictions using lower turbulence intensity boundary conditions. 
 

 

Figure 5. Measured and computed TIM along the spray axis RANS and LES simulations. Pinj = 150 MPa, ρamb = 22.8 kg/m3 

 
Spray atomization: Surface density results 
As explained in the modelling approach section, the two modelling constants of the surface density equation should 
be calibrated. The expertise acquired recently [23] suggests the capital importance of the 𝜶𝜶𝟐𝟐 constant while 𝜶𝜶𝟏𝟏 

effects (with a value in the vicinity of 1.0) could be negligible. Thus, the fist constant has been set to unity and the 
calibration of 𝜶𝜶𝟐𝟐 parameter has been made. The starting point is an evaluation of the results achieved with the 𝜶𝜶𝟏𝟏 

values obtained for limiting conditions of the critical Weber number from [35] (Wec ~ 6-15), see Table 2: 

Table 2. Reference studies conducted for the interphase surface density equation setup 

Case α1[-] α2[-] 
Reference 1 1.0 0.16 
Reference 2 1.0 0.06 
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In Figure 6, the results for the two reference cases evaluated are plotted on the left. It is shown both, the CFD 
surface area (solid line) and the equilibrium value (pointed line) together with the experimental measurements (black 
dashed line). These configurations over-predict the surface area results and it is clear that a lower 𝛼𝛼2 value is 
needed to be able to match these measurements. Then, four more simulations are conducted with the following 
values for the second parameter: 0.04, 0.035, 0.03 and 0.02, these new predictions are depicted in Figure 6, on the 
right. It can be seen the great scalability achieved for the surface density predictions as well as the most suitable 
𝛼𝛼2 constant value. According to the results, the experimental axial profile is almost completely matched with a 
parameter value of 0.035. As a result, it is chosen as the optimum for the following calculations. 
 

 
Figure 6. Projected surface area results at 1.5ms after SOI for different values of the second modelling constant. Pinj = 100 

MPa, ρamb = 22.8kg/m3 

 
Finally, the optimum chosen setup is evaluated at the different operating conditions available. These results are 
depicted again at 1.5ms after SOI in Figure 7. The influence of injection pressure is shown on the left while the back 
pressure effect, i.e. ambient density, is shown on the right. Experimental trends are well reproduced; decreased 
injection pressure decreases the surface area profile, as well as the location at which the maximum occurs. 
However, a little deviation from the experimental data is noticeable for high and low injection pressure conditions. 
On the other hand, quite remarkable performance is achieved for low ambient density case, which clearly improves 
recent predictions [23]. 
 

 
Figure 7. Projected surface area results at 1.5ms after SOI for optimum set-up. The computational predictions are the 

continuous lines and the experimental measurements are the dashed lines. 

 
Conclusions 
This paper presents an assessment of the Σ-Y model in the near-nozzle region of the ECN spray A. Unique 
experimental techniques performed at Argonne NL, namely x-ray radiography and USAXS, have been used to 
perform a direct evaluation of the model predictions. 
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It is shown that the model is able to capture liquid spray dispersion in the near nozzle region, using previous RANS 
and newly performed LES calculations. Spray dispersion predictions accuracy can be improved by LES modelling, 
thought noticeably sensitivity to inflow turbulence intensity levels has been observed, which requires further insight. 
The interfacial surface evolution model has been directly compared to measurements obtained using USAXS 
technique. A new formulation for critical surface density has been used and the model was calibrated in a single 
operation point. Without further adjustment the model was able to fairly predict injection pressure variations, and 
especially lower ambient density condition, improving previous formulation results. 
In order to perform further model evaluation and confirm predictive capabilities, different operating conditions and 
injectors must be considered. 
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Abstract 
Diesel fuel consist of several hundreds of substances on organic basis. Experimental and numerical investigations 
of this multicomponent fuel are hard to interpret in detail, since the behavior of the multicomponent mixture is 
complex. Physical and chemical data of this system is not available under engine relevant conditions. Instead, 
fundamental research substitutes diesel with pure substances, where a big database exists.  
Prior work already showed, that overall spray propagation (including vapor phase) is nearly independent on the 
injected fuel. This is due to the high air entrainment at present diesel engine conditions (very high injection pressure 
and dense ambient atmosphere). The high air entrainment shortly behind the nozzle exit (within the first 5 mm 
penetration) creates a situation where properties of the ambient gas dominate the spray propagation resulting in 
similar mass and momentum distributions even for different fuels, if the injection conditions are kept constant. On 
the other hand, the liquid length is clearly different for different fuels, so that location and time of the phase change 
differ with consequences on the time available for mixture formation in the gas phase. The paper describes the 
liquid length as a function of the enthalpy necessary for the phase transition (given by the fuel and fuel temperature 
at injection) and the injection conditions (ambient gas properties, injector design and injection pressure). We 
compare two different models describing the enthalpy balance. Siebers et al. presented “Model I”, where mass 

transfer dominates the enthalpy transfer and evaporation takes place. In our own “Model II” evaporation is 

suppressed, resulting in a heat transfer driven enthalpy transfer without mass transport. The calculations are 
validated with experimental data.  
The liquid length is optically accessible by Mie-Scattering imaging techniques, the complete spray evolution by 
Schlieren technique. The experimental study was carried out in the high-pressure combustion vessel “OptiVeP” at 

FAU. The data shown in this paper derived from measurements with dodecane injected at 1200 bar into 613 K 
ambient. The ambient pressure varies from 1 – 10 MPa. A Continental research injector with a 115 µm hole and 
L/D of 6.5 was used. Nitrogen atmosphere suppressed ignition. 
Increasing the ambient pressure leads to a change in the mechanism in phase transition. It switches from a mass 
transfer dominated regime to a heat transfer dominated regime at high ambient pressures. 

Keywords 
Diesel, liquid-penetration, enthalpy 

Introduction 
Diesel injection is in focus of research for many years now, but still basic parameters like the liquid length are not 
physically described yet. One problem is that no fluid data of multicomponent systems under relevant ambient 
conditions are available. Thus, research often substitutes diesel with pure substances like dodecane. 
Dennis Siebers delivered the most comprehensive description of diesel fuel injection in the late 90s. He summarized 
his findings in his scaling law [2], which will be reviewed later on. During the injection a momentum transfer from 
fuel to entrained air occurs. The spray velocity decreases with increasing mass of entrained air. The amount of 
entrained air is very high. Yue et al. showed with x-ray absorption, that the fuel volumetric fraction on the spray axis 
decreases to 0.8 at 1mm distance to the nozzle and to 0.2 at 6 mm to the nozzle [3]. Leick et al. confirmed the 
results with a similar technique under modern diesel relevant ambient conditions (ρa = 21.7 kg/m³; pinj = 135 MPa) 
[4]. Riess et al. extended this view and showed that the extreme high air entrainment is fuel independent. They 
investigated different Diesel-Ethanol blends with Raman spectroscopy, where local substance amount ratios can 
be determined. They found similar high air entrainment ratios and additionally showed that mixture formation is 
independent from the fuel, which results in similar penetration curves for all blends and pure substances in Schlieren 
measurements. The maximum liquid penetration from the orifice, though is strongly determined by the fuel [5]. This 
maximum liquid length is called “liquid length” further on in this paper, see Figure 2. 
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Volume and momentum balance 
Naber and Siebers formulated a momentum model for a full diesel spray under non-vaporizing conditions, that 
explains the fuel independency from Riess et al. [1, 5]. His schematic view is drawn in Figure 1. The momentum 
source is the fuel injection with mass rate 𝑚̇𝑓 and exit velocity 𝑢0. The momentum is transferred to the entrained air 

𝑚̇𝑎. The spray velocity 𝑢(𝑥) is decreasing with distance to the orifice and thus with increasing entrained air mass. 

𝑚̇𝑓 ∙ 𝑢0 = (𝑚̇𝑓 + 𝑚̇𝑎) ∙ 𝑢(𝑥) = 𝑐𝑜𝑛𝑠𝑡.  (1) 

 
Since the fuel volume in the spray is negligible small, the spray cross section that is covered by fuel Af is also 
negligible [5]. Thus the complete spray cross section can be assigned to the entrained air and the resulting air mass 
flow can be estimated from the momentum balance (1) and the continuum constraints (2) and (3). 

𝑚̇𝑓 = 𝜌𝑓0 ∙ 𝐴0 ∙ 𝑢0  (2) 

𝑚̇𝑎 = 𝜌𝑎 ∙ 𝐴(𝑥) ∙ 𝑢(𝑥)  (3) 

In this model several assumptions were made: 
1) u(x) is constant in every cross section (rectangular velocity profile in the spray) 
2) air only moves in radial direction outside the spray [6] 
3) orifice exit velocity 𝑢0, spray spreading angle 𝛼 and nozzle discharge coefficient 𝐶𝑎 are constant [5] 
4) no-slip condition between air and fuel 
5) constant ambient density 𝜌𝑎 

 
Siebers et al. defined a dimensionless orifice distance 𝑥̃ for better comparability between different ambient 
conditions (4). In addition, they defined the mass flow ratio B as function of this dimensionless distance (5). 

𝑥̃ = √
𝜌𝑎

𝜌𝑓
∙

𝑥

√𝐶𝑎∙𝑑
∙ 𝑎 ∙ tan (

𝛼

2
)  (4) 

𝑚̇𝑓

𝑚̇𝑎
≔ 𝐵 =

2

√1+16𝑥−1
  (5) 
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Figure 1. Schematic of the spray model according to Siebers [1] 
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With equation (4) the non-vaporizing spray penetration is described and equation (5) gives the according mass 
ratios. The equations also show, that the mass ratio in a certain distance x is independent from the injection 
pressure. Consequently an increase in injection pressure does not increase the air entrainment. Schlieren 
measurements from Riess et al. confirm the proposed model even for the full spray with vaporizing conditions [5]. 
The gaseous spray penetrates steadily independent from the fuels physical state, which again shows the dominating 
role of the entrained air. 
 
Calculation of the liquid length 
The liquid length L of a diesel spray is the maximum penetration of liquid fuel. Under vaporizing conditions, the 
liquid length is constant as long as the fuel mass flow is constant, see Figure 2. At this distance, enough ambient 
gas is mixed in and thus enthalpy is transported into the spray to vaporize all fuel. According to equation (5) this 
distance is assigned to a certain mass ratio. Two simplified models are considered: 
 
Calculation model I:  Mass transport is much faster than heat transfer  Fuel droplets evaporate and mass 

transport is only limited by the saturation of the ambient. The mixture temperature 𝑇𝑚𝑖𝑥 is a 
consequence of the evaporation cooling and heating due to the entrained hot ambient gas. 
(Siebers scaling law) 

 
Calculation model II: Heat transfer is much faster than mass transport  Fuel droplets do not evaporate at all until 

they have reached their phase change temperature (boiling or critical). Enthalpy is provided 
by entrained hot air. 

 

 

Figure 2. Definition of the liquid length 

Calculation model I 
The idea of Siebers’ scaling law is to search for the mass ratio at which the enthalpy balance and the resulting 
partial pressure ratios are satisfied. The general enthalpy balance for an evaporating spray is: 

𝑚̇𝑎(ℎ𝑎(𝑇𝑎, 𝑝𝑎) − ℎ𝑎(𝑇𝑎2, 𝑝𝑎2)) = 𝑚̇𝑓 (ℎ𝑓(𝑇𝑓2, 𝑝𝑓2) − ℎ𝑓(𝑇𝑓 , 𝑝𝑎))  (6) 

with the thermodynamic equilibrium at:   

𝑇𝑎2 = 𝑇𝑓2 = 𝑇𝑚𝑖𝑥  (7) 

The equilibrium pressures are equal to the partial pressures 𝑝𝑖 satisfying Dalton’s law (9): 

𝑝𝑎 = 𝑝𝑎2 + 𝑝𝑓2 = 𝑝𝑎 + 𝑝𝑓  (8) 

𝑝𝑖 = 𝑚̇𝑖 ∙
𝑍𝑖

𝑀𝑖
∙

𝑅𝑚∙𝑇𝑚𝑖𝑥

𝑉̇
   (9) 
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The scaling law assumes a much faster mass transport than heat transfer, which means, that the environment is 
always saturated of fuel vapor. Thus, the partial pressure of the fuel is equal to the saturation pressure 𝑝𝑠(𝑇) at a 
certain condition: 

𝑝𝑓 = 𝑝𝑠(𝑇𝑚𝑖𝑥)  (10) 

𝑝𝑎 = 𝑝𝑎 − 𝑝𝑠(𝑇𝑚𝑖𝑥)  (11) 

To allow a complete phase change, the enthalpy and the partial pressure balances have to result in the same value 
for the mass ratio at a certain mixture temperature Tmix and have to be solved iteratively: 
 

1

𝐵𝐿
=

𝑚̇𝑎

𝑚̇𝑓
=  

ℎ𝑓(𝑇𝑚𝑖𝑥 , 𝑝𝑠(𝑇𝑚𝑖𝑥))− ℎ𝑓(𝑇𝑓 , 𝑝𝑎)

ℎ𝑎(𝑇𝑎 , 𝑝𝑎) − ℎ𝑎(𝑇𝑚𝑖𝑥 ,(𝑝𝑎− 𝑝𝑠(𝑇𝑚𝑖𝑥)))
=  

(𝑝𝑎− 𝑝𝑠(𝑇𝑚𝑖𝑥)) ∙𝑀𝑎 ∙ 𝑍𝑓

𝑝𝑠(𝑇𝑚𝑖𝑥)∙𝑀𝑓 ∙ 𝑍𝑎
  (12) 

 
With the known mass ratio BL, equation (5) can be solved for the corresponding dimensionless distance 𝑥̃(𝐵𝐿), 
which is defined as the dimensionless liquid length 𝐿̃. 
 
Calculation model II 
The second model assumes heat transfer to be much faster than mass transport. Thus no mass transfer to in the 
vapor phase is taken into account during heating up of the fuel. Enthalpy is transferred from the ambient gas to the 
liquid fuel until its phase change temperature is reached. The same general enthalpy balance like before is valid, 
see equation (6), but the equilibrium conditions have changed: 

𝑇𝑎2 = 𝑇𝑓2 = 𝑇𝑚𝑖𝑥 = 𝑇𝑃ℎ𝑎𝑠𝑒 𝐶ℎ𝑎𝑛𝑔𝑒  (13) 

The phase change temperature can be the boiling temperature or the critical temperature. Table 1 shows some 
phase change conditions for dodecane. 

Table 1. Phase change conditions for dodecane [7] 

pphase change 1 MPa 1,5 MPa pcrit = 1,82 MPa 
Tphase change 614,5 K 643 K 658,1 K 

 
The necessary mass ration can directly be calculated from equation (6). The according liquid length 𝐿̃ is again the 
solution of equatzion (5) for 𝑥̃(𝐵 = 𝐵𝐿). 
 

1

𝐵𝐿
=

𝑚̇𝑎

𝑚̇𝑓
=  

ℎ𝑓(𝑇𝑃ℎ𝑎𝑠𝑒 𝐶ℎ𝑎𝑛𝑔𝑒 , 𝑝𝑎)− ℎ𝑓(𝑇𝑓 , 𝑝𝑎)

ℎ𝑎(𝑇𝑎 , 𝑝𝑎) − ℎ𝑎(𝑇𝑃ℎ𝑎𝑠𝑒 𝐶ℎ𝑎𝑛𝑔𝑒 ,𝑝𝑎)
  (14) 

 
Experimental methods 
The liquid length is optically accessible by Mie-Scattering imaging techniques, the complete spray evolution by 
Schlieren technique. The experimental study was carried out in the high-pressure combustion vessel “OptiVeP” at 

FAU. For more details see Riess et al. [5]. The operation point was constant at 873 K ambient temperature, 120 MPa 
injection pressure and 363 K fuel temperature in nitrogen atmosphere, whereas the ambient pressure was varied 
from 1 MPa to 9 MPa. A Continental 3 hole research injector was used. The spray spreading angles are derived 
from Schlieren images. The acquired Mie and Schlieren images where processed with a self-developed MATLAB® 
code SprayAnalysis. 
 
Results and discussion 
This section starts with basic predictions by the two models, further the predicted liquid length are compared to the 
dodecane measurements 
 
Model Prediction – Enthalpy Balance 

The fuel enthalpy developing for different ambient pressures for both calculation models is drawn in Figure 3. With 
dominating mass transport (calculation model I) drawn in Figure 3a the initial enthalpy of the fuel ℎ𝑓0 is almost 

constant with rising pressure, whereas the enthalpy needed for evaporation Δℎ𝑓 is increasing steadily. A dominating 

heat transfer (calculation model II) leads to a complete different behavior, see Figure 3b. Here the enthalpy for the 
phase change Δℎ𝑙𝑖𝑞 increases to a maximum, the decrease flats out forming a peak before a plateau. This 
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developing is a direct consequence from the shape of the phase boundary line in the H-S diagram, see Figure 4. 
Since the critical point is placed in the turning point of the phase boundary line, the phase change enthalpy has a 
maximum below the critical pressure. Simultaneously, the evaporation enthalpy Δℎ𝑉 drops to zero as the critical 
point is reached. Thus the peak is even emphasized in the overall enthalpy Δℎ𝑔𝑒𝑠. A suppressed mass transport 

demands a higher phase change enthalpy, which is mainly due to the much higher resulting mixing temperatures. 
In terms of the model assumptions these two models define upper and lower limits for the needed phase change 
enthalpy. 

  

Figure 3. Enthalpy developing over pressure for calculation model I (a) and calculation model II (b) 

Figure 4. H-S-diagram for dodecane at 873 K with data from NIST [7] 
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The peak in the enthalpy difference from calculation model II consequently results in a peak liquid length, see Figure 
5. In contrast, model I predicts a steady decrease of the liquid length over pressure. It can also be seen, that model I 
underestimates and model II overestimates the liquid length, according to the upper and lower limits, depending on 
the mechanism of phase change. Siebers already noticed that and multiplied the calculated values with a suitable 
scaling factor. The best fits to the measured data points are shown in Figure 5. At a pressure of 3 MPa a transition 
from model I to model II takes places. It even gets clearer in Figure 6, where the dimensionless liquid length is 
plotted. The peak in the dimensionless liquid length of model II cannot be reproduced experimentally. Instead, 
model I fits very well here. Above 3 MPa ambient pressure model II predicts a constant dimensionless liquid length, 
which is confirmed by the experiment. Recalling the assumptions of the calculation models, at low ambient 
pressures mass transport dominates the liquid length. With increasing ambient pressure, this changes to a heat 
transfer dominated mechanism. The transition point seems to be fuel dependent, which calculations with different 
substances suggest. With these two models an experiment can be designed to confirm this conclusion. 
Measurements with other fuels and additional isothermal rows have to be carried out to clarify the transition between 
both mechanisms.  
 

 

Figure 5. Comparison of the calculated liquid length according to model I and II with measured data of dodecane. 

 

Figure 6. Fitted dimensionless liquid length to measured data of dodecane. 
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One example of an additional isothermal row is presented in Figure 7. Dodecane was injected at 613 K ambient 
temperature. Model II fails to calculate any liquid length, because the temperature is below any phase change 
temperature at these pressures. Model I, which is expected to be predictive at low conditions, still promised a 
constant liquid length. This expectation could be confirmed in the experiment. A liquid length also occurs 
significantly below the boiling temperature, compare Table 1. 

 

Figure 7. Liquid length of dodecane - pressure variation at 613 K. 

Conclusions and outlook 
The full spray penetration under non-vaporizing and vaporizing conditions is described very well with Siebers’ 
momentum balance and is confirmed by several authors. In contrast, the resulting liquid length is still not fully 
described, although a high effort is made in this research field. Siebers’ scaling law, here called calculation model 

I, is a very good approach for low ambient pressures. The formation of a constant liquid length below boiling 
temperatures can be predicted qualitatively. The introduced calculation model II, in which the heat transfer is much 
faster than the mass transport, fits qualitatively very well at high ambient pressures. This concludes, that a change 
in the phase transition mechanism takes place from a mass transport dominated to a heat transfer dominated 
regime with increasing ambient pressure. The transition point seems to be fuel dependent. Similar experiments 
where already done with decane, hepatane, hexane, ethanol and rapeseedmethylester. Unfortunately only 
operation points at high ambient conditions with respect to the fluids phase transition temperatures and pressures 
where performed, thus a validation of the model results is not possible at that time. 
 
Nomenclature 
θ spray angle [°] 
𝜌𝑎  gas density [kg/m³] 
𝜌𝑓0 fuel density (initial) [kg/m³]] 

pinj injection pressure [MPa] 
𝑚̇𝑓 fuel mass flow [g/s] 

𝑚̇𝑎 air mass flow [g/s] 
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𝐴0 orifice cross section [mm²] 
𝐴(𝑥) axial spray cross section [mm²] 
𝑢0 orifice exit velocity [m/s] 
𝑢(𝑥) spray velocity [m/s] 
B mass flow ratio 
𝑥 distance from orifice [mm] 
𝑥̃ dimensionless distance from orifce 
𝐿 liquid length 
𝐿̃ dimensionless liquid length 
𝐶𝑎 nozzle coefficient 
d orifice diameter [µm] 
a model constant 
Tmix mixture temperature [K] 
Tf fuel temperature [K] 
Ta ambient temperature [K] 
𝑝𝑠  saturation pressure 
𝑝  partial pressure [Pa] 
M molar mass [g/mol] 
Z compressibility factor 
Rm gas constant 
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Abstract
For high-quality spray painting of small parts, a rotary bell atomizer with a narrow spray pattern is used in the
automotive industry. The required unusual high shaping air flow rate yields in an atomization process predominated
by a pneumatic atomization and rather than by a rotary atomization, called hybrid bell atomizer in this article.
Numerical and experimental investigation on typical high-speed rotary bell atomizers, with rotation type of high
rotational speed 40000-60000 rpm of the bell, were already successful demonstrated. For these high-speed rotary
bell atomizer for painting bigger areas the ratio between tangential velocity at the bell edge and axial shaping air
velocity at the bell edge is in the range of 0.8 and 4, depending on the process parameter. At the hybrid bell atomizer
(10000-20000 rpm), this ratio is between 0.2 and 0.4.
The first step of the present study includes the theoretical characterization of spray cone velocity profile using
two definitions of swirl-number compared to experimental measurements of particle velocities using Laser-Doppler-
Velocimetry (LDV). This study was carried out on varying shaping air settings and rotational speeds. The results
show that the the swirl of the main airflow field is dominated by the secondary airflow, which is induced coaxial in
an angle of 45°. The influence of the circumferential speed of the bell cup on the swirl of the main airflow field
plays a subordinate role, so the resulting spray pattern is only weakly influenced by the number of revolutions of the
bell-cup.
In the second step, the hybrid bell atomizer was examined numerically. In order to implement the hybrid atomization
concept in the simulation correctly, methods for creating droplet initial conditions in the trajectory calculation was
developed. The simulation results were verified through comparisons of calculated and measured velocity profiles
inside the spray cone and calculated and measured film thickness distributions on the work piece. In the present
investigations of the atomizer, it has been demonstrated numerically and experimentally that the airflow field of this
hybrid bell atomizer is strongly impacted by the secondary shaping air and both the circumferential speed of the bell
cup and the direct electrostatic charge on the bell have only a minor effect on the generated spray pattern and the
resulting transfer efficiency.

Keywords
Rotary bell atomizer, Spray painting, Atomization characteristics, Numerical Coating, Swirl-number

Introduction
High-speed rotary bell-cup atomizers are widely used in automotive painting industry and increasingly replacing the
pneumatic atomizers in high-quality coating processes. The application range of rotary bell-cup atomizers includes
large-area coating processes, such as hoods and car roofs, as well as areas for detailed coatings, such as door
extensions.
Previous studies on atomization technology in the automotive industry have been performed on pneumatic atomizers
and high-speed rotary bell atomizers. In particular, numerical studies on electrostatic effects on high-rotary bell-cup
atomization have been carried out intensively in recent years [5, 6, 8, 9].
The high-speed rotary bell atomizer investigated in this study is predominantly used for detailed coating processes.
In order to produce a narrow spray cone, a high axial velocity of the shaping air, which is defined by an airflow
coaxial with the bell-cup, is required. This unusually strong axial shaping air velocity and a small diameter of the
bell leads to an rotary atomization process with pneumatic behavior. For this reason, this class of high-speed rotary
bell atomizers is referred as hybrid bell atomizers.
In the present study, the effects of the strong axial shaping air are investigated experimentally and numerically and
a new method for creating the droplet initial conditions adapted to the strong shaping air is presented and validated.

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0).
EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA

114

http://dx.doi.org/10.4995/ILASS2017.2017.4650
mailto:Nico.Guettler@ipa.fraunhofer.de


ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain

Material and methods
Experimental setup
In order to investigate the characteristics of a hybrid atomizer with predominat airflow rates, a detailed study was
performed at the Fraunhofer Institute for Manufacturing Engineering and Automation IPA in Stuttgart, Germany. The
hybrid bell atomizer investigated in this study is the Dürr ECOBELL 2 HD. The experiments were carried out in a
environmentally controlled paint booth with an fixed ambient temperature of 23 ◦C, a relative humidity of 60% and a
vertical booth airflow of 0.3 m s−1.

Figure 1. Rotary bell atomizer ECOBELL 2 HD
(Dürr AG, Bietigheim-Bissingen), needles in a

drilling of shaping air 1 and 2 are used to show the
direction of the air outlets

The Dürr ECOBELL 2 HD hybrid bell atomizer, shown in figure 1,
consists of 60 shaping air tubes with a diameter of dSA=0.6 mm.
Thirty shaping air tubes are arranged perpendicular to the bell
edge whereas 30 shaping air tubes are arranged with an given
angle of 45°. Both the perpendicular, which is referred as shap-
ing air 1 and the angular shaping air tubes (shaping air 2) are
arranged at the back of the bell cup in an annular fashion. The
bell cup has a diameter of 38 mm and a serrated section at the
edge of the bell cup.
In the present study, two basic shaping air settings, which
have the same amount of 600 ls/min as defined by ISO2533,
were examined. A basecoat with a non-volatile content of
44.4m%, a wet density of ρwet=1136.1 kg m−3 and a dry density
of ρdry=1820 kg m−3 was used as coating material.

Table 1. Design of Experiment

shaping air 1 shaping air 2 rpm paint massflow high voltage
ls/min ls/min min−1 ml min−1 kV

E01 200 400 10000 300 0/30
E02 200 400 15000 300 0/30
E03 200 400 20000 300 0/30
E04 400 200 10000 300 0/30
E05 400 200 15000 300 0/30
E06 400 200 20000 300 0/30

The characterization of the hybrid bell atomizer and typical quantities for coating applications are determined by
means of the particle size distribution, the droplet velocity using Laser-Doppler-Velocitmetry, the coated film thick-
ness profile and the transfer efficiency. The particle size distribution is determined by use of a SPRAYTEC RTS
5001 from Malvern Instruments. The measurement technique of this device relies on Mie-scattering and Fraunhofer-
diffraction. The particle size distributions were measured in a horizontal measurement setup (see figure 2a) at a
defined distance of 50 mm to the bell edge.
The droplet velocity in the spray cone is determined by means of 2-dimensional Laser-Doppler-Velocimetry using
a laser power of 400 mW. The investigations are based on a rasterized scanning of the spray cone in the x- and
y-direction of 30 mm at intervals of 5 mm and a distance from the bell edge of z=50 mm (see figure 2b). The coated
spray pattern were recorded at a distance to the bell edge of z = 180 mm, which is a typical distance in industrial
coating applications. The hybrid bell atomizer was driven at a speed of motion vrobot=300 mm s−1 (see figure 2c)
and the resulting dry film thickness profile was measured in a transverse direction to the motion of atomizer using
magnetic inductive measuring equipment. The transfer efficiency is determined as the ratio of the mass of the
dry coating material deposited on the test sheet and the mass of the solids contained in the coating material,
which is sprayed by the rotary bell atomizer. The speed of motion for determining the transfer efficiency is set to
vrobot=200 mm s−1 according to DIN EN 13966-1.

(a) Measurement of particle size distribution (b) 2-dimensional Laser-Doppler-Velocimetry (c) Spray pattern and transfer efficiency

Figure 2. Setup for the experimental investigation the hybrid bell atomizer
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Numerical setup
The numerical investigation of the hybrid bell atomizer was carried out using the commercial computational fluid
dynamics software ANSYSFluent. For this purpose, the hybrid atomizer was positioned in a fluid domain with the
dimensions of 240 mmx1100 mmx1100 mm (height x width x depth). The distance of the plate to the bell edge is
equivalent to the experimental investigations, z=180 mm. Above the hybrid atomizer, a velocity inlet of vin=0.3 m s−1

was defined as the inlet boundary condition, which represent the downdraft air velocity in the painting booth. The
boundary conditions for the shaping air are defined by a massflow inlet, which can be calculated from the measured
volumetric flow rate and the definition of a standard liter according to ISO2533.

velocity-Inlet

pr
es

su
re

-o
ut

le
t

pressure-outlet

pressure-outlet

plate Rotary bell-cup

Shaping air 
nozzles

Shaping air 1Shaping air 2

Figure 3. Geometrical model used in the simulation for the Dürr ECOBELL 2 HD

First a grid sensitive study was performed, from which a full structured hexahedral mesh yields in both most stable
and most precise results (see figure 4).

Figure 4. Full structured hexahedral grid with an total amount of 20M cells

For the calculation of the airflow field at this strong shaping air, turbulence models were compared using a k-ε, k-ω
and a Reynolds Stress turbulence model. Scalable wall function was applied - if available at the turbulence model.
In addition compressibility effects insight the shaping air tubes were also taken into account through the turbulence
models.
The motion of paint droplets are represented by inert particles computed through FLUENT discrete-phase-model.
The discrete-phase-model (DPM) is an Lagrangean model for calculating the trajectories of particles through the
computational domain. To capture the effects of particle on the flow field, the interaction to the continuous phase was
enabled. Turbulence effects on particle trajectories are included by means of stochastic tracking using a random-
walk model. As a result of which the paint mass flow and the particle size distribution are known, the mass flow can
be determined at each injection point for each particle size class.
Furthermore, electrostatic effects in the simulation were taken into account by a two-way coupling of both the
continuous phase and the motion of particles and electrostatic field. For more details on this topic the reader is
referred to Kulkarni et al. and Ye et al. [5, 6].

Results and discussion
Investigation of Velocity Profile and Particle Velocity
At rotary bell atomizers the velocity profile as well as the geometrical profile of the spray cone are controlled via the
volume flow rates of the shaping air and the speed of the bell cup. At hybrid bell atomizers a strong axial velocity
component prevails at the bell edge, but is supplemented by a tangential velocity component with increasing shaping
air 2. Thus, with increasing the angular shaping air the flow field leads into a swirling flow. Due to the design and the
manner of function of rotary bell atomizers, a swirl can be caused either by circumferential speed of the bell cup or by
angular shaping air. In order to investigate the influence of the swirl generation, two swirl-numbers are defined in this
study. First of all, the swirl-number from the rotating bell-cup is examined, whereby the swirl-number Scup is defined
according to Stevenin et al.[1]. The swirl-number Scup is defined as the ratio of the bell edge tangential velocity
Utan,cup to a characteristic value of mean velocity in the axial direction Uax,mean[1]. Based on the results from
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numerical study, the characteristic mean velocity in axial direction was calculated over an area-weighted average in
a annular plane at z = 0 with an approximated flow thickness of 1 mm at the bell edge.

Scup =
Ucup,tan

Uax,mean
=

dcupπn

Uax,mean
(1)

Due to the predominant axial airflow velocity, the swirl-numbers caused by the circumferential speed of the bell cup
are weak to moderate (see table 2). The swirl-numbers are in a range of 0.2 < Scup < 0.42, where the flow field in
the vicinity of the axis of symmetry is decelerated, but a vortex breakdown is not achieved. In swirling flows a vortex
breakdown is defined as an abrupt change of flow structure, where reversed axial airflow near the axis of symmetry
can be observed. In the present study the definitions swirl-number and vortex breakdown are used to describe flow
field on rotary bell atomizers with predominant airflow rates.

Table 2. Swirl-number induced by rotational bell-cup

Experiment Swirl-Number Scup Experiment Swirl-number Scup

E01 0.21 E04 0.17
E02 0.31 E05 0.25
E03 0.42 E06 0.34

However, this type of definition of the swirl-number induced by the bell cup is only a local average of the circumfer-
ential and axial speed, which, in addition, does not take account of swirl from the angular shaping air 2. A much
more common definition of a global swirl-number, which also includes the influence of tangential shaping air, was
provided by Chigier and Beer et al.. They defined the swirl-number as the ratio between the axial flux of the tangen-
tial momentum to the axial flux of the axial momentum [2]. In the present study, the swirl-number was investigated
numerically and the influence of the swirl formation by the adjustment of the angular shaping air 2 as well as the
circumferential speed was investigated. For the determination of the swirl-number at a given distance of z=50 mm
(z/dcup = 1.3) to the bell edge, integration over a circular plane with a characteristic length R is executed [4]. At this
given distance, the airflow velocities are below Mach-number Ma = 0.3, which is why a constant density ρ of the air
can be assumed.

S =
1

R

∫
A
ρUaxUtanrdA∫
A
ρU2

axrdA
(2)

This definition of the swirl-numbers (see table 3) show that the influence of the angular shaping air 2, which causes
a strong tangential impulse, clearly dominates the swirl formation. Due to the fact that the bell is rotating against the
angular shaping air direction, the swirl-number decreases with increasing rotation.

Table 3. Integral swirl number calculated in the plane z = 50mm

Experiment Swirl-Number S Experiment Swirl-Number S

E01 1.006 E04 0.244
E02 1.001 E05 0.239
E03 0.996 E06 0.234

The comparison of the two tested shaping air settings shows that the critical swirl-number of 0.6 is exceeded in
experiments E01 to E03. If the swirl-number exceeds this critical value, a vortex breakdown occurs. The vortex
breakdown describes the reversal of the axial flow direction in the vicinity of the symmetry axis due to a prevailing
negative axial pressure gradient which is greater than the axial kinetic forces. In order to determine the magnitude
of the vortex breakdown and the effect on its flow profile, the spray cone was examined by means of Laser-Doppler-
Velocimetry (LDV) in the plane z=50 mm. The seeding required for the LDV are directly used from the sprayed paint
material. In this way the measured velocities represent the integral droplet velocities in the spray jet.
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Figure 5. Experimental results of LDV measurements

The particle velocities of the investigated process parameters, as shown in the figure 5, show that the reversal
axial flow direction is very pronounced due to the strong swirl in cases E01-E03. In the cases E04-E06 with a
calculated swirl-number of approximately S=0.2, a slight deceleration occurs in the vicinity of the axis of symmetry.
The experimental flow profile shows a good confirmation of the integral swirl-number. The determination of the
swirl-number on high-speed rotary bell atomizers is an important dimensionless quantity for the design of shaping
air process parameters and can be used for the analysis of the stability of the coating processes.
In the introduction the term "‘hybrid bell atomizer"’ has been defined, which states that predominant airflow rates
have a significant impact on the atomization mechanisms. The dominant axial velocity is demonstrated experimen-
tally and confirmed the characteristics of the particle velocity of a pneumatic behavior.

Numerical Investigation of hybrid bell atomizer
In the following section, the hybrid bell atomizer is numerically investigated on the basis of the process parame-
ters E01 and E04 and a new approach to calculate the initial particle conditions for the discrete phase model is
presented. Previous investigations on high-speed rotary bell atomizers used the k-ε realizable turbulence model
[5, 6]. The high-speed rotary bell atomizers studied by Kulkarni et al. and Ye et al. were based on a weak axial flow
velocity and can not be compared with the flow profiles in this study. As a result a turbulence study was performed
using the k-ε realizable, the k-ω SST and the Reynolds-Stress model baseline were compared. The results of the
axial Uz and tangential Utan airflow velocities are compared to the particle velocities from the LDV measurements.
The experimental uncertainty is shown in the following figure 6.
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Figure 6. Results of turbulence study compared to the LDV measurement data on the experiment E01 (left) and E04 (right)

The k-ε realizable turbulence model produces the highest values of axial airflow velocity with the smallest diameter of
the spray cone. The Reynolds-Stress-Baseline turbulence model shows very good results in the tangential velocity
in the case E04, but no stable solution could be achieved within the case E01. The k-ω SST turbulence model has
very good velocity values, both in the axial as well as the tangential direction. Furthermore the k-ω SST turbulence
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model shows good stability as well as symmetry of the spray cone, which is why this turbulence model is used for
further investigations.
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Figure 7. Results of measured particle size distribution at
z=50 mm

Since the droplet break process at the bell edge is not
simulated, experimental data on the particle size distri-
bution (see figure 7) were used in this study. As Husam
et al. has already been extensively studied, the result-
ing spray pattern depends on the number of injection
points, the position of the injection points and the ini-
tial particle velocity. A obvious approach for the par-
ticle injection of high-speed rotary bell atomizers is to
set the position of injection points as close as possible
to the bell edge. However, this position also depends
on the applied grid, which should refined until a very
close position can be reached. In this study, 120 injec-
tion points with an axial offset of 0.0001 m and a radial
offset of 0.0002 m were defined in an evenly fashion
with respect to the bell edge. In order to implement the
strong influence of the shaping air realistically into the
particle injection velocities UPax,tan,rad , the data of the
simulated air velocity in the injection plane were inter-
polated to the injection points.

(a) Case E01 (b) Case E04

Figure 8. Velocity magnitude both at injection plane and at the center of the hybrid bell atomizer

Subsequently, the initial particle velocity UPax , UPtan , UPrad was calculated using the following equation. The tan-
gential initial particle velocity is composed of the tangential air velocity in this equations, as well as the circumferential
speed Ucuptan of the bell edge.

 UPax

UPtan

UPrad

 =

 αax Uax

αtan Utan + βtan Ucuptan

αrad Urad

 (3)

Due to the opposing tangential velocities from the swirl-forming shaping air to the circumferential speed of the bell
edge and the defined injection particle position close to the bell edge, the tangential airflow velocity component was
eliminated. Therefore, the calculation of initial particle conditions is based on the circumferential speed of the bell
edge, the axial and the radial airflow velocities.

Table 4. Inlet coefficient, determined by fitting to the spray pattern

Case αax αtan αrad βtan

E01 0.3 0 0.2 0.9
E04 0.4 0 0.15 0.9

In order to validate the new approach the experimental data of the particles velocities as well as the spray pattern
are used. At the beginning, the numerically iterated air flow velocities were compared to the particle velocities
and the k-ω turbulence model was choosen. Since the impact of the paint droplets on the airflow is known, the
velocity of the particles in the simulation and in the experiment are compared. In order to obtain a representative
amount of particle streams in the simulation, the measurement area is was set to 25 mm2 with the origin of the LDV
measurement points.
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Figure 9. Comparison of simulated and experimental particle velocities

The results from the numerical investigation show very good agreement with the experimental data in experiment
E01 and confirms that the selected method of particle injection works very well. In the case of E04, larger deviations
in the simulated particle velocity occur, especially in the outer regions of the spray cone. It is known that the large
particles concentrate in the outer regions of the spray cone and have higher velocities due to the high momen-
tum. Furthermore, the initial particle velocities leads to a concentration of large particles with an diameter above
dP>100 µm in this region which results in a higher simulated particle velocity. Nevertheless, the injection method
shows very good results for hybrid atomizers with predominant airflow rates.

Investigation on Application Specific Values
Important quantities for the characterization of atomization and application processes in the coating technology are
the resulting spray patterns (dry film thickness profile) and the magnitude of transfer efficiency (TE). The dry film
thickness profile is measured transversely to the direction of motion of the hybrid atomizer and is predominantly used
to calculate the overlap respectively the distance between to parallel painting robot paths. The transfer efficiency
is defined as the ratio of the paint mass deposited on the object to the sprayed paint mass. The use of rotary bell
atomizers for detailed coatings requires a narrow spray pattern, which is realized by the strong axial shaping air. In
this case, the film thickness profiles have a structure very similar to the velocities measured by means of LDV. The
higher the swirl-number, both the more the spray pattern is enlarging and the deeper the valley in the vicinity of the
symmetry axis. The influence of the circumferential speed of the bell cup on the change of the film thickness profile
at given shaping air setting is not significant for current coating processes. The use of direct charging support
also leads to an insignificant change in the film thickness profile. The simulated spray pattern also shows good
agreement with the experimental data in both cases E01 and E04.
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Figure 10. Results of film thickness profile and transfer efficiency
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For the calculation of the film thickness profile using direct charging, the same initial particle velocities were used
and a constant initial Rayleigh-limit of 5% was assumed [5].
The transfer efficiency, shown in the left upper corner of figure 10a and 10b, shows the same dependencies as
the spray pattern. Especially the predominant airflow leads to the fact that further process parameters plays only
a subordinate role. Particularly in experiments the direct electrostatic charging shows only a small increase in the
transfer efficiency of 1-5%.

Conclusions

Rotary bell atomizers for detailed coatings requires an unusually strong axial shaping air velocity. This leads to the
fact, that other process parameter, such as the number of revolutions of the bell cup and the direct electrostatic
charge plays a only subordinate role. The description of these predominant shaping airflow rates was carried out
using two definitions of a swirl-numbers. Very good agreement could be achieved via an integral description of the
swirl-number. The vortex breakdown arising from a critical swirl-number of S = 0.6 was calculated theoretically
and measured experimentally. Adapted to the prevailing shaping air, a new method for calculating the initial particle
velocities for the discrete-phase model of the commercial CFD code FLUENT was presented. The validation of this
injection method shows very good coincidences, both in the particle velocities, as well as the resulting film thickness
profiles and transfer efficiencies measured in an industrial paint booth.
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Nomenclature
Sgeo geometrical Swirl-Number
S integrated Swirl-Number
dcup bell-cup diameter [m]
dP particle diameter [m]
n number of revolutions [rpm]
U air velocity [m s−1]
Umean area-weighted average velocity [m s−1]
UP initial particle velocity [m s−1]
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Abstract 

This paper presents experimental and numerical studies to determine the particle size distributions (PSD) and 

concentrations in paint overspray. Two kinds of paint materials, solvent borne and water borne paints, both with 

and without manufactured nanomaterials (pigments), and an industrial spray gun were used. Different aerosol 

measuring techniques, namely the Spraytec Fraunhofer type particle sizer for micro-sized droplets in the spray jet 

and the Scanning Mobility Particle Sizer (SMPS) for nano particles in paint overspray were applied. It was found, 

that solvent borne clear coats create significantly higher number concentration of nano-sized droplets than the 

water borneprimers. Only small differences in PSD between paints with and without manufactured nanomaterials 

were found. Numerical simulations of droplet trajectories within the spray booth, for both micro and nano sized 

droplets, were carried out. Based on the experimental and numerical results, a representative particle size 

distribution (smaller than 1 μm) for the given spray gun was obtained. Effects of turbulence models on the particle 

deposition on targets, especially for submicron particles, have been analysed in detailed.    

Keywords 

Nano- and submicron-particle, spray coating, aerosol measurement, droplet trajectory calculation 

Introduction 

The increasing application of manufactured nanomaterials (MNMs) in industrial products requires more 

knowledge about environmental and human safety. This is especially true for the spray painting process, which 

produces a high percentage of paint overspray. During the migration of the overspray droplets, solvent continues 

to evaporate, resulting in the formation of non-volatile fractions of paint aerosols that consist of paint matrix and 

the applied MNMs, such as TiO2, ZnO, carbon black, etc. The MNMs could remain embedded in paint matrix 

particles or released from the paint matrix. Thus, the characterization of paint overspray aerosol becomes more 

and more important.  

Information about the estimation of worker nanoparticle exposure to paint overspray is limited and particularly the 

process understanding of nanomaterial release during spray applications. A review of nanoparticle exposure at 

nanotechnology workplaces has been stated by Kuhlbusch et al. [1]. Carlton and Flynn [2] developed an 

empirical-conceptual model based on dimensional analysis, to predict breathing zone concentrations of a paint 

mist during spray painting tasks. Later, they also carried out CFD calculations to simulate production of breathing-

zone concentration of a paint overspray, for a simple case of the spray painting of a flat plate in a cross-flow 

ventilated booth [3]. 

For the risk estimation of exposure to paint overspray, it is also useful to categorize the paint aerosol particles in a 

spray jet, which can provide important information with regard to the worst case for a given spray atomizer and 

the applied paint material. Based on the experimental and numerical studies [4-6], paint droplet injection models 

for different atomizers and corresponding application parameters have been developed, with which the spray 

transfer efficiency TE (amount of paint reaching the work piece) as well as the paint overspray can be well 

predicted. However, these studies considered particle dispersion and deposition mainly for droplets larger than 

1 µm. Study on the generation and characterization of nano- and sub-micro paint aerosols for a given atomizer is 

still quite scarce.  

Recently Göhler and Stintz [7] analysed the airborne particle release from spray guns by sampling small particles 

in a turbulent pipe flow. The results showed that depending upon the material and pray unit used, 5 x10
8
 to 3 x10

8

particles were released per gram of paint ejection, of which around 10no% to 60no% were finer than 100 nm. 

These results were later applied to their CFD-modelling of nano particle dispersion for the prediction of worker 

exposure [8]. 
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Concerning to the particle transport in turbulence flows, especially for nano particles, there are many reports [9-

12], in which the effect of different turbulence models, wall treatments and models of turbulent dispersion on 

particles were investigated using CFD tools. In many of such studies, direct numerical simulation (DNS) data of 

channel flows were applied to create damping functions for predicting more accurate particle fluctuation velocity in 

near wall turbulent flow. However, in spray painting applications the spray jet is characterized with turbulent 

impinging jet. There is no available DNS data for such complicated turbulent near wall flow with high Reynolds 

number.      

 

Currently, a joint transnational research project (NanoGeCo) has been set up, focusing on detailed 

characterization of nanoparticles by atomization processes in spray painting. Within this project different stages of 

experimental and numerical studies have been identified. In this stage of the research, determination of particle 

size distributions and concentrations in paint overspray were carried out. Two kinds of paint materials, solvent 

borne and water borne paints, both with and without manufactured nanomaterials (pigments), and an industrial 

spray gun were used. Different aerosol measuring techniques, namely the Spraytec Fraunhofer type particle sizer 

for micro-sized droplets in the spray jet and the Scanning Mobility Particle Sizer (SMPS) for nano particles in paint 

overspray were applied.  

Numerical simulations of droplet trajectories within the spray booth for both micro and nano sized droplets were 

carried out, taking into account, the solvent evaporation in the droplets. Droplet solid fractions in overspray and 

droplet transfer efficiencies on a target were analysed, especially for nano- and submicron droplets. The effects of 

turbulence models on the dispersion and deposition of small sized particles were studied using RANS models 

(Renolds Averaged Navier-Stokes), namely k-and RSM (Reynolds stress model). The simulated number 

concentrations of nano-sized droplets were compared with the measurements, resulting in an improved injection 

model for nano sized droplets. Based on the experimental and numerical results, a representative particle size 

distribution (smaller than 1 μm) for the given spray gun has been obtained, which provides information for further 

investigations, to assess human exposure to nano particles, in a practical paint booth and for toxicological studies 

of atomized nano-particles. 

 

Experimental study 

Paint materials, spray gun and spray booth 

All measurements were carried out in a practically relevant painting booth with a well-defined homogeneous booth 

air velocity of 0.3 m/s. A HVLP-spray gun (High Volume Low Pressure) from SATA was used. A flat plate with size 

of 200 x 800 mm² as droplet deposition target was located horizontally. Painting distance between the gun and 

the target was 180mm. Table 1 shows the application parameters. Table 2 summarizes the properties of used 

paint liquids.  

 

Table 1: Operating parameters    Table 2: Properties of paint materials 

 

 

 

 

 

 

Basically, two-component, solvent borne clear coat and water 

borne paint (primer) were used. Paint materials with and without 

pigments (ZnO and carbon black) were applied in measurements. 

A nanoparticle concentration of approximately 1.5 v/v % 

calculated on solid binder was used, corresponding to the normal 

coating applications. It was found that there were no significant 

effects of pigments or MNM on the listed properties of paint 

liquids and as well as on the rheological behaviours, as shown in 

Fig. 1.  Both liquids shows shear thinning behaviour of viscosity, 

but it is stronger for the primer. However, the apparent viscosity 

of the clear coat is significantly lower than that of the primer. The 

viscosity curves in Fig. 1 can be helpful for understanding the 

measured droplet size distributions shown later. For clear coat 

the solvent is composed mainly of Butyl acetate that was used in 

the droplet trajectory calculation in the numerical study.  

Liquid flow rate  150 [g/min] 

Gun air flow  410 [NL/min] 

Gun pressure  2 [bar] 

Painting distance 180 mm 

Name Density (wet paint)  

kg/m³ 

Density (dry) 

kg/m³ 

Non-volatile 

fraction 

Clear coat  999.2 1160 53.1% 

Primer 999.0 1135 13.3% 

Figure 1. Viscosity measurement (shear curve) of 

the paint materials 
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Micro droplet size measurement in spray jet 

In terms of mass, the spray jet air flow is mainly influenced by micro-sized particles and to a far lesser extent by 

nanoparticles. It is, therefore, necessary to measure micro droplet size distribution in a spray jet, in order to 

correctly model spray jet turbulent flow using CFD tools. Figure 2 shows the droplet size measurement setup 

using a Malvern Spraytec Fraunhofer type particle sizer. A distance of z = 50 mm from the nozzle was chosen 

and the laser beam of the Malvern Spraytec was oriented along the x axis. The spray gun that was mounted on a 

robot was traversed along the major axis y of the elliptical spray cone. A similar approach was applied in our 

previous studies [5, 6]. 

Based on the individual droplet size distributions in the elliptical spray region, the integral distribution of the whole 

spray region was then calculated and shown in Fig. 3. The corresponding Sauter mean diameter D3,2 is 7.11 µm 

for the primer and 6.52 µm for the clear coat. In order to show more clearly the difference in size distributions for 

small particles between the two paint liquids, mean diameter Dv10 (10 percent of particle volume accumulation 

distribution lies below the Dv10, which characterizes the small particle size) along the elliptical spray cone are 

depicted in Fig. 4. Clearly, the clear coat creates somewhat finer particles (Dv10) than the primer. Measurements 

of nanoparticle size distributions created from the paint liquids will be illustrated in the next section.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

Nano and submicron particle concentration in spray overspray 

Particle size distribution (PSD) measurements in the nanometre range require on one hand a certain time interval 

scanning from a few nanometres to several hundreds of nanometres including an instrument specific reset time 

(retrace time). Therefore, a varying evaporation speed of droplets in overspray as well as coagulation of droplets 

and further atomization and dilution processes at the same time makes a representative sampling difficult. The 

paint aerosol is sticky, which may make the sensor signal quickly messy during data sampling close to overspray 

with high concentration. With this consideration an experimental arrangement and setup was established, as 

shown in figure 5. Basically, a target plate was used for depositing large paint droplets. Two measuring points 

(L50 cm and S30 cm) were located in the middle of the two plate edges, but far away from the edges and at the 

same level of the plate (H79.5cm). The quasi-static spray jet flow allows subsequent scans during atomization 

Figure 2. Schematic of the droplet size measurement 

setup 

Figure 3. Integral droplet size distributions  

Figure 4. Mean particle size Dv10 distributions along the 

spray cone 
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and facilitates repeatability of measurements. A SMPS (scanning mobility particle sizer) and a CPC (condensation 

particle counter) were applied to measure nanoparticles of paint overspray. The SMPS/CPC was operated in 

“batch” mode. An impactor is used as a pre-filter to limit the measurement range to sub-micron particles and to 

avoid damage due to overflow to the instruments sensitive parts. Cleaning on the impactor had to be carried out 

frequently, in order to obtain accurate results. Parameters such as sheath air flow and scanning time were set to 3 

l/min and 60 seconds.  

Background particle number concentration (PNC) in the spray booth with the booth and gun air flow was always 

measured before each operation of spray gun and is shown in Figs. 6 – 8.  In Fig. 6 results are shown for primer 

and primer with pigments (carbon black). For the water borne paint (Fig. 6) it can be observed that nanoparticle 

concentrations are higher than those of the background for particles with mobility diameter Dp > 200 nm. It can be 

also seen that number distribution for the primer with carbon black is a little bit lower than that of primer.   

Figures 7 to 8 shows results from solvent borne paints (clear coat with and without ZnO) for the measuring 

positions at L = 50 cm and S = 30 cm. The PNC differences between paint aerosols and the background are 

generally small in the 40 nm to 80 nm range. The difference between clear coat with and without ZnO is also 

small. Significant higher PNC can be observed for particles in the range of 100 to 640 nm. The PNC at measuring 

position L=50 cm is higher than that at S = 30 cm, which delivers important information for the nanoparticle 

dispersion for the trajectory modelling in the numerical study. Comparing the two paints, PNCs of primer are 

during the atomization process far lower than those of the solvent borne paints. Primers showed a very “stick 

character” and we assume that these differences are due to the high viscosity of these paints. 

 

 
 

 

 

 
 

 

 

 

Numerical study 

Numerical methods 

The commercial CFD code ANSYS-Fluent 17, based on the finite-volume approach, was used for the numerical 

simulations. The gas phase was modelled using the Eulerian conservation equations of mass, momentum, and 

energy. The three-dimensional compressible airflow was directly simulated from the nozzle using the coupled 

solver, as it was found to be more stable than the segregated solver for this specific airflow calculation. As inlet 

Figure 5. Setup of the spray application and sampling 

position definition. 

Figure 6. Primer particle concentrations at the measuring 

position: L50cm, W0, H79.5cm 

Figure 7. Clear coat particle concentration at the 

measuring position: L50cm, W0, H79.5cm 

Figure 8. Clear coat particle concentration at the 

measuring position: S30cm, H79.5cm 
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boundary conditions, booth air velocity of 0.3 m/s and air mass flow rate and stagnation temperature were used at 

the air nozzles.  

An unstructured mesh with 3.3 million cells was used to discretize the computational domain of 3.5×2.5×2.0 m³, 

including the complicated spray gun geometry. Mesh refinement was carried out. Prism mesh layers on the target 

wall were created with the first layer thickness of 0.5 mm. For this mesh model the turbulence Realizable k- 

model with scalable wall function was applied, since the dimensionless wall distance y
+

 ranges from 1 – 20 on the 

plate.  

It is well known that the particle deposition is strongly influenced by the used near wall turbulence models, 

especially for small size particles. An isotropic turbulent flow is basically assumed in two equation RANS model 

(Reynolds Averaged Navier-Stokes), which results in an over estimation of particle deposition rate if the original 

eddy interaction model (EIM) in common CFD-codes is used [10-12]. In order to model the near-wall anisotropy 

flow using k-models, some modifications [9-10] of EIM have been performed previously by using damping 

functions that were derived using DNS-data of channel flows. However, such approach is not suitable to the 

present complicated turbulent impinging jet. Instead of using damping functions the Reynold-stress turbulence 

model (RSM), which can account for anisotropic turbulence, could be applied to particularly study dispersion and 

deposition of quite small particles. However, the RSM is quite sensitive to the grid quality. The present simulations 

with RSM using tetrahedral mesh near the atomizer resulted in an unrealistic spray jet. For this reason a 

computational domain with hexahedral meshes but without atomizer was used to study the near wall nanoparticle 

deposition and dispersion. The obtained air flow and the particle trajectories in the near-atomizer region based on 

the k-model were exported then for the inlet conditions in the hexahedral mesh model. Reasonable results 

could be obtained, as shown later.    

 

Droplet trajectories were calculated using the Lagrangian particle tracking method (LPT) by integration of the 

equation of motion, 

p    ,  )p(
p

u
x

FFuu
u


dt

d
LGD

f
dt

d
, 

in which the drag force )p( uu 
D

f and the gravity force GF (force/unit particle mass) are dominant forces for 

large droplets. For nano- and sub-micro droplets the Saffman’s lift force LF  and the Stokes-Cunningham drag 

laws were taken into account. The stochastic tracking model with random walk and eddy lifetime was applied to 

calculate the instantaneous air velocity u . For k-model the fluctuating velocity component is equal to (2k/3)
1/2

 (k 

is turbulent kinetic energy), whereas anisotropy fluctuating components: (uu)
1/2

, (vv)
 1/2

 and (ww)
 1/2

 can be 

obtained using RSM. The other important issue for modelling the turbulence dispersion on the droplet motion is 

the determination of integral time scale constant that is used for calculation of the particle-eddy interaction time in 

the EIM,   

   


k

L
C

L
T   

In Fluent the integral time scale constant CL is 0.15 by default, which can be modified for the trajectory calculation 

of small particles as suggested in previous works [9, 16]. A Larger value CL = 0.8 was used in current study, in 

order to achieve better agreement with experimental results of the nanoparticle dispersion. The corresponding 

effect of CL is shown in the following section.  

Droplet size distributions shown in Fig. 3 were used to create injection data for the trajectory calculation of micro-

sized particles. The injection position was located quite close to the atomizer. The initial droplet injection velocities 

were fitted by using the information from the gas flow field and by matching the film thickness distribution on the 

flat plate. The detailed approach for creating injection data can be referred to in our previous studies [5, 6]. Water 

and Butyl acetate were used as solvents in calculation of droplet evaporation for the water borne coat and the 

clear coat respectively. Species transports in gas phase, such as air- Butyl acetate and air-water-steam, have 

been performed. Raoult's law was used to calculate the pressure equilibrium at the gas/liquid interface. Detailed 

physical models are shown in reports [14,15]. Two phase coupling was taken into account. 

Static film thickness distribution, namely the film growth rate [µm/s] on the target can be obtained after particle 

trajectory calculation. The spray gun is static in the present numerical simulation, hence in order to compare with 

the measured dynamic film thickness distribution, the simulated static film pattern has to be integrated, taking into 

consideration the robot velocity, the wet as well as the dry density of the paint material. Finally, the simulated two 

phase bulk flow field was applied to study the dispersion/deposition of nano- and sub-micro particles.   
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Simulation results 

Trajectory calculation for spray jet using micro-meter sized particles 

At first, air flow using k- turbulence model and trajectory calculations using micro-sized particles were carried 

out. Figure 9 shows the air velocity close to the atomizer. High velocities about 370 m/s, can be observed at the 

air nozzles. Droplets were injected in a circular region with a radius of 2 mm, 5 mm downstream the liquid nozzle 

and above the cross-section of the shaping air flow jets. The flat spray jet, as shown in Fig. 10, was created 

because of the shaping air flow jets. To provide a sensible resolution of the entire flow field, the velocity contours 

are depicted in the range of 0 - 30 m/s in Fig. 10. A quite narrow elliptic flow region is formed with a narrow 

extension along z, which results in a narrow elliptic film pattern on the plate (the so-called static film thickness 

distribution or static film growth rate [µm/s]). The calculated dynamic dry film thickness profile was compared with 

the experimental result that was measured by means of magneto-inductive method. A good agreement between 

measured and predicted film thickness was obtained (Fig. 11). Except the film thickness distribution, non-volatile 

fractions in droplets for both paint liquids were also analysed. As shown in Fig. 12, solvents were fully evaporated 

for droplets with diameter smaller than 1 µm, which delivers important information for the nanoparticle sampling 

measurement. A re-condensation in paint overspray can be well neglected, since the solvent concentration far 

away from the spray jet is quite low and the process temperature is constant. The validated numerical simulation 

results in this section provide the reasonable flow field of spray jet for the further study of dispersion/deposition of 

nanoparticles.    

 

 

 

 

 

 

       

 

 

 

 

 

 

 

 

 
 

 

 

 

Trajectory calculation with consideration of nanoparticles 

As mentioned above, a computational domain (3.5×0.22×2.0 m³) with a hexahedral mesh model without atomizer 

was used so that simulations of turbulent flow with RSM could be carried out without any difficulty. In order to 

study effects of turbulence models on particle deposition, simulation with the k-model was also performed. The 

air flow field and particle trajectory information downstream from the liquid nozzle in Fig. 10, namely at the cross-

section of y = 15 mm, were used as inlet conditions for the current computational domain. The obtained spray jet 

flow field using RSM (Fig. 13) was compared with that in Fig. 10, which ensured the similar spray jet flow field due 

to the interpolation of inlet boundary conditions.  

Figure 9. Velocity contours near the atomizer 
Figure 10. Calculated velocity contours colored by velocity magnitude 

[m/s] in the plane z = 0. The static film thickness distribution on the plate 

is also overlaid. 

Injection 

position 

Figure 11. Comparison of measured and calculated dynamic film 

thickness distributions for clear coat 

Figure 12. Comparison of solid (non-volatile) fraction in 

droplets on the target plate 
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For the analysis of simulation results, more attention was paid 

to the turbulent near wall flow on the spray target. 

Distributions of turbulent kinetic energy k and the normal 

turbulent fluctuation v’² in cells adjacent to the wall along the 

centre line of the spray pattern were depicted in Fig. 14. The 

differences between RSM and k- model in the spray pattern 

centre are quite small, but higher k and the normal turbulent 

fluctuation can be observed at x = ± 0.15 m for the results 

using the k- model. However, it is interesting to examine the 

mean normal velocity component close to the wall. Figure 15 

shows negative Uy component in wall cells by using RSM, 

whereas almost positive values with k- model. The negative 

Uy, in wall cells, that is in line with the spray jet direction will 

enhance the particle deposition.  

Particle trajectory calculations were then carried out first using micro-sized particles (Fig. 3) to study the effect of 

turbulence model on particle deposition rate. The corresponding transfer efficiency TE = 64% for RSM and 63% 

for k- model were obtained. 

The effect of CL on particle dispersion/deposition in EIM with RSM was also studied using CL = 0.15 and CL = 0.8. 

It was found that the influence of CL is quite small for high-inertia particles, i.e. large particles. However, the effect 

of CL for small particles cannot be neglected. Figure 16 shows sample trajectories of 0.5 µm particle by using 

RSM and two values of CL. With CL = 0.15 most of particles stream along the long axis of the elliptic spray pattern 

and away from two sides of the wall, which results in a quite dilute particle concentration in the direction of the 

short axis of the target. In contrast, a higher nanoparticle concentration was measured in the direction of the short 

target axis (Fig. 7) than that at the longer axis (Fig.8). The particle dispersion with CL = 0.8 in Fig. 16 shows 

similar trend as the experiment and is therefore considered to be reasonable. The TE with CL = 0.15 is 30% and 

40% with CL = 0.8 in Fig.16. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Finally, the total nanoparticle distribution for the given operation conditions was fitted by means of the measured 

aerosol concentrations. The simulated concentrations of small paint aerosol particles were compared with the 

experiment at the sampling position (L50cm, W0, H79.5 cm) and shown in Fig. 17.  In the figure, the experimental 

data was converted to obtain non-normalized particle concentrations, to be able to compare with those obtained 

from numerical simulations. For the simplification the particle distributions were regrouped and the background 

Figure 14. Turbulent kinetic energy and normal fluctuation 

v’² in the wall cell  

Figure 15. Normal velocity component Uy in the wall cell  

Figure 16. Trajectories of 0.5 µm particles, left CL = 0.15, right CL = 0.8 

Figure 13. Calculated velocity contours colored by velocity 

magnitude [m/s] in the cross-section z = 0 with hexahedral 

mesh model without atomizer. The static film thickness 

distribution on the plate is also overlaid. 
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concentration was subtracted from the measured concentration. Based on the current experimental and numerical 

simulation results, the total number of nano and sub-micro particles in the range of diameter from 20 – 550 nm 

from the given spray gun is obtained, which is 1.56x10
7
 per gram of paint ejection for water borne paint and 

5.2x10
8
 for clear coat. The results deliver important information for the further investigation of worker exposure to 

paint overspray. 

 

Conclusions 

Experimental and numerical studies of the determination of 

particle size distributions and concentrations in paint overspray 

created by a handcraft spray gun have been carried out. Although 

the droplet Sauter mean diameter obtained by micro particle size 

measurement is quite similar between two different paint 

materials, it was found that the solvent borne paint (clear coat) 

creates significantly higher number concentration of nano-sized 

droplets than the water borne paint. The relative low viscosity and 

strong solvent evaporation of clear coat could be the reason for 

the resulting atomisation behaviour. There were no significant 

differences of nano droplet concentrations between paints with 

and without manufactured nanomaterials, especially for the clear 

coat.  

Numerical simulations of droplet trajectories in spray booth both for micro and nano-sized droplets were carried 

out. The simulated two phase bulk flow field of a spay jet was validated by using measured film thickness 

distribution on the target. Particle dispersion and deposition for small-sized particles in turbulent near wall flow 

were then studied using two different turbulence models. The effect of turbulent time constant in the standard EIM 

in LPT was analysed. It was found that the default small value of CL yields unrealistic predictions for the sub-micro 

particle dispersion. Higher CL and RSM for near wall turbulent flow calculation were applied, which results in 

higher small-sized particle deposition than that using k-model and standard EIM. Finally, representative nano 

and sub-micro particle distributions for a given spray gun were obtained based on the measured particle 

concentration in paint overspray, which delivers useful information for the further investigations of human 

exposure to a paint overspray in a practical paint booth and toxicological studies for evaluating the corresponding 

potential risk. 
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Abstract
Experiments and numerical simulations were carried out in order to contribute to a better understanding and predic-
tion of high-pressure injection into a gaseous environment. Specifically, the focus was put on the phase separation
processes of an initially supercritical fluid due to the interaction with its surrounding. N-hexane was injected into a
chamber filled with pure nitrogen at 5 MPa and 293 K and three different test cases were selected such that they
cover regimes in which the thermodynamic non-idealities, in particular the effects that stem from the potential phase
separation, are significant. Simultaneous shadowgraphy and elastic light scattering experiments were conducted to
capture both the flow structure as well as the phase separation. In addition, large-eddy simulations with a vapor-
liquid equilibrium model were performed. Both experimental and numerical results show phase formation for the
cases, where the a-priori calculation predicts two-phase flow. Moreover, qualitative characteristics of the formation
process agree well between experiments and numerical simulations and the transition behaviour from a dense-gas
to a spray-like jet was captured by both.

Keywords
elastic light scattering, shadowgraphy, large-eddy simulation, Peng-Robinson, tangent plane distance

Introduction
Injection into a high-pressure gaseous environment is a crucial process within energy conversion machines. Nowa-
days, many fluid flow devices are operated at pressures that exceed the critical pressure pc of the involved pure
fluids. The increase in operating pressure in aircraft and car engines mainly stems from the demand for higher
engine efficiency and reduced CO2 emissions. The main reason for rising the chamber pressure in liquid rocket
engines (LREs) is the proportionality between operating pressure and specific impulse [1]. Typically, the operating
pressure in LREs is supercritical with respect to both fuel and oxidizer (p > pc), whereas the injection tempera-
ture may be sub- or supercritical, corresponding to liquid-like or gas-like states. At supercritical pressure, the fluid
properties, such as density, enthalpy and viscosity, are highly non-linear functions of temperature and pressure. Fur-
thermore, phase separation due to non-linear interaction of the different components may occur. The phenomenon
of phase separation due to mixing at high pressures is well-known in process engineering. Remarkably, up to now,
high-pressure fuel injection into a gaseous environment is not completely understood and no commonly accepted
theoretical approach exists.
Within the past 20 years, many research groups have focused on understanding the behaviour of jets at high pres-
sures using experimental and numerical methods. Chehroudi et al. [2] injected cryogenic nitrogen into gaseous
nitrogen at sub- and supercritical pressures. Based on shadowgraphy visualizations, they observed classical two-
phase phenomena at subcritical pressure indicated by very fine ligaments and droplets being ejected from the jet.
As the pressure exceeds the critical value, surface tension effects diminish and the enthalpy of vaporization dis-
appears. As a consequence, droplets were no longer detected and finger-like structures were observed on the
jet surface. Similar phenomena occur in multi-component mixtures. Mayer et al. [3] investigated coaxial LN2/GHe
injection into GHe and reported a drastic change of the interfacial structure depending on the chamber pressure.
In the low pressure case, a liquid spray with droplets was formed, whereas the breakup seemed to transit into
gas-like turbulent mixing for pressures significantly beyond pc. Another interesting situation for two-phase disin-
tegration was experimentally investigated by Roy et al. [4]. Here, an initially supercritical fluid was injected into
a supercritical pressure environment. It was found that, for sufficiently low ambient temperatures, the jet under-
goes phase separation leading to the formation of droplets and ligaments in the jet. As stated above, this mainly
stems from the interaction between the injectant and the surrounding gas that, in turn, demands for an accurate
thermodynamic framework in order to investigate high-pressure injection numerically. Popular numerical test cases
are the jets investigated by Mayer et al. [5], where cold (cryogenic) nitrogen is injected into a warm nitrogen en-
vironment at supercritical pressure and thus phase separation is not likely to occur. These jets were numerically
investigated by different groups, e.g., Zong et al. [6], Schmitt et al. [7] and Müller et al. [8], using the commonly
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accepted dense-gas approach. A multi-component benchmark case is the Spray-A of the Engine Combustion Net-
work (www.sandia.gov/ECN), where cold n-dodecane is injected into a warm nitrogen atmosphere at a pressure of
6 MPa, which exceeds the critical pressure of both components. Different modelling approaches, e.g., Lagrangian
particle tracking in Wehrfitz et al. [9], a single-phase dense gas approach in Lacaze et al. [10] and a two-phase
approach based on a vapor-liquid equilibrium model in Matheis and Hickel [11], have been used to simulate this
test case. Up to now, none of these approaches is commonly accepted because of a common disagreement on
the actual state of the fluid or the mixture. This is partially due to the lack of experimental data and well-defined
boundary conditions. The latter are highly important as flow phenomena may be very sensitive to thermodynamic
(mixture) states.
It is the objective of this study to gain a better understanding of high-pressure injection and mixing. Experiments
and numerical simulations were conducted, in which accurate synchronization of the thermodynamic boundary con-
ditions was assured. For these investigations, a multi-component system consisting of n-hexane and nitrogen was
chosen and a systematic study was carried out at supercritical pressure with respect to the pure components value.
The injection temperatures of n-hexane were chosen such that they cover regimes in which the thermodynamic
non-idealities, in particular, the effects that stem from the potential phase separation, are significant. The objective
of this paper is to investigate whether or not a clear transition from a dense-gas to a spray-like jet with droplets can
be observed. The study shows that the large-eddy simulation (LES) in combination with a vapor-liquid equilibrium
(VLE) model [11] is able to predict the experimental results very well.

Experimental facility and injection system
The injection experiments of n-hexane into nitrogen (≥ 99.9990% purity) have been conducted at the ITLR (Uni-
versity of Stuttgart) using the experimental and optical setup that is sketched in Fig. 1. The facility consists of a
cylindrical constant-volume chamber (V ≈ 4 · 10−3 m3) that is designed for injections into non-heated ambient gas
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Figure 1. Experimental facility including optical arrangement for simultaneous shadowgraphy/ELS measurements.

with a maximum pressure of up to 60 bar. The chamber pressure pch was measured with a piezoresistive sen-
sor (Keller PA-21Y, 0.25% uncertainty), while a resistance thermometer provided the chamber temperature within
±1 K. Three quartz windows (two at the side walls, one at the bottom) enabled optical access into the chamber.
A magnetic-valve common-rail injector (distributed by Robert Bosch AG) is mounted to the chamber such that the
center axes of the injector nozzle and the cylinder coincide. The injector nozzle is custom-made and features a
single straight-hole of diameter D = 0.236 mm and length L = 0.8 mm (i.e. L/D ≈ 3.4). It is important to note that
the focus of this study was put on jets with low expansion ratios pinj/pch, which is contrary to conventional Diesel
engine applications operating at injection pressures of typically several hundred bar. Consequently, we made ad-
justments to the needle/spring configuration in order to provide proper needle lift also for comparably low pinj of
< 60 bar (as required here). N-hexane was thoroughly degasified prior to the campaign and stored in a fluid reser-
voir that is separated into two sections using a diaphragm bellows. The section that contained the n-hexane was
directly connected to the fuel pipe of the injector. The exterior section was filled with a driver gas to establish the
injection pressure, which was also measured with a piezoresistive sensor (Keller PA-23, 0.2% uncertainty). Using
this configuration avoids contamination of the injectant with dissolved driver gas, which is of particular importance
for near-critical fluid investigations. The injection temperature Tinj was controlled by two heater cartridges with an
uncertainty of ±2 K as detailed in Baab et al. [12].

Optical techniques and data processing
We used parallel-light direct shadowgraphy in combination with planar 90 degree-elastic light scattering (ELS) for
the experimental jet analysis. In several recent studies, this choice has been shown suitable to assess both the
geometric jet topology as well as the occurrence of two-phase regions embedded within the dense core region
[13, 14]. Specifically, scattered signal intensities from a fluid jet illuminated by a light source are very sensitive to
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Figure 2. Comparison of PR-EoS and ideal gas EoS with reference data obtained from CoolProp [17] for n-hexane at p = 5 MPa;
a) density ρ, b) specific heat at constant pressure cp and c) dynamic viscosity µ.

the size of present scattering particles. Thus, signal magnitudes vary by several orders of magnitude among single-
phase flow (molecular Rayleigh scattering) and two-phase flows with embedded – potentially very small – droplets
in the particle Rayleigh or Mie regime, Miles et al. [15]. Proper acquisition and interpretation of the scattered light
portion, therefore, allows for a qualitative characterization of multi-phase regions within a fluid flow.
The used optical arrangement resembles the one used in Baab et al. [14] in the sense that a single frequency-
doubled pulse from an Nd:YAG laser (Continuum Powerlite DLS 8010, λ = 532 nm) provided illumination for both
the shadowgraphy and ELS measurement. It is important to note that this assures instantaneous and simultaneous
acquisition of the experimental data. Moreover, stereoscopic image correction of shadowgram and ELS image
enables accurate assignment of two-phase phenomena to the local jet region and specific flow features revealed
in the shadowgram (e.g. jet core or mixing layer). Both images were captured with a LaVision sCMOS camera
(2560 x 2160 pixels, 16-bit dynamic range or 0-65535 digital counts) and a long-distance microscope (Infinity K2
DistaMax) leading to a resolution in the object plane of around 9 µm/pixel. For the ELS measurement, a laser sheet
was formed by serial arrangement of a plano-concave and a plano-convex cylindrical lens with focal lengths of -200
and 500 mm, respectively. The laser sheet was reflected into the chamber through the bottom window (see side
view in Fig. 1), where the sheet precisely aligned with the nozzle center axis. The excitation intensity could be
continuously varied using a λ/2 wave plate in combination with a polarizing beam splitter cube and was monitored
with a pyroelectric energy head. Shadowgraphic illumination was attained by guiding a fraction of the laser pulse into
a fluorescence diffuser connected to a Fresnel lens. As the diffuser red-shifts the laser light to a spectrum of approx.
574 - 580 nm, the shadowgraphy and ELS signals could be captured independently by spectral filtering. Specifically,
a 532 nm-notch filter removed scattered laser light in the shadowgram, whereas a 532 nm-narrow band-pass filter
eliminated the diffuser light in the ELS image. Dark-frame subtraction reduced the noise level in the ELS image
below 10 counts. We additionally rescaled the noise-corrected camera intensity Icam (in counts) with the measured
excitation intensity I0 according to Ĩ = Icam/I0 (counts/mJ) to account for inevitable shot-to-shot variability of the
laser. Furthermore, ELS experiments at different magnitudes of I0 remain comparable (in assumption of a linear
scattering response). Note, once again, that scattering intensities are subject to strong variations depending on
the two-phase jet properties (e.g. droplet sizes and number densities). Consequently, I0 was therefore adjusted to
assure proper sensor saturation for all experimental conditions.

Numerical method
In order to investigate high-pressure injection, large-eddy simulations have been carried out with two different
solvers. These solvers have been extensively used for supercritical injection simulations of both pure as well as
binary jets, see e.g., [8, 11, 16], whereby one of those solvers is the density-based INCA (www.inca-cfd.com)
and the other is a pressure-based version of OpenFOAM (www.openfoam.org). For the reason of clarity and with
thermodynamic aspects being the main objective – not the cross-comparison of LES codes – only one set of LES
results (INCA) is presented in this paper. Identical thermodynamic models are implemented in both solvers and are
discussed in the following.

At supercritical pressures, intermolecular forces become increasingly important. Using the equation of state (EoS)
for an ideal gas would lead to severe deviation from the actual fluid properties, see Fig. 2a. Commonly accepted,
especially in LES, are cubic EoS and the approximation of real-gas behaviour/effects based on the corresponding
state principle. In the present study, the cubic EoS of Peng and Robinson [18] (PR-EoS)

p =
R T

v − b −
a

v2 + 2vb− b2 (1)

is used, where R is the universal gas constant, T is the temperature, v is the molar volume and a and b account for
the intermolecular attractive and repulsive forces, respectively. For calculating a and b, the concept of a one-fluid
mixture in combination with mixing rules is used [19]:

a =

Nc∑
i

Nc∑
j

zizjaij and b =

Nc∑
i

zibi . (2)
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Here, zi is the mole fraction of species i, whereby in the following we denote the overall mole fraction by z =
{z1, ..., zNc} and the liquid and vapor mole fractions by x = {x1, ..., xNc} and y = {y1, ..., yNc}, respectively. The
variables aij and bi in Eq. (2) are calculated based on the corresponding state principle:

aij = 0.45724
R2 T 2

c,ij

pc,ij

[
1 + κ

(
1−

√
T

Tc,ij

)]2
and bi = 0.0778

R Tc,i

pc,i
, (3)

where κ = 0.37464 + 1.54226ω − 0.2699ω2. The required fluid properties for using the PR-EoS are the critical
pressure pc, the critical temperature Tc and the acentric factor ω. For the off-diagonal elements of aij , the pseudo-
critical combination rules are used in this study [20]:

ωij = 0.5 (ωi + ωj) , vc,ij = 1
8

(
v
1/3
c,i + v

1/3
c,j

)3
, Zc,ij = 0.5 (Zc,i + Zc,j) ,

Tc,ij =
√
Tc,iTc,j (1− kij) and pc,ij = Zc,ijRTc,ij/vc,ij .

(4)

It has to be noted that in this study the PR-EoS was used in a predictive manner, meaning the binary interaction
parameter kij in Eq. (4) was set to zero. The comparison with experimental data of vapor-liquid equilibria, however,
shows good agreement for the investigated pressure around 5 MPa, see Fig. 3. Especially the dew-point line shows
very good agreement, which is of essential importance in this study.
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Figure 3. Vapour-liquid equilibria at constant temperatures for the investigated binary n-hexane nitrogen mixture; reference data
from Dortmund Data Bank Software & Separation Technology (DDBST), Poston et al. [21] and Eliosa et al. [22].

Caloric properties are computed with the departure function formalism, Poling et al. [19]. The reference condition
is determined using the nine-coefficient NASA polynomials proposed by Goos et al. [23]. The empirical correla-
tion of Chung et al. [24] is used for the calculation of the viscosity and the thermal conductivity. For pure n-hexane
the present thermodynamic model and the reference data from CoolProp [17] show excellent agreement, see Fig. 2.

In this study, the single-phase dense-gas approach was extended with a vapor-liquid equilibrium model which is
inspired by the work of Qiu and Reitz [25]. In this approach, the single-phase solution of the mixture is considered
stable if and only if the Gibbs energy is at its global minimum, see, e.g., Michelsen and Mollerup [26]. To check
whether a mixture is stable or not, the tangent plane distance (TPD) method of Michelsen [27]

TPD (w) =
∑
i

wi [lnwi + lnϕi (w)− ln zi − lnϕi (z)] (5)

is used, where w = {w1, ..., wNc} is a trial phase composition and ϕi is the fugacity coefficient of component i
calculated from the PR-EoS. If the TPD-analysis leads to a negative value for any of the trial phase compositions w,
the mixture is unstable and a separation in two phases, namely a vapor (v) and a liquid (l) phase, is done yielding
a decrease in Gibbs energy. It is assumed that this phase split occurs instantaneously and an adiabatic flash is
solved. The solution is characterized by the equality of the fugacities f of each component i in the considered
phases at a given temperature, pressure and overall composition, i.e. fi,l(p, T,x) = fi,v(p, T,y). Further details
on the implementation can be found in Matheis and Hickel [11]. For details on the numerical discretization of the
governing equations and turbulence model we refer to Hickel et al. [28].

Test case definition
A binary system consisting of n-hexane and nitrogen was chosen and a systematic study was carried out at super-
critical pressure with respect to the pure components value (pc,C6H14 = 3.0 MPa and pc,N2 = 3.4 MPa), where
n-hexane is injected into a quiescent nitrogen atmosphere at (cold) ambient temperature Tch, see Fig. 1 and
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Table 1. Overview of the experimental conditions and boundary conditions used in the LES.

Case pch Tch Tt,C6H14 TC6H14 uC6H14 ρC6H14

[MPa] [K] [K] [K] [m/s] [kg/m3]

T480 5.0 293.0 480.0 479.3 51.0 443.2
T560 5.0 293.0 560.0 554.8 72.1 202.0
T600 5.0 293.0 600.0 595.0 90.3 136.9

Tab. 1. The pressure for all test cases was set to pch = 5 MPa, which correspond to a reduced pressure pr =
pch/pc,C6H14 = 1.67 for n-hexane and pr = pch/pc,N2 = 1.47 for nitrogen. Three different injection temperatures
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Figure 4. Density ρ and heat capacity cp of n-hexane at
5 MPa. Symbols mark injection conditions.

were selected for the present study as defined in Tab. 1 and
visualized in Fig. 4, based on a-priori calculations of the adi-
abatic mixture considering two-phase separation; for details
see, e.g., Qiu and Reitz [25]. Case T480 shows strong two-
phase effects, see Fig. 5, and the adiabatic mixture fully
penetrates the VLE at 5 MPa. For case T560, only minor
two-phase effects can be expected, see Fig. 5 detailed view,
and the 600 K case is expected to be a dense-gas jet. In
addition to the potential phase separation, n-hexane shows
strong real-gas effects in the temperature range between
450 K and 650 K, see Fig. 4, which can be seen in terms of a
strong peak in the heat capacity at around 550 K. This is the
point where the fluid crosses its Widom-line, see, e.g., Sime-
oni et al. [29], and where the fluid undergoes a drastic change
from a liquid-like to a gas-like density within a finite temper-
ature interval. The temperatures selected as case names
correspond to the total temperature in the injector reservoir

Tt,C6H14 . The static temperature TC6H14 as well as the outlet velocity at the nozzle exit uC6H14 were calculated
based on the assumption of an isentropic nozzle flow [14] and were used as boundary condition in the LES.

Results and discussion
In Fig. 6, experimental single-shot measurements and instantaneous LES results are compared. Snapshots were
taken at a time sufficiently large such that the jets are fully developed and can be considered as quasi-stationary.
Shadowgram (top frame) and simultaneously taken ELS image superimposed onto the corresponding shadowgram
(bottom frame) visualize both the flow structure as well as the thermodynamic state. The intensity Ĩ is shown on a
logarithmic scale comprising almost three orders of magnitude. Focus shall hence be put on the overall scattering
characteristics rather than quantitative evaluation of the measured signals. Values outside the color scale range
were cut off to emphasize the distinction between regions of negligible Ĩ and two-phase regions within the jet,
indicated by high scattering intensities. In the LES, flow structures are visualized by the instantaneous temperature
field (top frame). In the bottom frame the vapor volume fraction αv is superimposed to indicate regions of two-phase
flow. By doing so, a direct comparison of the phase formation phenomena in the experiment and LES is provided.
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Figure 5. Adiabatic mixtures of n-hexane and nitrogen at 5 MPa.

The experimental results for Case T600 show a dark core being dissolved in the environment and finger-like struc-
tures emerging from the surface of the dark core, see Fig. 6a. No significant (stable) scattering signal is measured
and as a result a single-phase state can be deduced. This finding agrees well with both the LES results and the
adiabatic mixing line. The thermodynamic model does not predict any thermodynamically unstable states based on
the applied tangent plane distance criterion, see Eq. (5). The stability of the single phase in the LES can be seen
in more detail in Fig. 7a, where all conditions are presented by means of a scatter plot. All conditions in the LES
follow the adiabatic mixture line closely and none of the points lies within the region of the vapor-liquid equilibrium at
5 MPa. It is worth mentioning that the jets being investigated are almost isobaric and are therefore not subjected to
large fluctuations in pressure. Furthermore, the dew-point line does not show a strong dependency on the pressure
close to the investigated pressure of 5 MPa, see Fig. 3, underlining the experimental observation that a pronounced
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two-phase region within the jet does not exist. The minor signals determined in the experiment might stem from
spatial fluctuations of thermodynamic properties, which may lead to small areas of phase separation. Downstream
of x/D & 10, these regions form in the outer shear layer but they are highly unstable and collapse instantaneously.
Another reason for the detected scattering signal might be a local violation of the adiabatic mixture assumption due
to, for instance, heat conduction.
A totally different picture results for case T560, see Fig. 6b. While the shadowgram resembles that for T600 in the
near-nozzle region, a strong difference becomes apparent for x/D & 20. Here, a dark region forms over the entire
extension of the jet, which indicates the formation of a dense droplet cloud. This fact is clearly corroborated by a
steep increase in the scattering intensity, which is initiated by droplet generation in the mixing layer for x/D & 10.
Further downstream, this flow mixes into the jet core, leading to a pronounced two-phase characteristic throughout
the entire jet domain. In fact, this is proved by the LES result of case T560, where a large spatial area of the jet
shows two-phase behaviour due to an unstable single-phase mixture determined by the TPD-criterion, see Eq. (5).
In agreement with the experimental observation, the LES regions showing two-phase flow are located in the outer
shear layer, which merge towards the jet centerline downstream of x/D & 60. Due to the only minor penetration of
the VLE, the vapor volume fraction in the regions with phase separation is very close to unity, see Fig. 7b. In the
LES, the phase separation is occurring in the shear layer first where all mixture states are present, forming a layer of
two-phase flow around the actual jet. Further downstream, this layer is growing steadily and, as additional nitrogen
mixes with the jet, this leads to a progressing dilution and to a cooling of the mixture, see Fig. 6b. For x/D & 60,
this steady mixing and cooling results in a jet where a huge portion exhibits two-phase behaviour, which becomes
obvious by comparing the LES snapshot and the T ,z-diagram in Fig. 7b. As stated above, this is in very good
agreement with the experimental results. The LES vapor-liquid equilibrium model is able to phenomenologically
capture the transition from a dense-gas mixture (case T600) to a jet exhibiting phase separation (case T560). In
addition, identical to the case T600, all states in the LES group around the adiabatic mixture line as predicted by
the a-priori analysis, see Fig. 7b.

293

479

555

595

T
[K

]

0 0.2 0.4 0.6 0.8 1
xN2

, yN2
, zN2

[mol/mol]

(Chamber)

LES data
C6H14 at 595.0 K
(Injection)

N2 at 293 K

0 10 20 30 40 50 60 70 80 90

x/D

595293

T [K]

0

-10

-20

10

20

y
/
D

a)

293

479

555

595

T
[K

]

0 0.2 0.4 0.6 0.8 1
xN2

, yN2
, zN2

[mol/mol]

(Chamber)

LES data

C6H14 at 554.8 K
(Injection)

Vapor volume

fraction αv

0.999 1

N2 at 293 K

0 10 20 30 40 50 60 70 80 90

x/D

0.999 1 554.8293

T [K]αv

0

-10

-20

10

20

y
/
D

b)

293

479

555

595

T
[K

]

0 0.2 0.4 0.6 0.8 1
xN2

, yN2
, zN2

[mol/mol]

(Chamber)

LES data

C6H14 at 479.3 K
(Injection)

Vapor volume

fraction αv

0 1

N2 at 293 K

0 10 20 30 40 50 60 70 80 90

x/D

0 1 479.3293

T [K]αv

0

-10

-20

10

20

y
/
D

c)

Figure 7. Scatter plots of the cases T600, T560 and T480 showing the thermodynamic state of the LES results together with the
vapor-liquid equilibrium at 5 MPa and the adiabatic mixture.

For Case T480, a drastic change in terms of flow phenomena occurs. A spray-like behaviour similar to atomized
jets [2, 3] can be seen in Fig. 6c. The corresponding shadowgram shows a constant dark core with distinct droplets
visible in the outer jet region for x/D & 15. This pronounced two-phase characteristic directly reflects in the strong
scattering throughout virtually the entire jet domain. As in case T560, the presence of this strong phase separation
is confirmed by the LES where nearly the complete jet has entered the VLE, see Fig. 7c. In contrast to the cases
T560 and T600, the adiabatic mixture of case T480 crosses both the bubble-point line as well as the dew-point line
and the corresponding shadowgram shows a jet exhibiting spray-like behaviour. Due to the Eulerian approach used
in the LES, no individual droplets are resolved and, therefore, the spray-like character is represented in terms of the
vapor fraction covering the whole range from zero to one. A single-phase state is predicted only in the “dark” core
at the injector inlet and in a thin area at the outermost region of the shear layer, see Figs. 6c and 7c. As soon as
the mixture crosses the bubble-point line at zN2 ≈ 0.1, the jet exhibits two-phase behaviour. Due to the approximate
parallelism of the adiabatic mixture line and the dew-point line, high vapor volume fractions larger than 0.5 result
from zN2 ≈ 0.3 on and cause the reddish color in the contour-plot of the jet in Figs. 6c and 7c.
Apart from the good prediction of the LES with respect to the thermodynamic effects, the opening angle of the jet
shows a generally good agreement between experiments and numerical simulations for all three cases. For case
T480, a smaller opening angle compared to the cases T560 and T600 is observed. For case T600, the LES appears
to overestimate the opening angle slightly. It has to be noted, however, that shadowgraphy may be too insensitive
to capture the entire jet domain as given by the LES.
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Conclusions
Experiments and numerical simulations of jet mixing at high pressure were carried out at three different research
facilities in Germany in order to contribute to a better understanding and prediction of high-pressure injection and
the phase separation processes in initially supercritical fluids. A multi-component system consisting of n-hexane
and nitrogen was chosen and a systematic study was conducted at supercritical pressure with respect to the pure
components value. N-hexane was injected into a chamber filled with pure nitrogen at (cold) ambient temperature.
The test case conditions were selected such that they cover regimes in which the thermodynamic non-idealities, in
particular the effects that stem from the potential phase separation, are significant. Three different test cases have
been presented and discussed in this paper. Simultaneous shadowgraphy and elastic light scattering experiments
were conducted in order to capture both the flow structure as well as the phase separation. In addition, numerical
simulations were carried out by means of large-eddy simulations with a vapor-liquid equilibrium model. Experimen-
tal and numerical results show phase separation and the transition from a dense-gas to a spray-like jet, where the
a-priori calculation predicts two-phase flow. Characteristics of the formation process agree well between experi-
ments and numerical simulations. The formation of a two-phase flow is initiated in the mixing layer some distance
downstream of the nozzle and eventually mixes into the jet core at large distance.
This study serves as a basis for more thorough investigation of these kind of jets. A more detailed examination of
the near injector region as well as a comparison of transient and averaged data from experiments and numerical
simulations will be conducted.
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Abstract
This paper presents a new model developed to predict the area of wall films that may develop in gasoline direct
injection engines (GDI). In a always more restrictive legislation on gas emissions the injection process in internal
combustion (IC) engines has been highlighted as a domain of great concern in order to satisfy these requirements.
Many spray wall interactions models exist in literature and are included in different CFD tools. Most often they are
based on the sum of single drop-wall impacts. The specificity of the present model lies in its simplicity and the way
the film is treated globally. Here its propagation is predicted using a balance between the momentum given by the
spray and the viscous shear stress. Jointly with the theoretical model, an experimental set-up has been built up, an
optical measurement technique called Refractive Index Matching method is used to follow the development of the
wall film.
It has been found that the area of the wall film is proportional to the duration of injection, while the distance between
the injector and the wall has not shown many influence on the evolution of area. The influence of the injection
pressure has also been identified, when the pressure is doubled the radius of the film is multiplied by 3

√
2. Eventually

the model predicts that film thickness decreases as fuel pressure rises.

Keywords
automotive sprays, spray-wall impingement, refractive index matching method

Introduction
Fuel impingement in an internal combustion (IC) engine is a critical phenomenon. Despite progresses in gasoline
direct injection (GDI) sytem design, fuel spray-wall impingement still happens for certain engine conditions and leads
to liquid deposits. These wall films on the piston or the cylinder liner strongly affect mixture formation and entail bad
local mixture homogeneity. This has been identified as a major source of pollutant emissions, especially particulate
matter [1, 2]. As a consequence, it is essential to have a good understanding of these spray-wall interactions and
identify the key factors to keep them under control.

Drop-wall impingement is a topic widely studied in literature, because many applications (automotive, aeronautics,
cooling, fire safety, printing, painting, agrochemicals, phamaceutical to name some) strongly depend on the perfor-
mances of atomisers and spray systems [3]. Many models have been derived with success to describe the different
impact regimes (on cold or hot surfaces) and the spreading characteristics of single droplets [4, 5, 6]. Some of them
are commonly used in CFD tools and coupled with a Lagrangian description of the spray [7, 8, 9].

Nevertheless, it has been shown that spray-wall impingement implies many phenomena, which cannot be completly
described by single droplet-wall impact models [5, 10]. Moreover, while available computational power has strongly
increased and despite some success, CFD tools sometimes remain expensive to simulate all the different engine
conditions, for a first screening or even while optimising injector targeting and injection timings. In the present paper,
a simple model based on basic conservation laws is proposed to describe wall film spreading in non- or low-volatile
conditions. The global approach used to develop this model makes its originality, as well as the fact that it focuses
on the film, rather than the spray dynamics. It is compared and validated with experimental measurements using
the refractive index matching method and high-speed video imaging.

Spray-wall interactions and experimental setup
When a GDI spray impinges upon the wall, the very numerous liquid droplets (109 to 1010) are either deposited or
splashed and pushed away because of the high momentum, as depicted on Figure 1. In non-vaporising conditions,
the deposited liquid mass quickly generates a continuous wall film. It then propagates under the effect of mass
deposition and the spray dynamic pressure. While both the spray and the film can be observed on classical shad-
owgraph pictures like Figure 1, the film spreading can be better tracked with the refractive index matching (RIM)
method.
The experimental setup is presented in Figure 3. It is here composed of a GDI injector (b), fed by a high-pressure
pump (a), which generates a spray (c) that impinges upon a transparent roughened quartz plate (e); the impinge-
ment and the spreading of the liquid are recorded with a high speed video camera (g). The camera is directed
towards a mirror (f) placed under the impingement plate in order to observe the phenomena from below. The light
source (d) is an optical fiber which illuminates the quartz plate at grazing angle. This method of visualisation is
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Figure 1. GDI spray impinging upon a smooth plate. Fuel pressure is 100bar.

Figure 2. Images of injection as visualised on the RIM setup for Pi = 200bar Ti = 5ms and dW = 50mm images are displayed
every 1.5ms

called Refractive Index Matching method (RIM) and it has originally been introduced by Drake [1] to study a DI en-
gine then used by Yang and Gandhi in a Diesel engine [11]. Finally Maligne and Bruneaux [12] used it in a pressure
chamber to compare wall films created by different types of GDI injectors. As the liquid fills in the surface troughs,
the illuminated plate scatters less light towards the camera. This enables to clearly identify the wall film footprint and
its surface can be evaluated (see Figure 2). After a fine calibration, the wall film thickness is quantified [1, 11, 12].
For the liquid films present in this study the accuracy is ±1µm. The injector used for this study has three holes. In
this particular case, it is tilted by 30°, hence one of the plumes impacts upon the plate vertically and the spreading is
homogeneous in the radial direction. Using a specially developed image post-processing, the edge of the liquid film
can be tracked through time. Considering the camera resolution (1px = 0.17mm) the accuracy on the film radius is
1mm close to the impinging zone and it becomes better and better as the film is spreading.

Figure 3. Sketch of the Refractive Index Matching experimental setup
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Wall-film spreading modelling
As very well underlined in [10], spray-wall impingement is a very complex phenomenon with many interactions
between the incoming droplets and the perturbated film surface. Taking into account all the details (especially
because the film is strongly perturbated by many simultaneous impacts) would be a tremendous effort. The purpose
here is not to develop yet another very fine drop-wall interaction model to be implemented in a CFD tool. In this
section is derived a simple global model, which describes the wall film propagation. The first hypothesis is the wall
film has a puddle or a pizza shape, with a homogeneous thickness e (see Figure 4). Surface tension effects, which
are strong at the wall film edge and create a rim, are here neglected. Only a steady-state balance between a driving
(spray pressure / momentum transfer) and a counteracting force in the radial propagation direction is considered.

Figure 4. Sketch of the modelled problem. The film thickness is supposed to be homogeneous.

The wall film spreading model relies on the use of the mass and momentum conservation equations, outside the
impact zone. Considering the characteristic lengths and times (thickness e ' 10µm, radius R ' 10mm, injection
time Ti ' 1ms), the thin wall film is supposed to be in the lubrication regime. Considering that the mass is totally
(Km = 1) or partially (Km ≤ 1) transferred in the film, the mass balance writes:

dπR2e

dt
= KmQ (1)

Where Q stands for the injection discharge of the injector, then assuming a constant film thickness and that Q is
constant during the injection process:

R =

√
KmQt

πe
(2)

This shows that the radius of the film is proportional to the square root of time, the thickness of the film needs to be
derivated to exactly know the evolution of the film.
Now looking at the momentum balance and keeping in mind that the film is in the lubrication regime (i.e. the flow is
then parallel and pressure only depends on r):

∂p

∂r
= η

∂2vr
∂z2

, (3)

On the one hand a simple approximation on the pressure gradient gives:

∂p

∂r
≈ ∆P

R
. (4)

Defining ∆P = Ps − Pa and Ps = Pa + Pd then ∆P = Pd, which is the dynamic pressure given by the spray or,
introducing Kp to take into account the fact that the film pressure in the impingement zone may not be equal to the
spray total pressure ∆P = KPPd.
On the other hand stress can be approximated as:

η
∂2vr
∂z2

≈ η V

e2
. (5)

where V is the depth-averaged radial velocity. It can be used to express the wall film spreading velocity, by writing
V = Ṙ. Expressing e with the help of Eq 3 - 5 we get:

e =

√
ηV R

2πKPPd
(6)
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and with V R ∝ Q/e we get an expression for the thickness:

e ∝ 3

√
ηQ

Pd
(7)

As the discharge coefficient Q is varying like P 1/2
i , a trend for the evolution of e and R is found:

e ∝ P−1/6
i and R ∝ P 1/3

i (8)

For convenience Eq 2 & 7 can be rewritten using KP , Km, η, Pd and Q and it comes:

e = 3

√
ηKmQ

2πKPPd
(9)

R6 −R6
0 = K

PdQ
2

π2 η
t3 , (10)

where R0 stands for the impinging zone of the spray, inside this zone the flow is more complex and the accuracy of
the model is not guaranteed. And the prefactor K is defined as :

K = 2KP K
2
m , (11)

and takes into account that the spray mass and momentum may only be partially transferred to the liquid film. In
what follows, we set KP = 1 for simplicity, which means that the pressure at the film centre is the spray dynamic
pressure. The value of Km will be discussed in the next section.

Results and discussion
This present paragraph shows the results obtained applying the RIM method and the comparison with the proposed
model. Table 1 summarises the different operating points. Fuel pressure Pi, injection time Ti and injector-wall
distance dW have been varied within realistic ranges with respect to automotive applications.

Table 1. Operating points tested in the present study

Factor Unit Values

Fuel pressure Pi bar 50, 100, 200
Injection time Ti ms 1 to 5

Injector-wall distance dW mm 30, 40, 50, 60, 70

Figure 5 shows how the wall film area evolves in time. Whatever the injection time, the area growths collapse and,
in the steady-state range are proportional to time. Here, only dW = 50mm is displayed, as the injector wall-distance
has very little influence on the phenomenon. Hence, it confirms the radius evolution as the square root of time, as
shown by Eq 2. It can also be observed that, once the injection is finished, the wall film still has some inertia and
continues spreading at a much slower rate; the assumption of a constant thickness is then questionable.

Figure 6 shows the film thickness obtained with the calibration of the RIM method. The gray level is roughly ho-
mogeneous on the whole puddle and variations are mainly due to the surface irregularities that can scatter light
differently, the profile is made 2s after the start of injection. A steady state is reached and it is assumed that, no
droplets that could disturb the measure, are present above the film surface. Hence a measurement of the mean film
thickness is realised knowing the film surface. A value of 3.7µm is found, with the assumption of constant thickness
we can calculate the deposited mass of heptane. It is compared to the injected mass, and it provides the mass ratio
Km = 15.11%
A reasonable assumption is to say that a part of the mass deposited at the end of injection has already vaporised
after 2s. After a quick evaluation based on experiments about vaporisation rates of heptane droplets gently deposited
on a plate, and the use of a 1D model that predicts lifetime of liquid films [13], we can say that almost twice the mass
was present at the end of injection. This gives a new value for Km = 29%, which is in line with results previously
obtained in the literature [11, 14, 15, 16]. Then, the thickness at the end of injection is obtained using Eq 12:

e(t=Ti) =
e(t=2s)A(t=2s)

A(t=Ti)

(12)

The thickness of the film at the end of injection is 14.8µm.
On the other hand the model gives with Eq 9 and the slope of Figure 5 a thickness of 16.8µm that is to say a relative
error of 12% of the measured thickness.
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Figure 5. Wall film area time evolution for the operating point Pi = 100bar, dW = 50mm and different injection times.

Figure 6. Thickness profile for a film of heptane obtained 2s after the end of injection; Pi = 100bar, dW = 60mm, Ti = 5.0ms

Figure 7. Normal impingement of spray on rough plate; Pi = 100bar dW = 60mm Ti = 5.0ms. Red zone highlights the area
where momentum is transferred to the film

It has been shown in previous studies that there is less deposited mass when fuel pressure increases [14]. Never-
theless, from 50 to 200bar, changes of K are not expected to be very high. Then, for simplicity, Km is set to 0.29 in
what follows which gives a value of 0.58 for K. According to Figure 5 and to Eq 10 a value of 12.5 × 103 Pa for Pd

is obtained. To understand the meaning of this value a simple calculation is performed, taking a value of KP = 1
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(which is what we assume in the model) means that the momentum is conserved from the injector hole to the impact
plate. In other words the pressure force is constant, which can be expressed by:

PdAs = PiAo (13)

where As is the area where the spray momentum is transferred to the liquid film and Ao is the area of the injector
hole, then As = 18.2mm2 which correspond to a radius of 2.4mm which is really close to what we can observe on
Figure 7.

Figure 8. Wall film area time evolution for different fuel pressures Ti = 5ms, dW = 50mm.

Figure 8 shows the film area time evolution for different fuel pressures. As expected, area is growing linearly with
time. From one fuel pressure to another, the slope of the fitting curve is changing. It is admitted that Pd varies
linearly with Pi, while Q varies as

√
Pi.

Based on the value of K calculated above with Pi = 100bar, one gets for the coefficient in Eq 10, for a fuel pressure
P1:

(
PdQ

2

π2η

)
P1

=

(
P1

100 105

)2/3 (
PdQ

2

π2η

)
100bar

. (14)

Eq 14 then enables to determine the slope of the fitting lines and gives 34.4 and 86.8 for Pi = 50bar and
Pi = 200bar, respectively they are represented on Figure 8. It is clear that the dependency R ∝ P

1/3
i is cor-

rectly grasped by the model, however the prediction for the tests at 50bar is a bit bellow the experimental data. It
could come from the value of Km. Indeed it has been shown [14] that an increase in pressure causes a decrease
in the deposited mass.

Eventually, the comparison between the model , and the experiment can be visualised on Figure 9. Here all the data
collected at various pressure, injection duration and wall distance are displayed. The first bisector is represented in
plain line to help visualise the quality of the model. Thus, Figure 9 shows the model fits well with the experimental
measurements.

Conclusions and perspectives
The model presented in this paper is based on mass conservation and a steady-state balance between the spray
pressure and viscous stresses. The model predictions are compared with experimental results obtained using the
refractive index matching method and high-speed video imaging. Despite its simplicity, it clearly shows its ability to
fairly predict the time evolution of the film radius (R ∝ t1/2), as well as the influence of the fuel injection pressure
(R ∝ P 1/3

i ). It is also able to predict a wall film thickness with reasonable accuracy (e ∝ (ηQ/PD)1/3).
The model is currently extended to take into account oblique spray-wall impingement, so as to be more represen-
tative of typical impact angles in GDI engines. Heat transfers and phase changes will be then added to include
the effects of the strong vaporisation when the wall temperature reaches boiling conditions. Variation of fuels and
greater pressure range will be done, in order to validate the evolution of e as P−1/6.

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0).
EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA

143



ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain

Figure 9. Comparison between measured and modeled area realised at 50, 100 and 200bar with injection time of 5.0ms and
variable distance of injection
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Nomenclature
V Depth averaged radial velocity [m.s−1]
vr Velocity in the fuel [m.s−1]
e Thickness of the liquid film [m]
Pd Pressure transmitted by the spray [Pa]
Q Discharge of the injector [m3.s−1]
KP Pressure transmission coefficent
Km Deposited mass ration
K Prefactor
η Dynamic viscosity [Pa.s]
R Radius of the wall film [m]
A Area of the wall film [m2]
As Area of spray impingement [m2]
Ao Area of the injector hole [m2]
Pi Pressure of injection [Pa]
Ti Duration of injection [s]
dW Injector-wall distance [m]
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Abstract
Spray cooling systems are able to remove large amounts of heat due to phase-change. Although vaporization is the
most common phase-change process used in applications requiring thermal management, the use of liquids often
implies the presence of a liquid film which is known to mitigate cooling performance. Thus, it is worth exploring
other approaches for spray cooling avoiding liquid films. The work presented here explores sublimation using CO2

particles (dry-ice) formed through the Joule-Thomson effect. The application of interest is the molding industry,
where reducing the cycle time taking advantage of the time-frame available between the mold opening and closing
during the part’s extraction, allows a production increase and, consequently, a higher competitive advantage in the
market. The purpose of the experiments performed in dry-ice particle spray cooling is to investigate the effect of the
impingement distance (350-450mm), and injection duration, on the total energy flux removed from the surface, and
cooling efficiency, in order to assess the performance of sublimation spray cooling. The results show an evolution
of temperature distribution from a more homogeneous pattern with shorter pulses to a heterogeneous one for pulse
durations longer than 1 s. This is particularly useful in hotspot cooling. In terms of changing the spray impact
distance, the higher particle dispersion achieved with a larger distance led to a decrease in thermal performance,
probably due to the saturation of CO2 close to the impact surface. However, the pattern observed for the evolution
of the total energy flux removed, with a maximum around an injection duration of 0.5 s, remains unaltered. The
maximum cooling efficiency, obtained for the shortest distance, is up to 30%, which is comparable to spray cooling
systems based on vaporization.

Keywords
Dry-Ice, spray cooling, molding processes

Introduction
The optimization of cycle times in molding processes depends on the ability to improve the cooling period. Wire
coil inserts inside water channels already contribute to enhance heat transfer. However, the time between the
extraction of the plastic molded part and closing for initiating the next cycle presents an opportunity for an additional
cooling. Although most phase-change technique involving sprays consider liquid coolants, our purpose is to avoid
the formation of liquid films. Therefore, this work explores sublimation phase-change using a dry-ice (solid CO2)
particle spray to assess its potential for reducing cycle times in molding processes.
There are few cooling systems using dry-ice particles. To the best of our knowledge, only Linde developed a
patented spot cooling system using CO2 to perform thermal management in local hotspots of molded parts [1].
However, the process operates in steady-state and may not apply in short transient cooling.
Most applications using dry-ice sprays aim at surface cleaning due to the solvent properties of CO2 particles [2].
Only a few studies consider the thermal effects of its impact on a surface, and even less consider their application
to develop thermal management systems. For low flow rates (0.236 − 1.18 l/s), Kim and Lee [3] characterized the
heat transfer coefficient (h) in steady-state conditions, measuring values between 1 and 3.5 kW · m−2K−1. For
the highest value of h, the stagnation temperature varied between 0◦C and 16◦C depending on the impingement
distance. In fact, increasing the distance from 5 to 20 times with a diameter at nozzle exit of d = 1 mm led to a
non-linear decrease of h by 40%. The authors conclude that dry-ice particles are an advantage in CO2 jet cooling,
making it a better suited system for cooling applications. However, there are applications where CO2 particle sprays
have a short time frame to cool a heated surface, meaning it is operating in highly transient conditions. In this
sense, the analysis of the corresponding transient thermal behaviour is still lacking in the literature and, thus, is the
motivation for this work.
Using a mass flow rate of the order of ∼ 102g/s, the present investigation focuses on the transient heat transfer
in sublimation spray cooling for several distances between the diffuser exit and the impinging heated surface. The
experiments devised allow quantifying the cooling potential of dry ice particle sprays, assessing its potential appli-
cation in the transient thermal management of molds. The purpose is to explore the short time of mold opening for
the part’s extraction before starting another injection cycle by achieving a significant heat removal from the molding
cavity surface.

Experimental Setup
The experimental setup comprises a 5kg CO2 fire extinguisher vessel with two laser pointers assembled in the
diffusor to align it with the center of the impinging surface. The pressure inside the vessel is at 57.3 bar at 20◦C
and an inner probe-tube submerged down to the vessel bottom ensures that liquid CO2 arrives at the nozzle exit.
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In each experiment, the weight difference of the reservoir between the start and the end of injection, divided by its
duration, provides the average mass flow rate, resulting in a value of ṁ = 154±2.95g/s. The rapid expansion of the
liquid CO2 through the nozzle and diffuser implies a sudden temperature decrease towards the sublimation value at
atmospheric pressure, forming a two-phase (solid-gas) mixture by the Joule-Thomson effect (process a-b in Fig. 1).
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Figure 1. CO2 phase diagram. Process 1 corresponds to the expansion from points a to b producing a two-phase mixture of gas
and CO2 solid particles. Process 2 corresponds to the sublimation associated with surface cooling.

The plate made of AISI 1010 steel has dimensions of 290 × 290 × 5[mm] and its thermophysical properties
at 45◦C (based on the average value measured throughout the experiments) are: thermal conductivity of k =
63 W · m−1K−1, specific heat cp = 443.5 J · kg−1K−1, density ρ = 7832kg/m3. Before each test, the plate is
preheated with a 200 W electric resistance up to 100 − 110◦C, and then placed on a horizontal cork, 40 mm-thick
insulation board, its center aligned with the vertical diffuser axis. This configuration ensures a uni-direction internal
conduction heat flux inside the steel plate, normal to the impinging surface. The experiments performed consider
an initial condition of uniform surface temperature of 90◦C, since this is a common value found in molds upon re-
leasing the molded part. Fig. 2 depicts an overall view of the experimental setup and main flow structures, including
the spray dispersion pattern visualized through its angle, the impact region and a toroidal vortex formed by the
micro-CO2-particles following the gas flow.

23

2.5

44

[mm]

1

2

3

4

5

6

7

Steel Plate

Cork Thermal Insulation

K-Type Thermocouples

Vessel Support Structure

Liquid CO2 Reservoir

Rigid Tube

Diffusor with Expansion Nozzle

Spray Angle

Toroidal Vortex

Impact Region

MAIN
FLOW
STRUCTURESLImpingement

Distance

1

2

3

4

5

6

7

Figure 2. Overall view of experimental setup and indication of main flow characteristics.

The temperature measured by K-type Omega cement-on thermocouples allows characterizing the surface thermal
behavior. A thin, highly polished aluminium tape fixes each thermocouple to the impinging surface, with a negligible
thermal resistance, and minimizing radiation heat losses. A data logger from Data Translation (DT9828) acquires
temperature data at a sampling rate of 120Hz in each thermocouple channel. Calculations of the local heat flux from
surface temperature measurements allow characterizing the cooling effect at the dry ice particles spray impact. Fig.
3a shows four thermocouples in different radial positions. Preliminary tests confirmed the assumption of an axi-
symmetric particle flow. All experiments where dry-ice particles accumulated around the thermocouple were not
considered. While validating the experimental setup, tests showed that placing thermocouples in different angular
positions mitigated this unwanted effect.
An analysis of the CO2 phase diagram shows that, when the liquid expands from 58.8 bar to the atmospheric
pressure of 1 bar, CO2 solidifies through the Joule-Thomson effect and forms dry-ice particles at−78.5◦C. However,
the flow expansion within the nozzle causes an adverse pressure gradient and, thus, at nozzle exit, the pressure is
likely to be above the atmospheric value. Considering this, since the spray is a two-phase mixture of solid and gas,
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Figure 3. Illustration of thermocouple locations (a) and weighting areas considered in the overall heat transfer analysis.

it would explain why the coolant temperature at nozzle exit stabilizes at a higher value, Tc = −76.8◦C, than CO2’s
sublimation point. This is the value used in the calculations of the heat transfer coefficient.
To investigate the effect of the distance between the spray nozzle and the impinging surface on heat transfer, the
values considered are L = 350, 400 and 450 mm.

Measurement Method and Analysis
Our experiments require a transient heat transfer analysis. The time-frame for applying this cooling technique is up
to 6 seconds. This implies calculating the transient (t) heat flux at the impinging surface from local (ri) temperature
measurements for a given impingement distance (L). In Panão and Moreira [4], assuming an adiabatic condition at
the bottom surface, the wall heat flux is given by

q′′(tn, ri, L) =
2β√
π · δt

n∑
i=1

θ(ti, ri, L)− θ(ti−1, ri, L)√
n− i+

√
n− i+ 1

(1)

where β =
√
ρkcp corresponds to the thermocouple thermal effusivity, with ρ, k and cp as the density, thermal con-

ductivity and specific heat of the material, respectively. The time interval δt depends on temperature data sampling
frequency and θ(t, ri, L) = Ts(t, ri, L) − Ts(0, ri, L) corresponds to the difference between each instantaneous
measurement of the local (ri) temperature at a given impingement distance (L), and the initial condition at t = 0.
The resultant evolution of surface temperature uses two to three repetitive experiments to ensure reproducibility
of the results. The wall heat flux calculated for each temperature profile and, afterwards, used to calculate the
spatial-average value for the particle spray impact area,

〈q′′(t, L)〉 =
1

A

∑
i

(
q′′(t, ri, L) ·Aw(ri)

)
(2)

where A corresponds to the total area, A =
∑
i

Aw(ri), and Aw(ri) is the incidence area associated with each

thermocouple, as depicted in Fig. 3b. The positions ri correspond to the thermocouples radial location. An error
propagation analysis made for 〈q′′(t, L)〉 resulted in uncertainties starting at 6.5% and decreasing to a value around
1% after 100ms.
Using the temperature measured at the surface Ts(t, ri, L) and the temperature of the two-phase CO2 mixture
measured at nozzle exit, Tc, the spatial-average instantaneous heat convection coefficient h is calculated as

〈h(t, L)〉 =
1

A

∑
i

(
q′′(t, ri, L)

Ts(t, ri, L)− Tc
·Aw(ri)

)
(3)

A final quantity of interest is the total cooling energy removed from the surface,

〈E′′〉(∆t, L) =

∫ ∆t

0

1

A

∑
i

(
q′′(t, ri, L) ·Aw(ri)

)
dt (4)

An error propagation analysis made for the spatial average heat transfer coefficient resulted in uncertainties of
2.3-2.7%, and 0.6-0.8% for the total energy removed in the cooling process.

Results and discussion
The first part of the results presented analyzes the surface temperature behavior, and its distribution, to characterize
the expected outcome of sublimation spray cooling. Afterwards, the spatial-average evolution of the wall heat flux,
heat transfer coefficient and total energy removed in the sublimation process allow characterizing the effect of the
impingement distance on the cooling performance.
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Temperature evolution and distribution
Fig. 4 depicts the average local surface temperature variation for three different impingement distances. The first ob-
servation is the significant temperature difference from the plate’s center to outer regions in sublimation heat transfer.
This is clearer between the axisymmetric center, r = 0 mm and the first location outwards at r = 33.3mm for larger
impingement distances, showing the heterogeneous cooling characteristic of impinging jet heat transfer.
Regarding the thermal transient behavior of the surface, t ≈ 1.5s appears to set a threshold between a first cooling
period with an intense non-linear evolution of surface temperature, and a second period where cooling is less
intense, with surface temperature decreasing at a constant and lower rate.
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Figure 4. Evolution of local average surface temperature for different impingement distances with an injection duration of 3 s.

Another observation is the range for the surface temperature values (−32◦C to −16◦C), which does not reach the
sublimation value for CO2 in atmospheric conditions (−78.5◦C). A high-velocity flow of a two-phase (solid-gas)
mixture of CO2 impinging on the surface may imply a short residence time of particles in contact with the heated
surface for cooling purposes. Compared with cryogen spray cooling, the formation of liquid films allows reaching the
saturation temperature (in this case, the boiling temperature, see [5]). However, particles bounce from the surface,
justifying the shorter residence time for heat transfer with the surface and, consequently, a higher temperature than
the sublimation value.
The experiments performed also considered different durations of injection. Fig. 5 shows the surface temperature
decay, θ(t) = Ts(t)−Ts(0), for four different durations of injection (∆t = 0.5, 0.78, 1.5, 3.75 s) at r = 33.3mm and an
impingement distance of 400mm. Since the Start-Of-Injection (SOI), the decay is similar for all pulse durations, and
temperature recovery after the end of injection is also similar since it depends on the heat diffusion inside the plate,
although the final temperature varies proportionally to the injection duration. Therefore, we assume the wall heat flux
evolution for an injection with a longer pulse (∆tmax) can reasonably describe the outcome expected for a shorter
pulse, ∆t ≤ ∆tmax. As a fist approximation, this implies considering that the wall heat flux associated with the
recovery period has a marginal quantitative effect on the overall outcome. The practical implication is focusing the
analysis on the experiments with a longer pulse, assuming that any integration between 0 and t ≤ tmax expresses
the result expected for the corresponding duration of injection (∆t = t) of dry-ice particles onto the heated surface.
This is an important consideration in the analysis of the following section on the amount of energy removed from
the surface during ∆t, given by Eq. (4).
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Figure 5. Evolution of the surface temperature decay at
r = 33.3mm with L = 400mm considering different durations

of injection (∆t = {0.5, 0.78, 1.5, 3.75}[s]). SOI stands for
Start-Of-Injection.
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Figure 6. Stabilized final temperature decay after recovery by
thermal inertia and within a time window of 6s.

In Fig. 5, after the end of injection, the final stabilized temperature shows a decay (∆Tdecay) produced by the
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impinging dry-ice spray. Fig. 6 depicts the temperature decay in each radial location, considering several durations
of injection. A significant growth in temperature heterogeneity within the impact area as the duration of injection
increases, particularly in the central region, allows concluding that smaller pulses enable a more uniform cooling in
the impingement area, while longer pulses are more adequate for hotspot cooling. The next section focuses on the
effect of the impingement distance on sublimation spray cooling heat transfer.

Effect of distance on dry-ice particle spray cooling
From the surface temperature evolution analyzed in the previous section, Fig. 7a depicts the spatial-average wall
heat flux calculated according to Eq. (2). The three curves correspond to different impingement distances and the
pattern is similar to the observed in intermittent spray cooling [4], and the magnitude similar to typical values found
in cryogen spray cooling [7]. The maximum wall heat flux occurs 0.5-0.6 s after impact, for all distances L, and
decreases thereafter, probably due to the CO2 saturation close to the impinging surface, inhibiting sublimation.
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Figure 7. Evolution of the spatial-average heat transfer removed by the dry ice particle spray.

As to the spatial-average heat transfer coefficient, 〈h〉, Fig. 7b suggests a higher performance for the shorter dis-
tance (L = 350 mm), but the behavior is similar for all cases. Moreover, above t = 1 s, 〈h〉 evolves toward sta-
bilization, suggesting that pulse durations above 3 s may lead to a steady-state cooling. This is better understood
through the analysis of the total energy removed in the cooling process as a function of the duration of injection
(∆t). Fig. 8 shows a non-linear increase of the energy removed from the surface, and independent of distance, for
short pulse durations ∆t ≤ 0.5 s. Thereafter, the values for 〈E′′(L,∆t)〉 increase monotonically with ∆t.
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Figure 9. Effect of the impingement distance on the overall
cooling efficiency as a function of pulse duration.

Considering the application of this thermal management strategy to mold cooling, the cooling time (CT ) in molding
is generally proportional to the natural logarithm of a temperature ratio considering the values of injection of material
(Tinj), extraction of molding part (Text), and average mold temperature (Tm),

CT ∝ ln

(
Tinj − Tm

Text − Tm

)
Thus, if the recurrent use of CO2 would lead to a general decrease of the mold temperature in its cyclic operation, it
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would represent a percentual reduction of the cycle time proportional to the decrease of Tm relatively to a reference
value without CO2 cooling of the molding cavity surface. This is the research subject of ongoing modeling work.
Considering the cooling energy in each injection pulse, and the liquid CO2 quantity expected to form dry ice in order
to benefit from sublimation, which is approximately 45% according to Sherman and Adam [8], the cooling efficiency
estimated depends on the pulse duration as

η =
〈E′′(∆t, L)〉
0.45ṁhsg∆t

(5)

where ṁ corresponds to the measured mass flow rate of CO2 and hsg = 573 kJ/kg is the sublimation latent heat
at atmospheric pressure. The results depicted in Fig. 9 evidence a local maximum around a pulse duration of
∆t = 1 s. As mentioned before, a longer injection leads to a loss in performance, probably due to the saturation of
the mixture flowing environment close to the surface. Although the total cooling energy increases for a longer CO2

injection pulse, Fig. 9 points to a cost in performance. This suggests the possibility of exploring multiple shorter
pulses, instead of longer ones, as observed in Panão et al. [9] for cooling with intermittent liquid sprays.
Relatively to the magnitude of cooling efficiency values, compared to other intermittent sprays using liquid [4, 9],
the results are similar despite pulse durations in the present experiments are 2-3 orders of magnitude higher. Fig. 9
also points to a performance degradation when injecting the spray farther from the surface. However, this detriment
is not significant, since an increase of 30% of the distance only decreases η by 5%.

Conclusions
In typical thermal management, spray cooling systems often use the injection of liquid onto heated surfaces. How-
ever, a liquid film formed after impact mitigates phase-change in most cases and causes losses in cooling perfor-
mance. Therefore, the present work aims at introducing the application of dry ice particle sprays in the development
of thermal management cooling systems. In particular, the work focuses on its transient application within the time
frame available for cooling the molding cavity surface in molding processes during its operation time.
The thermal assessment of the technique includes the effect of pulse duration and impingement distance on the
temperature distribution, overall heat transfer (in terms of fluxes and heat transfer coefficient), on the total energy
removed from the heated surface, and cooling efficiency. Although dry ice sprays are usually associated with
cleaning surfaces, the results presented here show their prominent application in transient thermal management
cooling systems. Namely,

• Dry ice spray cooling produced different temperature distributions, depending on the duration of injection.
With shorter pulses lower than 1 s, the temperature decay is relatively uniform throughout the impact area,
while longer pulses produce a more heterogeneous temperature distribution with a higher decay in the central
region. This is particularly useful in hotspot cooling.

• The effect of the impingement distance on dry ice spray cooling considers the distances of 350, 400 and
450mm. As expected, a higher impingement distance leads to a higher particle dispersion, leading to a lower
thermal performance, thus, lower wall heat flux values. However, it does not affect the thermal behaviour
producing a maximum around the instant 0.5 s. This implies an inflection point in the total energy removed by
the spray at the injection duration of 0.5 s, distinguishing a correlation for shorter pulses independent on the
distance, from another correlation for longer durations depending on the impingement distance parameter.

Given the prominent character of the application of sublimation in thermal management systems, future and ongoing
research work includes: the thermal modeling of introducing this additional cooling in molding processes to reduce
the cycle time; a more detailed characterization of the dry ice particle spray, with particular emphasis on the impact
region; and the effect of the diffusor geometry on the dynamics of dry ice particle and dispersion patterns.
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Nomenclature
A total impact area [m2]
Aw incidence area of each thermocouple [m2]
cp specific heat [J · kg−1K−1]
〈E′′〉 total average energy flux [J/m2]
〈h〉 spatial average heat transfer coefficient [W ·m−2K−1]
hsg sublimation latent heat [J/kg]
k thermal conductivity [W ·m−1K−1]
ṁ average particle mass flux [kg/s]
q′′ wall heat flux [W/m2]
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ri thermocouple location at i radial position [m]
t time [s]
Tc coolant temperature [◦C]
Text extract temperature of molding part [◦C]
Tinj injection of material in mold temperature [◦C]
Tm average mold temperature [◦C]
Ts surface temperature [◦C]
Greek Symbols
β thermal effusivity [J ·m−2K−1s−1/2]
∆t time interval [s]
∆T temperature difference [◦C]
θ(t) instantaneous temperature difference, Ts(t)− Ts(0) [◦C]
ρ density [kg/m3]
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Abstract 
This paper describes the investigation of the effect of a prefilmer edge thickness on the breakup phenomena of a 
liquid film in a prefilmer airblast atomizer. The breakup phenomena of the liquid film at five prefilmer edge 
thicknesses (160, 500, 1250, 2000, and 3000 μm) under various conditions was observed using a high-speed 
camera. The breakup length of the liquid film was calculated by an image processing technique developed in this 
study. In order to quantitatively evaluate the effect of the prefilmer edge thickness on the breakup frequency, the 
Fast Fourier Transformation (FFT) analysis was conducted based on the time evolution of the breakup length. The 
results indicated that the breakup length increase and the breakup frequency decreases by increasing prefilmer 
edge thickness due to a larger volume of a liquid accumulation attaching to the prefilmer edge. The FFT analysis 
showed that the increase in prefilmer edge thickness causes the transition of the maximal power spectrum to a 
lower frequency (i.e. less than 100 Hz) due to the increase in the liquid accumulation at the edge as well. Finally, a 
dimensionless correlation has been proposed for the breakup length of a liquid film. 

Keywords 
Prefilming airblast atomizer, Breakup length, Breakup frequency, Prefilmer edge thickness, FFT analysis 

Introduction 
In the recent jet engine, the prefilming airblast atomizer has been widely used for the liquid fuel injection due to a 
good spray characteristics even at low fuel injection pressure. This type of atomizer uses the high-speed air stream 
flowing in the combustor for the atomization of a liquid fuel. Thus, the pressure loss of atomizing air in an atomizer 
is smaller than a conventional atomizer using the air stream, and leads to stable performances of the combustor 
over the entire range of operating conditions. 
The atomization mechanism of a prefilming type of airblast atomizer is well known. After injection, the liquid 
homogeneously wet the prefilmer surface, and flows down to the prefilmer edge in the form of a liquid film that is 
sheared by the high-speed air stream. The liquid film accumulates at the prefilmer edge. This accumulation is 
sheared by air and disintegrated into the bag-shaped liquid framed by a thicker rim. The bag-shaped part of the 
structure bursts and generates fine droplets. The rim is stretched and fragments into two elongated ligaments that 
disintegrate into larger droplets.  
Many researchers have studied the spray characteristics of a prefilming type of airblast atomizer, and revealed that 
a liquid film thickness, liquid flowrate, and air velocity are important parameters. Lefebvre reviewed the 
investigations on airblast atomizers, and pointed out the advantages of airblast atomizers such as lower fuel 
pressure, low soot formation, constant fuel distribution over the whole range of fuel flow rate, and fine mixing 
between fuel and air [1]. Inamura et al. experimentally investigated the spray characteristics of a prefilming type of 
airblast atomizer using the two-dimensional test atomizer with a rectangular cross-section [2]. Furthermore, they 
proposed new breakup model of a liquid film at a prefilmer edge based on the Kelvin-Helmholtz and Rayleigh-Taylor 
instability. The predicted wavelength, ligament diameter and mean droplet diameter were compared with the 
measurements. The predicted SMDs showed good agreements with the measurements at small liquid flowrate, but 
it showed slightly smaller values than the measurements at large liquid flowrate. 
However, little research on the effect of the geometric shape of a prefilmer on the spray characteristics of prefilming 
airblast atomizer is currently available. Gepperth et al. conducted the experiments to investigate the effect of liquid 
physical properties, film flow rate, and prefilming configurations on primary atomization of liquid film. Their 
experimental results showed that mean air velocity and prefilmer edge thickness were found to be the important 
parameters to the spray characteristics and the breakup phenomena of liquid film [3]. The prefilmer length, liquid 
physical properties and liquid volume flow rate seem to have only a minor effect on the mean droplet diameter but 
affect the ligament formation process. They pointed out three important parameters: the prefilmer edge thickness, 
the surface tension of the liquid, and the momentum flux of the gas. However, they did not investigate the effect of 
widely varying the prefilmer edge thickness on the breakup phenomena and spray characteristics. 
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Furthermore, up to now there is no correlation which contains the effect of the prefilmer edge thickness on the 
characteristics of the breakup phenomena such as the breakup length and the breakup frequency, etc.  
In this study, we focus on the prefilmer edge thickness as an important parameter, and aim to experimentally clarify 
the effect on the breakup phenomena of a liquid sheet in a prefilming airblast atomizer. In addition, we propose a 
dimensionless correlation for the breakup length of a liquid film which contains the effect of the prefilmer edge 
thickness. 
 
Experimental Apparatus 
Figure 1 (a) shows the experimental apparatus. The air generated by the blower is supplied to the contraction nozzle 
via a honeycomb. The test atomizer is attached to the exit of the contraction nozzle. The water in the pressure tank 
is pressurized by a high-pressure air from the compressor, and then it is supplied to the prefilmer in the test atomizer 
through a flow meter. The details of the experimental apparatus are presented in the previous paper [4]. Figure 1 
(b) shows the test atomizer used in this study. The test atomizer is two-dimensional for easy observation of the 
breakup phenomena of a liquid film. The prefilmer is set at the center in the atomizer, and the porous metal was 
used at a liquid outlet part to uniform the liquid flowrate distribution in the traverse direction. In order to avoid an 
undesirable change in the air velocity in the test channel, the channel height is fixed to 10 mm for all prefilmers with 
different edge thicknesses. The breakup phenomena of a liquid film are observed by the high-speed video camera 
which is placed above the prefilmer edge. The metal halide lamp is used as the light source. The field of view is 
appropriately adjusted in accordance with the experimental conditions. The frame rate is also adjusted from 3000 
to 10000 fps. In this study, tap water was used as the atomized liquid and air as the atomizing gas. The liquid 
volume flowrate per unit width of a prefilmer was ranged from 0.8 to 2.6 cm3/(s･cm), and the air velocity at the 

atomizer exit was ranged from 16.6 to 83.0 m/s. During the experiments, the film dry-out was not observed upstream 
the prefilmer edge except the case under ug = 16.6 m/s. All experiments were conducted under the atmospheric 
pressure. 

 

(a) Experimental apparatus.                                                                (b) Test atomizer. 

Figure 1. Experimental apparatus. 

 
Breakup phenomena of liquid film 
Details of the effects of an air velocity and prefilmer edge thickness on the breakup phenomena of a liquid film at a 
prefilmer edge under liquid flowrate of 2.6 cm3/(s･cm) are illustrated in Figure 2. In this study, five different prefilmer 

configurations have been tested to investigate the effect of widely varying prefilmer edge thickness (te = 160, 500, 
1250, 2000, and 3000 μm). The air and liquid flow from the bottom to the top in the photographs.  
During the experiments, it can be observed that the breakup process basically consists of the three stages. First, a 
liquid film that was flowing over the prefilmer surface accumulates at the edge and in the wake region of the prefilmer 
edge. Second, the liquid accumulated at a prefilmer edge is then sheared by air and fragmented into bag-shaped 
liquid film and ligaments. As soon as this bag-shaped film bursts, fine droplets are generated. The ligaments remain 
attaching to the prefilmer edge, and disintegrates later into larger droplets.   
The visual inspection showed a significant effect of the prefilmer edge thickness on the breakup phenomena of the 
liquid film such as the breakup length, the size and number of ligaments, and the liquid accumulation attaching to 
the prefilmer edge. As the prefilmer edge thickness increases, the breakup length of the liquid film and the size of 
ligaments increases. Due to these geometrical changes, larger droplets are generated. At investigating the liquid 
accumulation, it was observed that the accumulated volume of liquid clearly depends on the prefilmer edge 
thickness. It should be noted that, for the case of te = 160 μm under larger air velocity (ug = 66.7 and 83.0 m/s), no 

liquid accumulation was observed. Also, at the lower flowrate condition (Ql = 0.8 cm3/(s･cm)), there was no liquid 

accumulation at the prefilmer edge under even a smaller air velocity (ug = 32.7 and 50.0 m/s). On the other hand, it 
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is obvious that increasing air velocity reduces the breakup length of the liquid film. In addition, it can be seen that 
the number of atomization events per second increases with increasing air velocities. 
 

 
Figure 2. Breakup phenomena of liquid film at each prefilmer edge thickness when Ql = 2.6 cm3/(s･cm). 

 
Image processing method 
To quantitatively evaluate the effect of the prefilmer edge thickness on the breakup phenomena of a liquid film, the 
image processing technique to determine the breakup length has been developed using MATLAB (Math Works) in 
this study.  
Figure 3 shows the procedure of an image processing method developed in this study. From the original image at 
the prefilmer edge (a), a binary image (b) is generated. This binary image processing replaces each pixel in an 
image with a black pixel if the image intensity is less than the threshold, or a white pixel if it is greater than the 
threshold. Then, all the pixels framed by a white pixel are filled with white as shown in (c). The parts of droplets and 
liquid lumps are removed, and only the part of accumulated liquid film remains (d). The area Ab is calculated by the 
number of pixels in the accumulated liquid film. Finally, based on the prefilmer edge width and the calculated area 
of the liquid film, the breakup length Lb can be derived as follows: 

Lb  = Ab / w, (1) 

where Lb is the mean breakup length, Ab is the area of the liquid film, and w is the width of the prefilmer edge. The 
red line in Figure 3 (d) indicates the mean breakup length which is the spatially-averaged value of the entire 
calculation domain. For each experimental condition, a set of 1000 images was processed using above mentioned 
method. 
 

 

Figure 3. Procedure of image processing for determining breakup length of liquid film Lb. 
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Results and discussion 
Figure 4 shows the time evolution of the breakup length of a liquid film at each prefilmer edge thickness (te = 160, 

500, 1250, 2000, and 3000 μm) under (a) ug = 32.7 m/s and (b) ug = 66.7 m/s, at Ql = 2.6 cm3/(s･cm). The red line 

in each graph indicates the time-averaged breakup length for 1000 images. The time variations of the breakup 
length show a sawtooth-shaped curve. The primary breakup is characterized by a sudden drop of this curve. This 
is similar to the simulation results by Koch et al. [5]. 
As the prefilmer edge thickness increases, the mean breakup length increases and the breakup frequency 
decreases. In conjunction with the visual observations shown in Figure 2, this seems to be due to the accumulated 
liquid at the prefilmer edge. Obviously, the liquid film was accumulated at the atomizer edge before the primary 
disintegration. The accumulated liquid volume depends on the prefilmer edge thickness. A larger liquid volume is 
accumulated at a thicker atomizing edge, and results in the elongation of the liquid film attaching to the edge. This 
is consistent with the previous studies (Gepperth et al. [3], and Koch et al. [5]). In addition, Sattelmayer and Wittig 
concluded that the characteristics of the wavy liquid film on the prefilmer such as the film velocity, film thickness, 
and breakup frequency have a weak impact on the breakup process due to a suppression by the liquid accumulation 
at the prefilmer edge [6]. Also, it is obvious that the maximum breakup length, which means the elongation of the 
liquid film, became larger as the prefilmer edge thickness increased. For the case of te = 160 μm under a larger air 
velocity (ug = 66.7 and 83.0 m/s), no liquid accumulation was observed. At the lower flowrate condition (Ql = 0.8 

cm3/(s･cm)), there was also no liquid accumulation at the prefilmer edge under even smaller air velocity (ug = 32.7 

and 50.0 m/s). This leads to decrease of the breakup length and increase of the breakup frequency. Therefore, the 
breakup length increased and the breakup frequency decreased by increasing prefilmer edge thickness. In addition, 
the atomization process at te = 160 μm may be separated from those at other thicker edge thicknesses. 
On the other hand, it was observed that increasing air velocity reduces the breakup length, and also increases the 
breakup frequency. An increase of air velocity causes stronger shear force due to a larger air velocity. This force 
results in the elongated liquid film and makes unstable it faster. Thus, it leads to earlier disintegration which causes 
increasing the breakup frequency.  
 
The FFT analysis was conducted to quantitatively evaluate the effect of the prefilmer edge thickness on the breakup 
frequency. Figure 5 shows the power spectrum at each prefilmer edge thickness, when the air velocity is 32.7 or 
66.7 m/s at Ql = 2.6 cm3/(s･cm). For the constant air velocity, the increase of prefilmer edge thickness caused the 

transition of the maximal power spectrum to a lower frequency. This was also due to the increase of liquid 
accumulation volume which causes the elongation of the liquid film. Comparing the power spectrums at different air 
velocities for the same edge thickness, a distinct tendency was found that the breakup frequency increase with 
increasing air velocity. The peak spectrums for ug = 32.7 m/s were less than 100 Hz, while the peak power 
spectrums for ug = 66.7 m/s were ranged between 100 – 300 Hz.  
 
Figure 6 shows the mean breakup length of the liquid film as function of the prefilmer edge thickness when Ql = 0.8 

and 2.6 cm3/(s･cm). As the liquid flowrate increases, the breakup length increases. For both liquid flow rates of 0.8 

and 2.6 cm3/(s･cm), the breakup length shows a linear increase with the prefilmer edge thickness. This tendency 

was found for all air velocity conditions. The larger errors for ug = 16.6 m/s were due to the elongated liquid film that 
exceed the field of view. Also, the film dry-out was observed upstream the prefilmer edge, and leads to the larger 
errors. The increase of liquid flow rate leads to an increase of the breakup length. Especially at larger prefilmer 
edge thicknesses such as 2000 and 3000 μm, the effect of the air velocity on the breakup length becomes larger. 
Due to the increase of the number of atomization events per second and the increase of the accumulated liquid 
volume, the area of the liquid film attaching to the prefilmer edge in the calculation domain increases at Ql = 2.6 

cm3/(s･cm). Thus, the mean breakup length becomes larger than that at Ql = 0.8 cm3/(s･cm). 
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(a) ug = 32.7 m/s                                                     (b) ug = 66.7 m/s 

Figure 4. Time evolution of breakup length of liquid film at each prefilmer edge thickness. 
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Figure 5. Variations of power spectrum with air velocity at each edge thickness of prefilmer at Ql = 2.6 cm3/(s･cm). 

 a 
 

 

 

Figure 6. Mean breakup length of liquid film as function of prefilmer edge thickness. 
 
  

0 100 200 300 400 500
0

1

2

3

4

5

6

P
o
w

er
 s

p
ec

tr
u
m

, 
×

1
0

5

Frequency, Hz

  t
e
 = 160 mm

   u
g
 = 32.7 m/s  

   u
g
 = 66.7 m/s

0 100 200 300 400 500
0

1

2

3

4

5

6

  t
e
 = 500 mm

   u
g
 = 32.7 m/s  

   u
g
 = 66.7 m/s

P
o
w

er
 s

p
ec

tr
u
m

, 
×

1
0

5

Frequency, Hz

0 100 200 300 400 500
0

1

2

3

4

5

6

  t
e
 = 1250 mm

   u
g
 = 32.7 m/s  

   u
g
 = 66.7 m/s

P
o

w
er

 s
p

ec
tr

u
m

, 
×

1
0

5

Frequency, Hz

0 100 200 300 400 500
0

1

2

3

4

5

6

  t
e
 = 2000 mm

   u
g
 = 32.7 m/s  

   u
g
 = 66.7 m/s

P
o

w
er

 s
p

ec
tr

u
m

, 
×

1
0

5

Frequency, Hz

0 100 200 300 400 500
0

1

2

3

4

5

6

  t
e
 = 3000 mm

   u
g
 = 32.7 m/s  

   u
g
 = 66.7 m/s

P
o
w

er
 s

p
ec

tr
u
m

, 
×

1
0

5

Frequency, Hz

0 500 1000 1500 2000 2500 3000
0

5

10

15

B
re

ak
u

p
 l

en
g

th
, 
m

m

Prefilmer edge thickness, mm

  Q
l
 = 0.8 cm

3
/(s･cm)  

   16.6 m/s

   32.7 m/s

   50.0 m/s

   66.9 m/s

   83.0 m/s

0 500 1000 1500 2000 2500 3000
0

5

10

15

B
re

ak
u

p
 l

en
g

th
, 
m

m

Prefilmer edge thickness, mm

  Q
l
 = 2.6 cm

3
/(s･cm)  

   16.6 m/s

   32.7 m/s

   50.0 m/s

   66.9 m/s

   83.0 m/s

159

http://creativecommons.org/licenses/by-nc-nd/4.0/


ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain 

 

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0). 

EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA 

Fernandez et al. investigated the primary atomization of a liquid film generated by a planar airblast atomizer [7]. 
They obtained a correlation that the breakup length divided by the liquid film thickness is a function of the momentum 
flux ratio times the Weber number. To characterize the breakup length at various prefilmer edge thicknesses, we 
contain the thickness of the accumulated liquid at the prefilmer edge in the correlation as follows: 

Lb / tl = [(ul / ug) / (M･Wetl)]1/3, (2) 

tl = te + tpl, (3) 

Wetl = (ρtlul) / σ, (4) 

where tl is the thickness of the accumulated liquid at the edge, tpl is the liquid film thickness on the prefilmer. The 
liquid film thickness flowing over the prefilmer, tpl, was measured by the contact needle method in our previous 
study [2]. The measured liquid film thicknesses are ranged from 55 to 600 μm at each tested condition, depending 
on the air velocity. Inamura et al. revealed that the film thickness flowing on the prefilmer decreases as the air 
velocity increases [2]. At small air velocity, the film thickness increases with the liquid flowrate. At large air velocity, 
however, the effect of the liquid flowrate on the film thickness becomes smaller.  
Figure 7 shows the dimensionless breakup length of the liquid film. The results plotted in Figure 7 show that there 

was a correlation between the dimensionless breakup length and [(ul / ug) / (M･Wetl)]1/3. However, the data 

surrounded by a red line strays off the solid line. The solid line in the figure shows the line which was approximated 
by a linear approximation with the data measured at all experimental conditions except those at a thinner prefilmer 
edge thickness (te = 160, and 500 μm) at Ql = 2.6 cm3/(s･cm) surrounded by a red line. This could be due to the 

ratio of prefilmer thickness to the liquid film thickness flowing over the prefilmer. For the cases when te = 160, and 
500 μm, the edge thickness is of the same order of the liquid film thickness flowing over the prefilmer. A sensitivity 
to the liquid film thickness is relatively large compared to the case of a thicker edge thickness. Thus, the 
dimensionless breakup length can be easily affected by the experimental error in the liquid film thickness. In fact, 
the liquid film was measured at 2 mm upstream from the prefilmer edge, because it is difficult to exactly measure 
the liquid film thickness of the accumulated liquid film at the edge by the contact needle method used in this study. 
It may also be that the atomization process is separated from other cases of the prefilmer edge thickness. In fact, 
no liquid accumulation was only observed at a thinner prefilmer edge thickness. Further research efforts are needed 
to clarify this issue. 
 

 

Figure 7. Dimensionless breakup length of liquid film. 

 
Conclusions 
In this study, the effect of widely varying prefilmer edge thickness (160, 500, 1250, 2000, and 3000 μm) on the 
breakup phenomena of the liquid film in the prefilming airblast atomizer was experimentally investigated. The 
conclusions obtained in this study are as follows: 
1. To quantitatively evaluate complicated breakup process of a liquid film at the prefilmer edge, the image 
processing method to determine the spatially-averaged breakup length and frequency based on the area of a liquid 
film and the prefilmer width has been developed. 
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2. In a prefilming airblast atomizer, the liquid accumulation attaching to the prefilmer edge has a significant impact 
on the breakup process of a liquid film. As the prefilmer edge thickness increases, the liquid accumulation volume 
increases. A larger liquid accumulation causes the increase of the breakup length of the liquid film and the decrease 
of the breakup frequency.  
3. For the case of te = 160 μm at larger air velocity (ug = 66.7 and 83.0 m/s), no liquid accumulation was observed. 

Also, at the lower flowrate condition (Ql = 0.8 cm3/(s･cm)), there was no liquid accumulation at the prefilmer edge 

at even smaller air velocity (ug = 32.7 and 50.0 m/s). It could be that the breakup process at a thinner prefilmer edge 
thickness can be separated from that at a thicker one.  
4. The FFT analysis indicated that the increase of prefilmer edge thickness causes the transition of the maximal 
power spectrum to a lower frequency, because of the increase of liquid accumulation volume which causes the 
elongation of the liquid film. The peak spectrums for ug = 32.7 m/s were less than 100 Hz, while the peak power 
spectrums for ug = 66.7 m/s were ranged between 100 – 300 Hz. These tendency were found in all prefilmer 
thicknesses. 
5. The breakup length of a liquid film is expressed by the following empirical equation which contains the effect of 
the prefilmer edge thickness: 

  

1

3

272.33
l gb

l tl

u uL

t M We

 
  

 
 

Nomenclature 
Ab Area of liquid film [mm2]   tpl Liquid film thickness on prefilmer [μm] 
fb Breakup frequency [Hz]   ug Gas velocity [m/s] 
Lb Breakup length [kg]    ul Liquid velocity [m/s] 
Le Width of prefilmer edge [mm]  w Width of prefilmer edge [mm] 
M Momentum flux ratio [-]   We Webber number [-] 

Ql Liquid flow rate [cm3/(s･cm)]  ρ Density [kg/m3] 

te Prefilmer edge thickness [μm]  σ Surface tension [N/m] 
tl Accumulated liquid film thickness [μm] 
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Abstract 
Particle size reduction down to the submicron range (0.1-1 µm) is an effective option to increase the bioavailability 
of low water soluble active pharmaceutical ingredients. According to the Nernst-Brunner equation, the preparation 
of submicron sized particles increases the specific surface area, thus increases the dissolution rate. Conventional 
spray drying devices for submicron particles show certain limitations. The main challenge is the preparation of 
small and uniform droplets during the atomisation step. In this work, fine droplets were generated combining a 
nozzle with a droplet separator. Therefore, the aerosol is generated with a pneumatic nozzle and is sprayed into a 
cyclone droplet separator. Depending on the characteristics of the cyclone, droplets larger than the cut-off-size 
were separated and returned into the liquid feed. The conditioned aerosol at the top of the cyclone separator can 
then be introduced into the drying chamber. With this concept the usable part is separated, thus no classification 
process after drying is necessary. The investigations show that the dependencies during atomisation of the 
droplets size on the liquid-to-gas mass flow ratio µm and the liquid properties (e.g. viscosity) do not apply to the 
separation step. The conditioned aerosol only depends on the separation characteristics of the cyclone droplet 
separator. However, the amount of droplets separated is determined by the atomisation step. Hence, the amount 
of droplets smaller than the cut-off-size can be increased by decreasing the droplet size of the primary aerosol. 
This is realised by secondary droplet fragmentation. An impact surface causes breakup of the droplets of the 
primary aerosol before separation. The investigations show an increased amount of droplets <2µm.  

Keywords 
spray drying, low water soluble drugs, submicron particles, droplet fragmentation 

Introduction 
The preparation of particles down to the submicron scale (0.1-1 µm) obtains much attention in many different 
application fields, since their chemical or physical behavior differs compared to bulk forms [1]. For pharmaceutical 
application a high amount of newly identified active pharmaceutical ingredients show low water solubility and 
therefore exhibit low bioavailability [2]. So far, different strategies were developed (physical or chemical 
modification) to ensure pharmacological response [3]. This work focuses on physical modification. For low water 
soluble drugs, the bioavailability may be limited by the dissolution rate, which can be described by the Nernst-
Brunner equation [4,5]: 

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 = 𝐴𝐴 ⋅

𝐷𝐷
ℎ ⋅ (𝑐𝑐𝑠𝑠 − 𝑐𝑐) 

(1) 

The increase in the specific surface area directly increases the dissolution rate dm/dt, thus increases the 
bioavailability. Next to the dissolution rate, for particles down to 1 µm, solubility is a function of particle size. The 
relation between particle size and solubility is described by the Ostwald-Freundlich equation [6]:  

𝑐𝑐𝑠𝑠 = 𝑐𝑐𝑠𝑠∞ ⋅ exp �
2𝛾𝛾𝛾𝛾
𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟� 

(2) 

Thus, particle size reduction below 1 µm will lead to increased saturation concentration cs for nanosized particles. 
Up to this point, different submicron particle preparation methods were developed, which can be divided into top-
down and bottom-up techniques. For top-down methods, the particle size is reduced by milling or high-pressure 
homogenization. In bottom-up approaches, the particles were generated by precipitation or evaporation from a 
bulk solution. Spray drying is a bottom-up technique where the solution is initially atomised into fine droplets in a 
drying chamber. The dried particles are separated usually by a cyclone. Spray drying enables the generation of 
particles in a single step, where particle size, morphology and shape can be adjusted by the spray drying 
conditions. For submicron sized particles, conventional spray drying processes show limitations. This includes the 
separation of particles with cyclones, since they are not suitable for submicron particles. [3] 
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One major challenge is the atomisation step. The particle size is mainly defined by the droplets size, thus small 
and uniform droplets d<3µm are crucial. With an estimate of limits including small geometric dimensions of the 
nozzle and water properties, the smallest mean droplet size for conventional pneumatic nozzle is limited at about 
5 µm. [7] 
The main concept for a robust process to generate small and uniform droplets includes the separation of the 
suitable part of the aerosol by using a cyclone droplet separator. A pneumatic nebulizer with internal mixing is 
used to produce the aerosol. During aerosol conditioning the aerosol is sprayed into a cyclone. The droplet 
separator was designed with regard to generate a small cut-off size with dcut-off=2.6 µm during separation. The 
experimental setup and an image of the designed cyclone [8] are presented in Figure 1.  
 

 

 

Figure 1: Left: Setup for aerosol conditioning for the generation of small and uniform droplets. Right: Image of the cyclone 
droplet separator in combination with a pneumatic nozzle  

 
Droplets larger the cut-off size were separated and returned back to the liquid feed. With the designed droplet 
separator, only the desired part of the aerosol is introduced into the drying chamber. First experiments were 

carried out with a 10 wt.-% mannitol solution for different liquid-to-gas-mass flow ratios µm= ṁL

ṁG
 and a Povidone K 

30 solution with different viscosities. The conditioned aerosol shows a constant mean droplet size for different 
liquid-to-gas mass flow ratios and viscosities. Thus, the droplet size of the conditioned aerosol only depends on 
the separation characteristics of the cyclone with low sensitivity to the flow rate. Hence, this concept is robust 
regarding high concentrations or viscosities and is able to handle fluctuations of the spraying device. First drying 
experiments confirm the generation of submicron sized mannitol particles [8]. 
After drying, the product yield of dried particles is mainly limited by the amount of small droplets, generated by the 
pneumatic nozzle. With the current setup, the yield of the conditioned aerosol was only about 1%. Therefore, an 
impact sphere is positioned at a specific distance in front of the nozzle orifice to cause a break up of too large 
droplets. The collision process of a droplet on a dry or wetted surface is analyzed manifold [9-11]. The required 
collision velocity for droplet fragmentation with a wetted surface can be estimated according to experimental 
results [10] with equation 3: 

𝑣𝑣 = 50 ⋅ 𝑑𝑑0−0.6 ⋅ 𝜌𝜌−0.6𝜂𝜂0.2𝛾𝛾0.4 (3) 

For a droplet size of about 10 µm and liquid properties of water an impact velocity of 70 m/s is necessary. The 
droplet size distribution of the aerosol resulting from additional fragmentation will now be discussed.  
With a subsequent droplet separator, bigger droplets are removed and a combination with a drying step is 
possible. 
 
Material and methods 
Aerosol fragmentation with an impact sphere 
Again, the aerosol is firstly generated with a pneumatic internal mixing nozzle. The liquid is dispersed into the gas 
flow by seven capillaries with an inner capillary diameter of dcap=0.5 mm. Deionised water was pumped with a 
HPLC pump (80P, KNAUER, Berlin, Germany) and sprayed with compressed air. The mass flow of compressed 
air was measured with a flow meter (Model D10A11, ABB, Göttingen, Germany) and the gas inlet pressure was 
read on a manometer. For all experiments, the gas inlet pressure was held constant and the self-regulating gas 

mass flow was measured (ṁG=4.3-4.8 kg h⁄ ). The liquid mass flow rate was varied between 
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ṁL=1.2-3 kg/h (V̇L=20 -50 mL min) ⁄ and the liquid-to-gas mass flow ratio µm ranged between 0.24-0.70. The 
experimental setup for spray fragmentation is presented in Figure 2. For the fragmentation of the aerosol, a 
sphere with the diameter ds=7 mm is located in front of the nozzle orifice Do=1 mm at a distance L=5 mm.  
 

 
Figure 2: Experimental setup for spray fragmentation 

 
A photograph shows the pneumatic nozzle with the impact sphere: 
 

 
Figure 3: Photograph of the experimental setup for spray fragmentation 

 
The droplet size distribution of the secondary aerosol was measured by laser diffraction technique (Spraytec, 
Malvern, Malvern, Worcestershire, United Kingdom). A lens focal length of 300 mm was used allowing for 
measurements of droplet sizes between 0.1-900 µm (d50,3=0.5-600 µm). The volumetric droplet size distribution 
was analysed. The distance between nozzle orifice and the laser beam was held constant at 8 cm. 
 
Results and discussion 
For the primary and the secondary spray, the cumulative volumetric droplet size distribution and the volumetric 
droplet size distribution density is presented exemplarily for µm=0.25 in Figure 4.  
 

  

Figure 4: Cumulative (left) volumetric droplet size distribution and the volumetric droplet size distribution density (right) for the 
primary and the secondary aerosol. (µm=0.25) 

 
In Figure 5 the cumulative volumetric droplet size distribution is zoomed in for small droplet sizes. 
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Figure 5: Detail view of the cumulative volumetric droplet size distribution for small droplets (µm=0.25) 

 
The secondary aerosol shows a slightly higher width of the distribution, thus generating also bigger droplets. 
Large droplets detach downward from the sphere and may be entrained by the gas flow. Additionally, a thin liquid 
layer is formed at the sphere during atomisation. Hence, secondary droplets are also formed from the layer due to 
the gas stream.  
The amount of small droplets is increased upon impact. In Figure 6 the volumetric flowrate of droplets <2µm is 
presented as a function of the volumetric flowrate in the feed solution. A maximum flowrate of fine droplets was 

found at V̇feed=40 mL min⁄  corresponding to a yield of about 2% of the total liquid flowrate. Further increased 
liquid flow rate decreases the amount of fines.  
 

 

Figure 6:Volumetric flowrate of droplets <2µm [mL/min] depending on the volumetric flowrate in the feed solution for the 
primary (n=1) and the secondary aerosol (x�±sd, n=3) 

 
The volumetric flowrate of droplets <2µm was calculated from a cut of the cumulative volumetric droplet size 
distribution at d=2µm and reading the corresponding portion at the y-axis. This value is then multiplied with the 
total feed volumetric flow of the solution. 
For the primary aerosol the absolute mass flow of small droplets increases with increasing volumetric feed flow. 

The amount of small droplets is increased due to fragmentation e.g. for V̇feed=20 mL min⁄  from 0.5 (primary 
aerosol) to 1.1 mL/min (secondary aerosol).  
 
Conclusions 
With the concept of aerosol conditioning, large droplets were separated from the primary aerosol before drying. 
The advantages of a robust pneumatic nozzle regarding to high solid concentrations and viscosities of the liquid is 
combined with a cyclone separator, generating a constant mean droplet size. This combination accomplishes all 
requirements of a system for industrial application in case of robustness, simplicity and long-term stability.  
The volumetric amount of fine droplets separated depends on the characteristics of the pneumatic nozzle, since 
only 1 % is in the suitable range of the primary aerosol. Therefore, in this work the primary aerosol is fragmented 
by positioning a sphere in front of the orifice. The geometry of a sphere was used to ensure uniform flow pattern 
of the spray after fragmentation. The amount of droplets <2µm is increased for a liquid-to-gas mass flow ratio 
range of 0.24<µm>0.7 of about 100 % from e.g. 0.5 to 1.1 mL/min.  
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Furthermore, the phenomenon of spray impact on a sphere will be further investigated. Different geometric and 
fluid parameters will be varied and the effect on the droplet fragmentation will be analysed. During fragmentation, 
a liquid layer is formed on the sphere. The high gas velocity entrains the secondary droplets and leads to droplet 
detachment from the liquid film, thus generating also bigger droplets. This will be analysed with regard to the 
liquid loading.  
After selection of the suitable geometric conditions for the smallest droplet size after fragmentation, the pneumatic 
nozzle with the impact sphere will be introduced into the cyclone droplet separator. The cyclone separation leads 
to a cut-off of the secondary aerosol, thus generating a narrow droplet size distribution with a small mean droplet 
size. 
 
 
Nomenclature 
A surface [m²] 
c concentration [kg m-³] 
cs saturation solubility nanosized API [kg m-³] 
cs
∞ saturation solubility of infinitely large API [kg m-³] 

D diffusion coefficient [m² s-1] 
d droplet size [m] 
d0 droplet diameter before fragmentation [m] 
d50,3 50 %-quantile of the volumetric distribution [m] 
dcut-off cut-off diameter of the cyclone [m] 
dcap inner capillary diameter [m] 
D0 nozzle orifice diameter [m] 
dm/dt dissolution rate [kg s-1] 
h diffusion layer thickness [m] 
M molar mass [kg mol-1] 
ṁG gas mass flow [kg s-1] 
ṁL liquid mass flow [kg s-1] 
ΔpG pressure drop of the gas phase [Pa] 
Q3 volumetric cumulative size distribution [-] 
R gas constant [J mol-1 K-1] 
r particle radius [m] 
T temperature [K] 

V̇ volume flowrate [m³ s-1] 
v collision velocity [m s-1] 
γ interfacial tension [J m-²] 
η viscosity [mPas] 
µm liquid-to-air mass flow ratio [kgliquid kgair

-1] 
𝜌𝜌 density [kg m-3] 
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Abstract 
The growth of the aviation sector triggered the search for alternative fuels and continued improvements in the 
combustion process. This work addresses the technological challenges associated with spray systems and the 
concern of mixing biofuels with fossil fuels to produce alternative and more ecological fuels for aviation. This work 
proposes a new injector design based on sprays produced from the simultaneous impact of multiple jets, using an 
additional jet of air to assist the atomization process. The results evidence the ability to control the average drop 
size through the air-mass flow rate. Depending on the air-mass flow rate there is a transition between atomization 
by hydrodynamic breakup of the liquid sheet formed on the impact point, to an aerodynamic breakup mechanism, 
as found in the atomization of inclined jets under cross-flow conditions. The aerodynamic shear breakup 
deteriorates the atomization performance, but within the same order of magnitude. Finally, our experiments show 
that mixing a biofuel with a fossil fuel does not significantly alter the spray characteristics, regarded as a step 
further in developing alternative and more ecological fuels for aero-engines. 

Keywords 
Impinging Jets Atomization, Air-Assisted, Biofuel 

Introduction 
In the commercial aviation sector, aircraft fleets operate on single fossil fuel products, and contribute to 3% of 
global carbon emissions [1]. Increasing concerns around the environmental impact of the sector, along with its 
future growth rate – estimated to be 4.7% every year on fleet basis [2] – raised the interest in improving the 
efficiency of engine combustion technology to reduce greenhouse gases emissions. One of the most prominent 
strategies is the use of biofuels based on renewable feedstock toward a more neutral carbon cycle. However, one 
of the key components in aero-engines is the fuel atomization, and introducing biofuels or mixtures between fossil 
jet fuels and biofuels requires making sure the differences in thermo-physical properties do not alter spray 
formation and development, and droplets characteristics. 

Alternative fuels allow a faster benefit, since industrial assets of the aeronautical sector do not restrict their 
development, where high investment costs slow innovation in their production [3]. Using alternative fuels presents 
further advantages over the use of fossil jet fuel, as a reduced cost fluctuation, a worldwide homogeneous 
distribution of the feedstock and, depending on the alternative fuel production, better fuel properties [4]. In light of 
this, the use of alternative jet fuels expects a growth of 30% until 2030 [5]. 

Among engine components, the atomizer affects in a great extent the combustion promptness, cleanness, and 
efficiency. The technological development of this component aims at achieving the best atomization – in terms of 
evaporation rate and spray penetration – while reducing power consumption for the pressurization of the fuel and, 
if present, the atomizing fluid. 

In this context, this work explores the use of an atomization strategy based on the simultaneous impact of multiple 
impinging jets (2, 3 and 4) to design a spray system with the ability to have some control over the atomization 
process. While the use of multiple impinging-jets lowers the liquid supply pressure and produces relatively small 
droplets (depending on the jet diameter), the assistance of an air-jet is the hypothesis for a more adequate control 
of the atomization process. To the best of our knowledge, Avulapati and Venkata [6] proposed this strategy for a 
wide range of experimental conditions, although restricted to the impingement of 2 jets. Besides the injector 
design, through an analysis of the spray characteristics, we assess the effect of mixing biofuel to a fossil fuel by 
analysing the atomization efficiency. 
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Materials and Methods 
To investigate the effect of the air assisting the atomization process in a multiple jets impingement strategy, the 
injector prototype developed can collide up to 12 cylindrical jets. Fig. 1 shows a schematic of the injector design 
for the case of 2-impinging jets. The injector composes an upper part, referred to as injector tail (A), and a lower 
part, referred to as injector head (B). The two parts connect on a horizontal surface, referred to as connection 
surface, through bolted joints. 
 

 

Figure 1. Schematic of the injector and details of the impinging jets configuration. 

 
The injector tail is the vertical segment through which the fuel and the air flow from the connections to the 
corresponding feed lines (C and D) connected with the injector head, which holds the atomizer. The fuel and the 
air nozzles (E and F) are separate components, screwed to the injector head. Interchangeable nozzles allow 
using the same injector head for the experimental characterization of different atomizer configurations, in terms of 
nozzle diameter and length, and number. 
 
The fuel path through the injector has three distinct stages. A first stage through the vertical feed line to the 
bottom of the injector tail, a second stage, where the fuel follows a horizontal path, and a third stage of angled 
flowing towards the impingement point G. 
 
The injector tail comprises two concentric tubes, defining the axial channels of both air (within the internal tube) 
and fuel flow (between the internal and external tubes). Its length is 500 mm for a symmetrical flow development 
and to compensate any misalignment on the feed-line connection. 
 
In the second stage, the fuel path develops from the inner to the external region of the injector head. As the flow 
reaches the end of the axial channel, it branches into two radial channels (one for each nozzle block) carved into 
the injector head connection surface. As for the axial channel, the width of 2 mm guarantees a correct 
development of the flow within the section. The fuel leakage through the connection plane, directed towards both 
the external atmosphere and the internal air path, is avoided using an internal and an external large O-rings. 
 
In the third and final stage, the flow moves from the external end of the radial channel to the impingement point 
with a fixed impingement angle of 45°. The diameter of the fuel inner tube is 0.5 mm, resulting in a laminar flow for 
all conditions (Re < 2300). In the laminar regime, the entrance length to ensure a fully developed flow at nozzle 
exit (xfd) is ݔ௙ௗ ൌ 0.05Re஽ ∙  For the highest flow rate, this corresponds to a length of 40 mm, and the tube has .ܦ

46 mm, thus, every fuel mass flow rate considered is fully developed at nozzle exit. Also in this case, an O-ring 
between the nozzle screw head and the injector head avoids fuel leakage through the nozzle thread.  
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The air flow exits from a vertical 10 mm tube coaxial with the fuel feed line, through the injector tail until the 1 mm 
diameter nozzle. The air flow impingement distance is 10 mm. Fig. 2 shows the injector and the spray produced 
by the multiple impinging jets atomizer.  
 

 
Figure 2. Injector and spray produced by the multiple impinging jets atomizer (left); Spray produced by the 2-4 impinging jets 

configurations considered without the central air flow rate [ ሶ݉ ௟ ൌ 1.67 g/s – Jet Fuel; ሶ݉ ௟ ൌ 1.54 g/s – Fuel Mixture] (right). 
 
The experiments used two fuels. A commercial Jet Fuel A-1 used in aero-engines and an alternative fuel 50:50 
blending the previous Jet Fuel with a Biodiesel known as NEXBTL (Next Generation Biomass-to-Liquid) produced 
by Neste Oil. Table 1 presents the relevant physical properties for atomization of the two fuels. 
 

Table 1. Physical properties of the fuels. 

 Density at 15 ºC 
[kg/m3] 

Surface tension at 20 
ºC [N/m] 

Dynamic viscosity 
at 20 ºC [Ns/m2] 

Commercial Jet Fuel A-1 785.8 0.0225 0.0044 

‘Jet Fuel’ – ‘Biodiesel NEXBTL’ (50:50) 782.0 0.0225 0.0038 
 
Experimental Setup and Diagnostic Techniques 
During the experiments, the injector was in the vertical position, with the injector head – air and fuel nozzles – on 
the bottom and the connections to the air and fuel feed-lines on the top. An air feed-line connects to the injector 
top from the pressurized line at 7.5 bar. A pressure regulator reduces this value to 2.5 bar before entering the 
rotameter. In these conditions, the line provided a mass flow rate through the air orifice up to 0.6 g/s. 
 
The fuel feed-line connected the pressure vessel to the injector top, loading it in the vessel at atmospheric 
pressure. A high-pressure bottle of gaseous nitrogen pressurized this vessel, but a pressure regulator set 
between the two, reduced the 200 bar pressure in the bottle to the injection value of 3.2 bar. A rotameter between 
the vessel and the end of the feed-line controlled the fuel flow. An additional ball valve allowed for prompt closure, 
reducing the fuel consumption. This pressure reduction to injection values, coupled with injector head 
configuration, presented the higher losses, and allowed using the rotameter full scale when setting the fuel mass 
flow rate. Thus, the maximum value available in these conditions is 5.90 g/s. 
 
A laser diffraction diagnostic technique (Malvern 2600 Particle Size Analyser) was used to measure the droplet 
size distributions for the various sprays examined as a function of the injector head configuration and position, 
fuel and air flows. The instrument comprised a low power 5 mW He-Ne laser transmitter and a receiver detector 
unit. The collimated 9 mm diameter beam, produced by the transmitter associated optics, was directed into the 
spray perpendicularly to its axis. The receiver lens used was a 300 mm focal length lens, which is able to 

measure droplets ranging from 5.8 to 564 m. In this study, we restricted the droplet size measurements to spray 
regions where the obscuration, which is a measure of the attenuation of the laser intensity through the spray, was 
less than 0.5, so that multiple scattering effects were negligible. Finally, to fit the measured energy distribution we 
used the model independent (a fifteen parameter function), available in the Malvern software, which provided 
excellent fits of the experimental data – log errors of around 3. 
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In addition, a Phantom V4.2 HSC (High Speed Camera) was used to visualize the atomization mechanisms near 
the impingement point (see Fig. 2). An exposure time of 1 μs allowed capturing the ligaments formation and the 
main structures in the spray pattern. 
 
Results and Discussion 
From the results characterizing drop sizes in air-assisted multijet impinging sprays with Nj = 2, 3 and 4 impinging 
jets, we analyse the effect of the air-mass flow rate on the Sauter mean diameter retrieved from the distribution 
measured by the laser diffraction diagnostic technique. Subsequently, we develop a definition for the efficiency of 
atomization and analyse the results. 
 
Effect of Air-Mass Flow Rate on Average Drop Sizes 
A preliminary analysis of the spray characterization evidenced the air-mass flow rate as the main parameter 
changing the atomization outcome. Figs. 3 and 4 show the effect of that parameter on the Sauter mean diameter. 
 

 
Figure 3. Effect of the air-mass flow rate on the SMD of the Jet Fuel for different impinging-jets configurations (2, 3 and 4 jets) 

and mass flow rates ( ሶ݉ ௙ ൌ	0.38 – 3.61 g/s). 

 
Note that the size of the symbols in Figs. 3 and 4 is proportional to the fuel mass flow rate. While increasing the 
mass flow rate leads to larger average drop sizes in every configuration, as reported by several other authors, our 
results point to the fundamental role of the air flow rate in dominating the atomization process, more than the 
air/fuel ratio. A closer visualization of the impact point region explains why. Fig. 5 shows the effect of the minimum 
and maximum air-mass flow rate in the deflection of the impinging jet for the case with 3-jets, and the change in 
the atomization mechanism from hydrodynamic forces to aerodynamic, with a small increase of air-mass flow 
rate. The figure reveals that there is a threshold above which increasing the air-mass flow rate leads to a 
deflection of the impinging jets and, instead of producing droplets by hydrodynamic breakup from the liquid sheet 
formed at the impact point, the aerodynamic forces dominate breakup, like the atomization of inclined jets under 
cross-flow [7, 8]. The two images on the right of Fig. 5 show the differences in the spray structure with an increase 
of 15% in the air-mass flow rate ( ሶ݉ ௔௜௥ ൌ	0.18 – 0.41 g/s). 

The disruptive effect of the aerodynamic forces intensifies the atomization mechanisms, resulting in smaller drop 
sizes. Only with the 4-impinging jets does the mass flow rate produce some effect on the average drop size. 
However, it is noteworthy that the order of magnitude of the average drop sizes is similar for all configurations, 
which points to the possibility of controlling drop size through the atomizing air flow. 

With the 50:50 mixture of Jet Fuel and NEXBTL Biodiesel, the dominating effect of the air-mass flow rate remains. 
However, while in the conventional jet fuel spray, the mass flow rate induced a slight variability in the results, with 
the fuel mixture, such effect is negligible. These results suggest that mixing biodiesel with fossil jet fuel does not 
alter the average size of droplets in the spray. 
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Figure 4. Effect of the air-mass flow rate on the SMD of the Jet Fuel-Biodiesel Mixture for different impinging-jets configurations 

(2, 3 and 4 jets) and mass flow rates (mሶ ୤ ൌ	0.38 – 3.61 g/s). 
 

Figure 5. Effect of the minimum and maximum air-mass flow rate in the deflection of the impinging jet for the case with 3-jets 
(2 images on the left); Change in the atomization mechanism from hydrodynamic forces to aerodynamic, with a small increase 

of air-mass flow rate (2 images on the right). 

In light of this, we suggest an empirical approach to examine the effect of the air-mass flow rate (mሶ ୟ୧୰	ሾ݃/ݏሿ) on 
the Sauter Mean Diameter (ܦଷଶሾ݉ߤሿ).  expressed as 

ଷଶܦ ൌ ଷଶ,௦ܦ ൅ ܽ ∙ ሶ݉ ௔௜௥
௕ (1) 

This expression considers a stabilization of ܦଷଶ as the air-mass flow rate ( ሶ݉ ௔௜௥) increases, represented by 
 ሿ. The empirical coefficient a represents a scale parameter associated with the air flow effect, and b its݉ߤሾ	ଷଶ,௦ܦ

magnitude on the outcome. Fig. 6 shows the results of the curve fitting in Eq. (1) for the experiments with Jet Fuel 
(left) and biofuel mixed with Jet Fuel (right). 

The empirical correlations in Fig. 6 point to the marginal effect of mixing biodiesel to fossil Jet Fuel in terms of the 
average size of droplets. Therefore, the mixing does not appear to generate droplets with different characteristics 
in the experiments reported. However, the increase of exponent b in the correlation with the Jet Fuel-Biodiesel 
50:50 mixture suggests an improvement of the air-mass flow rate ability for controlling average drop size. This 
points to a robust atomization strategy based on air-assisted multiple impinging jets, although requiring an 
analysis from the point of view of the atomization efficiency, performed below. 

The correlations in Fig. 6 are still dimensional. Thus, if we normalize ܦଷଶ by the lower limit to the average drop 
size (ܦଷଶ,௦), resulting from the effect of the air-mass flow rate,  

ଷଶܦ
∗ ൌ

ଷଶܦ
ଷଶ,௦ܦ
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Figure 5. Empirical correlation between the air-mass flow rate on the SMD of the conventional Jet-Fuel and the 50/50 mixture 

between Jet Fuel and NEXBTL Biodiesel Mixture. 

 

and, instead of the air-mass flow rate, consider the relation between a scale for the volumetric kinetic energy of 
the air jet,  

௞,௔ܧ
ᇱᇱᇱ ~

1
௔௜௥ߩ

ቆ
ሶ݉ ௔௜௥
݀௔௜௥
ଶ ቇ

ଶ

  

where ߩ௔௜௥ ൌ  ஶሻ is the air density, ݀௔௜௥ the diameter of the air jet at nozzle exit, relatively to a scale for the݌/݌ஶሺߩ
volumetric surface energy of the lower limit for the average drop size 

௦,௙ܧ
ᇱᇱᇱ~

௙ߪ
ଷଶ,௦ܦ

  

we relate both to scale the non-dimensional effect of the air jet as 
ܽ,݇ܧ
′′′

݂,ݏܧ
′′′ ൌ

1
ݎ݅ܽߩ

ቆ
ሶ݉ ݎ݅ܽ

ݎ݅ܽ݀
2 ቇ

2
ݏ,32ܦ
ఙ೑

 

The result for both fuels provides the following empirical correlation  

ଷଶܦ
∗ ൌ 1 ൅ 79.28 ∙  ଷ.଴ହ (2)ି߆

where Θ ൌ ൫ܧ௞,௔
ᇱᇱᇱ ௦,௙ܧ

ᇱᇱᇱൗ ൯ ൈ 10ହ. The correlation depicted in Fig. 7 obtained for our results shows a reasonable 

agreement (see Fig. 8 which includes the standard deviation of the residual value between experimental data and 
the results obtained from the correlation), including its application with data reported in the literature by Avulapati 
and Venkata [6]. 
 

 
Figure 6. Normalized correlation a normalized D32 and a 
scale parameter relating the volumetric kinetic energy of 

the jet with the volumetric surface energy of the lower limit 
for D32. The results plotted include all experimental 

conditions and both fuels. 

 
Figure 7. Comparison between experimental results and 
those provided by the correlation in Eq. (2), including the 

data from ref. [6] within the validation domain. 

A possible explanation for the stabilization of ܦଷଶ might be related to the change of the breakup mechanisms. 
When aerodynamic forces dominate breakup, a liquid sheet forms at the end of the deflected jet before reaching 
the impact point, detaching in ligaments by shear breakup further downstream. The scale of shear breakup 
involves the wavelength of the liquid surface waves, which is of the order of λs/dj ≈ 0.1 [9]. Therefore, considering 
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the size of our impinging jets, this results in λs ≈ 50 μm, which is similar to the Sauter mean diameter measured for 
the highest air-mass flow rate. 
 
Atomization Efficiency 
The definition of the atomization efficiency is not straightforward. Avulapati and Venkata [6] define it for air-
assisted multiple impinging jets atomization as  

a. the difference between the sum of surface energy of all droplets and the jets’ initial surface energy;  
b. divided by the sum of gas and liquid energy.  

The energy in the air jet corresponds to the isothermal compression required to compress the atomizing air. 
However, this assumption is based on effervescent sprays where the air dissolved in the liquid compose the two-
phase mixture injected. We argue instead that air-assisting multiple impinging jets relates the final volumetric 
surface energy of droplets produced by atomization,  

௦,ௗܧ
ᇱᇱᇱ ൌ

ଷଶܦߨ௙ߪ݊
ଶ

݊
ߨ
6 ଷଶܦ

ଷ
ൌ
௙ߪ6
ଷଶܦ

  

with the total energy available from the kinetic component of the air jet (ܧ௔ᇱᇱᇱ), plus the kinetic and surface 
components available on the liquid jets (ܧ௙

ᇱᇱᇱ), 

௔ᇱᇱᇱܧ ൌ 	
଼

ఘೌ೔ೝ
൬
௠ሶ ೌ೔ೝ
గௗೌ೔ೝ

మ ൰
ଶ
௙ܧ                          

ᇱᇱᇱ ൌ ௝ܰ ቈ
଼

ఘ೑
൬
௠ሶ ೑
గௗ೑

మ൰
ଶ
൅

ସఙ೑
ௗೕ
቉                            ܧ௜

ᇱᇱᇱ ൌ ௔ᇱᇱᇱܧ ൅ ௙ܧ
ᇱᇱᇱ  

௔௧௢௠ߟ ൌ
௦,ௗܧ
ᇱᇱᇱ

௜ܧ
ᇱᇱᇱ (3) 

Therefore, while in effervescent sprays the air assists atomization from inside out, in our case and the case of 
Avalupati and Venkata [6], the assistance is the opposite. Fig. 9 depicts the results obtained for the atomization 
efficiency in the present experiments.  

 
Figure 8. Effect of air-mass flow rate on the spray atomization efficiency for all configurations and operating conditions 

( ሶ݉ ௙ ൌ 	0.38 – 3.61 g/s). 

The present efficiency values are larger than those reported by other authors. This could be the result of the 
definition of the atomization efficiency. Although a higher air-mass flow rate produces smaller droplets due to a 
change in the atomization mechanism (from hydrodynamic to aerodynamic), this occurs as the cost of 
performance, since, obtaining droplets of smaller sizes means a lower atomization efficiency because is takes 
more energy to breakup the liquid into smaller droplets. It is noticeable that the atomization efficiency is more 
sensitive to the mass flow rate in the case of 4-jets relatively to the remaining configurations. However, when 
biodiesel is mixed with Jet Fuel, we observe some changes. Namely, (i) the atomization efficiency ceases being 
affected by the mass flow rate, which is more evident with the 4-jets spray; (ii) the effect of the gas mass flow rate 
on atomization efficiency is more systematic; and (iii) maximum atomization efficiency obtained between ሶ݉ ௔௜௥ ൌ
0.2 െ 0.25	ሾ݃/ݏሿ in every configuration. 
 
Concluding Remarks 
The continued growth rate of the aviation sector demands the search of alternative and more ecological fuels. 
However, this implies optimizing the combustion process for the new fuels and improved spray systems as key 

173



ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain 

 

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0). 

EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA 

components. The purpose of this work is twofold. First, we propose a new injector design based on air-assisting 
multiple impinging jets sprays. Second, we address the concern that mixing biofuel to a fossil fuel, as a first 
approach to produce alternative fuels, might alter sprays characteristics and the combustion process. The results 
point to the following conclusions: 
 in multiple impinging jets sprays, considering 2, 3 and 4 jets, the air flow rate assisting atomization allows 

some control over the average drop size; 
 a transition occurs between hydrodynamic and aerodynamic atomization breakup mechanisms when the air-

mass flow rate increases; 
 this transition deteriorates the efficiency of the atomization process, but within the same order of magnitude 

the range of air flow rates considered; 
 mixing biofuel with fossil jet fuel does not significantly alter spray characteristics, thus, this alternative should 

not produce changes in droplets characteristics that would negatively influence the combustion process. 
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Nomenclature 
݀௔௜௥ Diameter of the air nozzle [m] 
 ଷଶ Sauter mean diameter [μm]ܦ
 ଷଶ,௦ Stable Sauter mean diameter [μm]ܦ

 ௔ᇱᇱᇱ Volumetric kinetic energy of air flow [J/m3]ܧ
௜ܧ
ᇱᇱᇱ Volumetric total energy at the jets impact point [J/m3] 

௙ܧ
ᇱᇱᇱ Volumetric surface and kinetic energy of the fuel jet [J/m3] 

௞,௔ܧ
ᇱᇱᇱ  Scale for the volumetric kinetic energy of the air flow [J/m3] 

௦,ௗܧ
ᇱᇱᇱ  Volumetric surface energy of droplets based on the ܦଷଶ [J/m3] 

௦,௙ܧ
ᇱᇱᇱ  Volumetric surface energy of the fuel jet [J/m3] 

ሶ݉ ௔௜௥ Air-mass flow rate [g/s] 
ሶ݉ ௙ Fuel-mass flow rate [g/s] 

௝ܰ Number of impinging jets [-] 

 
Greek Symbols 
 ௔௜௥ Air density [kg/m3]ߩ
 ௙ Liquid fuel surface tension [N/m]ߪ

Θ Non-dimensional scale parameter [-] 
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Abstract 

Air assisted atomizers are widely used for various purposes, for example coating processes, medical processes, 

and sprinkler. However, the spray development processes, especially the breakup phenomena are not fully 

understood yet. Generally, the main breakup of the air assisted atomizer depends on whether the mixing is 

internal or external. The border between these processes is not clear. In order to study changes in the spray 

configuration due to the way of mixing, the spray was investigated for the transition from internal to external 

mixing. Therefore, an air assisted atomizer which allows adjusting the distance between injector to cover was 

used. The atomizer consists of two components, which are a liquid injector and an injector cover with orifice. The 

atomization air flows through the gap between the injector and the cover. The position of cover orifice is able to be 

traversed from the position fully attached to the injector to several millimetre distances from the injector nozzle. In 

this study, the water spray characteristics depending on the air and liquid mixture position were investigated 

experimentally by two optical measurement techniques. 

Imaging techniques were used for taking the spray structure as well as liquid core in near nozzle field. The water 

mass flow, atomization air mass flow, and the cover position were changed and their effects on the spray were 

investigated. Phase Doppler Anemometer (PDA) was applied for measurement of velocity and size of droplets in 

water spray which injected into the atmosphere. The measurement positions were set at planes which located on 

20 and 40mm downstream from the nozzle orifice. For each downstream position, radial profiles of the spray 

pattern were measured on one air to water flow rate condition. The cover positions were changed and the 

differences on the droplet velocity and diameter as a function of radial distance on each nozzle cover positions 

were discussed. Also, high resolution direct imaging technique has been developed and applied for measurement 

of size of droplets. The results from these measurement techniques were compared and they correspond well at 

the high air to water flow rate conditions. At the low air to water flow rate condition, the agreement of the results of 

these measurements became lower. It might be caused by the bouncing unspherical droplets.  

Keywords 

Air-assisted-atomizer, Laser diagnostics, Direct imaging techniques, Atomization process, Atmospheric-pressure 

Introduction 

The twin fluid atomizer can be applied for various purposes for example coating processes, medical processes, 

and sprinkler. Most of twin-fluid nozzles were categorized to air assisted or air blast. The main difference is 

velocity of air flow, and the air velocity of air assisted atomizer is higher than that of air blast atomizer. The effect 

of mass flow rate of air and water on droplet diameter from air blast atomizer was investigated by Nukiyama etal. 

[1] in 1939. Lefebvre [2] summarized and explained about factors which influenced to mean droplet size. 

However, the spray development processes, especially the breakup phenomena in near nozzle are not fully 

understood yet. 

The main breakup of the air assisted atomizer depends on whether the mixing is internal or external. The border 

between these processes is not clear. In order to study changes in the spray configuration due to the way of 

mixing, the spray was investigated for the transition from internal to external mixing. Therefore, an air assisted 

atomizer which allows adjusting the distance between injector to cover was used. The atomizer consists of two 

components, which are a liquid injector and an injector cover with orifice. The atomization air flows through the 

gap between the injector and the cover. In this study, the water spray characteristics depending on the air and 

liquid mixture position were investigated experimentally by two optical measurement techniques. 

Material and methods 

In this study, PDA and Direct imaging techniques are used to investigate about the spray breakup. 
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Phase Doppler Anemometer 

PDA is an established method to acquire droplet spectra of sprays. Durst et al. [3] showed that the phase shift of 

the scattered light of laser-Doppler anemometry directly yields the droplet diameter. The phase shift is measured 

by at least two detectors, which are placed at an off-axis position according to the experimental setup. The 

receiver angle was set as the recommended value of around 40° to be higher the signal to noise ratio. The 

measurement positions are set at 20mm and 40mm downstream from liquid nozzle exit.  

 

 
Figure 1. Setup of Phase Doppler Anemometer 

 

Direct droplet imaging 

The direct droplet imaging is based on a shadowgraphy setup and an evaluation algorithm programmed in 

MATLAB. Kapulla et al. [4] showed by a similar principle in 2007 that droplet imaging is possible for droplets with 

a diameter down to at least 5 µm. In order to resolve droplets down to 10 µm or even less, magnifications up to 20 

and hence strong illumination is needed. 

The measurement positions are set at 40mm downstream from liquid nozzle exit. Also, same setup was used for 

investigating the spray structure near nozzle exit with low magnification.  

 

 

 
Figure 2. Setup of direct droplet imaging by means of LED light source, long distance microscope and high speed camera 

 

In the setup (Figure 2), light source, measurement volume and camera are located on one axis. A 2.1 W LED is 

used to illuminate the measurement volume, the shadows of the droplet are captured by a high speed camera 

(Phantom v711, Vision Research) and focused and enlarged by a long distance microscope (K2-DistaMax, 

Infinity). The short exposure times of the high speed camera allow grabbing the droplets without unacceptable 

motion blur. The position and depth of the plane of focus determine which of the droplets are mapped on the 

sensor of the camera. Therefore the focus adjustment defines the space resolved observation of the spray. 

Droplets outside the plane of focus either cause a blurred image or only noise if the defocusing is big enough. 

This relation yields the criterion for recognition of droplets and calculating the diameter. In order to evaluate only 

the droplets which are within the plane of focus, the local intensity gradient of droplet images is used as criterion 

for droplet recognition (see Figure 3). 
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Figure 3. Principle of droplet recognition by threshold values for intensity and intensity gradient 

 

The images are scanned vertically and horizontally for pixels, which fulfil the threshold requirement. Several 

morphological operations lead to a binary image with potential droplets, which are validated according to 

circularity and filling factors. Figure 4 refers to a trial measurement of a water spray from same atomizer at 40mm 

downstream from nozzle. Such measurements were used to develop the method. Figure 4 shows the original 

image (a), the binarized and validated image (b) and the histogram for the results of 1000 images (c). 

 

 
 

Figure 4. Droplet imaging: raw image (a), binary image (b) and histogram of droplet diameters derived from 1000 images (c) 

 

Air assisted atomizer 

In this study, 3 types of nozzle were used for experiments. Schematic diagram of nozzles are shown in Figure 5. 

The nozzle has threads for adjusting the distance between injector to cover was used. The atomizer consists of 

two components, which are a liquid injector and an injector cover with orifice. The atomization air flows through 

the gap between the injector and the cover. The air channel has swirl generator indicated by a cross in Figure 5. 

The position of cover orifice is able to be traversed from the position fully attached to the injector to several 

millimetre distances from the injector nozzle.  

 

 

                                   (a) Position 1                                 (b) Position 2                                 (c) Position 3 

Figure 5. Schematic diagram of nozzle cover positions 
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The liquid nozzle was fixed and outer cover was adjusted on each measurements. Figure 5(a) shows nozzle 

cover position 1. Air and liquid are mixed at outside of nozzle (external mixing). Figure 5(b) shows nozzle cover 

position 2. Exit of air and liquid are in same plane. Figure 5(c) shows nozzle cover position 3. Air and liquid are 

mixed at inside of outer cover (internal mixing).  

 

Measurement conditions 

Measurements were conducted in room temperature and atmospheric pressure conditions. Two fluids are air and 

water. 4 constant mass flows of air and water conditions were chosen for operating condition as shown in Table 1. 

Approximate ratios of air volume flow rate (Qa) to water volume flow rate (Qw) are shown in third row. 

 

Table 1. Operating condition of air and water flow rate. 

 Air Water Qa / Qw 

Condition 1 8kg/h 3kg/h 2200 

Condition 2 8kg/h 6kg/h 1100 

Condition 3 14kg/h 3kg/h 3800 

Condition 4 14kg/h 6kg/h 1900 

 

 

Results and discussion 

 

Liquid core and spray structure in near nozzle field 

The liquid core and spray structure in near nozzle field is important information to investigate about breakup 

phenomena. The high-speed imaging technique was conducted to investigate about the structure. Figure 6 shows 

the structure in each condition. The field of view was from nozzle exit to around 15mm downstream from water 

nozzle exit. It should be noted that liquid core goes not completely vertical in some conditions are caused by small 

trajectory error of nozzle when it was fixed.   

The liquid core and spray structures depending on the operating conditions on nozzle cover position 1 show 

relatively small difference compared to that on nozzle cover position 2. The nozzle cover position 1 has minimum 

air flow area at nozzle exit. And the velocity at nozzle exit was already reached to subsonic on low mass flow rate 

of air conditions. Nozzle cover position 2 has larger air flow area at nozzle exit compared to the position1 and the 

velocity at nozzle exit did not reached to subsonic at low mass flow rate of air condition. However, the velocity 

reached to subsonic at high mass flow rate of air conditions. It is understood that the small difference on the liquid 

core and spray structure of nozzle position 1 was caused by the velocity difference between low mass flow rate of 

air and high mass flow of that was relatively small compared to the other case.  

All pictures on nozzle position 1 and 2 have a liquid core. Despite of condition 2 and 4, the spray structure on the 

nozzle cover position 3 have no liquid core on each condition. In the condition 2 and 4, it seems that the liquid 

core was not completely atomized by swirl air, and the liquid core length on condition 4 was shorter than that of 

condition 2. The nozzle cover position 3 has largest air flow area at nozzle exit and the predicted velocity at 

nozzle exits were around 50m/s in condition 2 and around 100m/s in condition 4. It is suggested that the 

difference between the liquid core and spray structures on two conditions were caused by the deference between 

breakups by relative velocity. It seems that the nozzle position 3 had highest sensitivity for Qa / Qw and nozzle 

position 1 had lowest sensitivity for that. 

 

Spray width against ratio of volume flow rate of air to water 

The spray widths on each condition were compared on measurement plane at 20 and 40mm. The spray width 

was obtained from averaged image from 1000 pictures on each condition and position. Figure 7 shows the spray 

width against the conditions. The solid line shows the results of 20mm downstream from water nozzle exit, and 

the dotted line shows the results of 40mm downstream from water nozzle exit. Horizontal axis means ratios of air 

volume flow rate (Qa) to water volume flow rate (Qw). The results of position 1 at 20mm and 40mm show almost 

same values on the combinations of Qa / Qw = 1100 and 2200, and Qa / Qw = 1900 and 3800. Difference between 

these combinations is air volume flow rate. It seems that the spray width of nozzle cover position 1 was not 

affected by Qa / Qw but affected by air flow rate. On the results of position 3 at 20mm and 40mm, there were 

almost positive correlation between Qa / Qw and spray width. Despite of Qa / Qw = 1100, the spray widths on 

nozzle position 3 were wider than that on nozzle position 1. Also, spray widths on nozzle position 2 were between 

them and a little close to that on position 3. On the condition of Qa / Qw = 1100, the spray width at 20mm of each 

nozzle cover position were almost same value. This similarity was also shown in Fig.6(b).  
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(a) Condition 1: Qa / Qw = 2200 (Nozzle cover position 1 to 3 from left to right) 

 

 

(b) Condition 2: Qa / Qw = 1100 (Nozzle cover position 1 to 3 from left to right) 

 

 

(c) Condition 3: Qa / Qw = 3800 (Nozzle cover position 1 to 3 from left to right) 

 

 

(d) Condition 4: Qa / Qw = 1900 (Nozzle cover position 1 to 3 from left to right) 

 

Figure 6. Spray structure in near nozzle field. 
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Figure 7. Spray width on each measurement plane 

 

Velocity and diameter of droplets as a function of radial distance 

The arithmetic mean velocity and diameter as a function of radial distance were compared on measurement plane 

at 20 and 40mm on condition 1. These measurements were conducted by PDA around spray centre to middle of 

centre and periphery to investigate about the breakup phenomena near spray centre. Figure 8(a) shows that the 

velocities as a function of radial distance on every nozzle cover position. The solid line shows the results of 20mm 

downstream from water nozzle exit, and the dotted line shows the results of 40mm downstream from water nozzle 

exit. Horizontal axis means radial distance from spray centre. The velocities on the nozzle position 1 at 20mm 

downstream shows highest velocity difference between spray centre and 10mm radial position. This large velocity 

difference is also shown on the nozzle position 1 at 40mm downstream. As shown in the figure, the velocity 

distribution on the nozzle position 1 had not so much difference between two measurement planes. The velocities 

of the nozzle position 2 show the nearly constant value entire the spray at 20mm downstream. In case of nozzle 

position 3, the velocity decreased around 10m/s near the spray centre with increasing the distance from nozzle 

exit.  

Figure 8(b) shows that the diameters as a function of radial distance on every nozzle cover position. The droplet 

diameters were minimum value on spray centre on each position, and the droplet diameters were increased with 

increasing the distance from spray centre. The droplet diameters decreased on every nozzle cover position with 

increasing the distance from nozzle, despite of spray centre on the nozzle cover position 1 and 3. The largest 

difference between measurement planes on the droplet diameter was occurred on nozzle cover position 2.   

 

 

  

(a) Velocity 

 
 

(b) Diameter 

Figure 8. Droplet velocity and diameter as a function of radial distance on condition 1 
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Table 2. PDA valid rate and RMSD on each measurement position 

 

 

Table 2 shows PDA valid rate and root mean square deviation (RMSD) on each measurement position. In case of 

nozzle cover position 1, minimum PDA valid rate in same plane were obtained on measurement at spray centre. 

On the other nozzle cover positions, those were obtained on most outside measurement position. RMSD shows 

the magnitude of dispersion of the measured data. In this study, RMSD was calculated by following equation. 

       
 

 
          

 

   

 (1) 

Here, n means number of measurement data, xi means one of the measurement data, and    means averaged 

value of the data. Relatively large RMSD on velocity were obtained on the measurement of nozzle cover position 

1 at 20mm from nozzle plane, because of the high arithmetic mean value. Relatively large RMSD on diameter 

were obtained on the measurement of nozzle cover position 2 at 20mm from nozzle plane. The largest RMSD 

was obtained at the most outside measurement position, and it was almost same as the arithmetic mean diameter 

of the measurement position. It might be caused by large diameter droplets which were small number but existing 

as shown in the centre picture of Figure 6 (a).           

 

Probability density of droplet diameter  

The probability densities of droplet diameter were investigated around spray centre at 40mm downstream from 

nozzle exit by using PDA and direct imaging techniques. These diagnostics performed on difference spray 

sampling methods, PDA is temporal sampling and direct imaging techniques is spatial sampling. Tropea et al 

reviewed and explained the several optical measurement techniques[5]. According to the literature, it seems that 

the differences between two diagnostics are obtained when there are positive or negative relation between droplet 

velocity and diameter. In this study, the chosen conditions are 2, 3, and 4 of nozzle position 3, because the 

structure of spray on these conditions has clear difference between conditions as shown in Figure 6. In these 

conditions, there are almost no relation between velocity and diameter of droplets.   

Figure 9 shows the probability density distribution of droplet diameter around spray centre. The solid line shows 

the results from PDA measurement, and the dotted line shows the results of direct imaging techniques. Horizontal 

axis means diameter. The PDA and direct imaging results on condition 3 have a peak at the same diameter and 

almost same value. Also, the distribution curve was nearly fit to the others. The PDA results on condition 4 shows 

slightly different to direct imaging results. On the condition 2, there are relatively high difference between PDA 

results and direct imaging. As shown in Figure 6, there are huge droplets or ligaments on condition 2, and also 

there are almost no huge droplets in near spray centre on condition 3. The diameter measurement principle of 

PDA is depending on the surface curvature. Therefore, it is understood that the difference between the results of 

PDA and direct imaging were be caused by the incorrect measurement of bouncing unspherical droplets.     

 

 

from nozzle from spray centre 1 2 3 1 2 3 1 2 3

0 87.81 96.70 95.31 12.04 6.63 8.48 14.36 18.46 20.97

5 91.61 95.38 93.68 15.70 7.80 7.79 16.78 31.89 25.80

10 96.43 92.52 88.59 10.01 7.87 5.58 16.82 39.21 32.54

0 83.95 97.32 96.99 10.00 4.09 4.24 7.41 8.69 13.02

7.5 85.02 97.67 96.10 7.84 5.21 4.08 9.02 14.47 14.38

15 87.42 85.63 89.05 8.93 3.08 2.24 16.84 26.28 24.17

40

Distance(mm)
RMSD on diameter (µm)

Nozzle cover position Nozzle cover position Nozzle cover position

20

PDA valid rate(%) RMSD on velocity (m/s)
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Figure 9. Probability density of droplet diameter around spray centre on nozzle cover position 3 

 

 

Conclusions 

Imaging techniques were used for taking the spray structure as well as liquid core in near nozzle field. The water 

mass flow, atomization air mass flow, and the cover position were changed, and their effects on the spray core 

structure and spray width were investigated. From these investigations, it seems that the nozzle position 3 had 

highest sensitivity for Qa / Qw and nozzle position 1 had lowest sensitivity for that on spray core structure. And the 

spray width of nozzle cover position 1 was not affected by Qa / Qw but affected by air flow rate. 

Phase Doppler Anemometer (PDA) was applied for measurement of velocity and size of droplets in water spray 

which injected into the atmosphere. The measurement positions were set at planes which located on 20 and 

40mm downstream from the nozzle orifice. For each downstream position, radial profiles of the spray pattern were 

measured on one air to water flow rate condition. The cover positions were changed and the differences on the 

droplet velocity and diameter as a function of radial distance on each nozzle cover position were discussed. The 

velocity distribution on the nozzle position 1 had not so much difference between two measurement planes. The 

droplet diameters were minimum value on spray centre on each nozzle cover position, and the droplet diameters 

were increased with increasing the distance from spray centre.  

Also, high resolution direct imaging technique has been developed and applied for measurement of diameter of 

droplets. The results from these measurement techniques were compared and they correspond well at the high 

air to water flow rate conditions. At the low air to water flow rate condition, the agreement of the results of these 

measurements became lower. From spray picture, there were huge droplets or ligaments. The diameter 

measurement principle of PDA is depending on the surface curvature.  Therefore, it might be caused by the 

incorrect measurement of bouncing unspherical droplets.  
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Abstract 
The purpose of this study is to improve the spray characteristics of a direct injection Diesel nozzle.  Spray 
atomization of the multi-hole atomization enhancement nozzle, which was invented in previous studies, is explored. 
The aim is to improve and obtain excellent spray characteristics.  The effects of different nozzle geometries and 
dimensions on spray characteristics are investigated, including chamfered and rounded nozzle hole inlets and a 
multi-hole atomization enhancement nozzles.  It is found that the multi-hole atomization enhancement nozzle with 
a rounded chamfered inlet is effective in achieving a high-dispersion spray, a large spray angle and small droplets. 
However, it should be noted that the spray is significantly atomized and a large number of small droplets as 
suspended as a mist.  The photographic images of the spray are taken against a white background and the 
boundaries between the ejected spray and the background are indistinct.  Furthermore, the breakup length is short 
at 3 mm for a hole diameter of 0.3 mm, the spray angle is about 70° and the Sauter mean diameter decreases 
dramatically to 15 μm at a low injection pressure of 10 MPa.   
Keywords: Atomization, Diesel Engine, Spray Characteristics, Injection Nozzle, Cavitation 

Introduction 
It is necessary to reduce carbon dioxide (CO2) emissions to control its effect on global warming.  To this end, a 
direct injection (D.I.) Diesel engine offers the highest thermal efficiency and a low fuel consumption rate. In order to 
improve combustion efficiency and exhaust gas characteristics and to further reduce the fuel consumption rate of 
the D.I. Diesel engine, the aim of this research is to improve the spray characteristics of the fuel spray.  In recent 
years, automobile manufacturers have demanded the development of a Diesel injection nozzle that makes lean-
burn combustion possible.  The final objectives of this study include improving the combustion characteristics of the 
D.I. Diesel engine, reducing exhaust gas emissions, and improving the engine’s thermal efficiency and fuel 
consumption rate by developing the desired injection nozzle and its spray characteristics.   
In previous studies conducted by the authors, it was found that the proposed atomization enhancement nozzle, in 
which cavitation occurs in the nozzle hole and a strong disturbance is produced in the liquid flow in the nozzle hole, 
yielded excellent spray characteristics.  It was also found that cavitation phenomena in the nozzle hole considerably 
affected the atomization of the spray [1]-[7].   
This study focuses on improving the atomization of the multi-hole nozzle and improving the spray characteristics of 
the D.I. Diesel nozzle.  The engine’s nozzle hole inlet is chamfered and rounded to improve flow characteristics. 
However, it is well known that, although this leads to a larger discharge coefficient, the spray characteristics become 
poor unless the injection pressure is increased significantly.  Therefore, the effects of different nozzle geometries 
and dimensions on spray characteristics were investigated.   
This includes chamfered and rounded nozzle hole inlets and multi-hole nozzles, which were invented in previous 
studies.  By using a multi-hole nozzle to separate one nozzle hole into four nozzle holes, an atomization 
enhancement nozzle can be achieved, with a high-dispersion and high-efficiency spray and improved spray and 
flow characteristics [8], [9].   
It is found that for the case where the multi-hole atomization enhancement nozzle inlet was chamfered and rounded, 
the breakup length is reduced by 10 % and the spray angle increases by 20% compared to a sharp edged nozzle 
inlet.  The spray angle for the rounded chamfered inlet is about 70° and the Sauter mean diameter is decreased to 
15 μm at a low injection pressure of 10 MPa.   

Apparatus and methods 
A schematic of the experimental apparatus is shown in Fig.1.  The equipment consisted of a high-pressure pump 
that was controlled by an air compressor, a spark light source for photographing the spray, a screen detector for 
measuring the breakup length and an LDSA particle analyser for measuring the droplet size and its distribution.   

183

http://dx.doi.org/10.4995/ILASS2017.2017.4981
http://creativecommons.org/licenses/by-nc-nd/4.0/


ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain 

 

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0). 

EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA 

Room–temperature water, which was pressurized by a high-pressure pump, was continuously injected under 
atmospheric pressure conditions.  The maximum injection pressure was 10 MPa, and experimental data is 
discussed at spray region.  Based on the results of previous studies, the injection pressure inside the spray region 
is estimated to be over about 5 MPa for a hole diameter of 0.3 mm.   
In this work, the maximum injection pressure is 10 MPa, the ambient pressure is atmospheric pressure condition of 
0.1 MPa, steady state injection and test liquid is water, they are quite far from an actual Diesel application.  These 
reasons are as follows.  In the previous studies [2], [4]-[7], the spray of the nozzles, which were designed and 
invented in this study, atomizes significantly and excellent spray characteristics i.e. the spray angle is large, the 
breakup length is short and the Sauter mean diameter is small, were obtained at the low injection pressure of 15 
MPa and 20 MPa independent of the injection pressure, the ambient pressure, kinematic viscosity and injection 
style.  Spread of the spray at the injection pressure of 10 MPa was wide compared with one of the injection pressure 
of 200 MPa [4].  Moreover, the results and tendencies obtained at steady state injection were almost same at 
intermittent injection [7].  Furthermore, excellent spray characteristics were obtained, even though high-viscosity 
liquid i.e. correspond to the heavy oil was used [6].  Therefore, on a basis of these results, backgrounds and 
possibility of easy measurement, the authors studied these conditions [See Appendix Figs.1 - 7].   
The disintegration behavior of the spray was studied by photographing the scattered light using the stroboscope.  
The breakup length of a liquid core, defined as the distance from the exit point of the nozzle to the breakup point of 
the liquid core, was measured using an electrical resistance method.  The spray angle was defined as the angle of 
the outer edge of the spray.  Droplet size distributions were measured 100 mm downstream from the exit point of 
the nozzle using the LDSA particle analyzer based on a narrow-angle forward-scattering technique.   
Where, an aspect of the LDSA particle analyzer is shown in Fig.2, and a schematic of the narrow-angle forward-
scattering technique is shown in Fig.3.  Mean droplets diameter of the spray was calculated automatically by  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Schematic of experimental apparatus.   

Exists in Spray  

Several Kinds of 

Droplets Diameters  

He-Ne 

Laser Light 

Figure 2. Aspect of LDSA particle analyzer.   

Figure 3. Schematic of narrow-angle forward-scattering technique.   

(b) Droplets are large.   

(a) Droplets are small.   
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analyzing software, which is installed at the LDSA.  It gives the Sauter mean diameter D32 that is spatially averaged 
along a line through the spray.  There are several kinds of droplets in the spray.  When He-Ne laser light was 
radiated the small droplet, it was refracted to large angle [Fig.3 (a)].  To the contrary, when laser light was radiated 
the large droplet, it was refracted to small angle.  Radiation light from the spray droplets condensed at a receiver of 
the LDSA.  The Sauter mean diameter D32, which is important for fields of spray combustion and which is defined 
as ratio of volume of droplets to surface area of its, were calculated by the LDSA particle analyzer.   
The appearance and a schematic of an injector for the D.I. Diesel engine are shown in Figs.4 and 5, respectively. 
The atomization enhancement nozzle consists of a bypass, a gap and nozzle holes.  The gap is located in the 
middle of the nozzle hole.  The bypass is a hole, connected between the upstream chamber, which corresponds to 
the sac chamber of an actual Diesel injector and the gap.  The role of the bypass is to increase the pressure in the 
gap to cause the collapse of cavitation bubbles.  The swirling flow is believed to be caused by the liquid flow in the 
bypass.   
Three-dimensional images and a schematic of a test nozzle are shown in Fig.6.  The test nozzles used included a 
nozzle with a sharp edged inlet (called Nozzle-S, S), nozzles with a rounded chamfered inlet or outlet (called Nozzle-
S, Rdi; Nozzle-S, Rdo, respectively) and nozzles with an inclined bypass (called Nozzle-Sbci, S; Nozzle-Sbci, Rdi and 
Nozzle-Sbci, Rdo, respectively).   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Figure 6. Three-dimensional images and schematic of test nozzle.   

(a) Nozzle-S, S                                    (b) Nozzle-S, Rdi 

(c) Nozzle-S, Rdo                                                                 (d) Nozzle-Sbci, Rdi 

D.I. Diesel Injector 
Body 

Injector 

Spacer 

Atomization 
Enhancement 
Nozzle Plate 

Nozzle Tip 

Nozzle Holder 

Injector 

Atomization 
Enhancement 
Nozzle Plate 

Nozzle Holder 
Nozzle Tip 

D.I. Diesel Injector Body 

Figure 4. Appearance of injector for D.I. Diesel engine.   Figure 5. Schematic of injector for D.I. Diesel engine.   
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Results and discussion 
Effects of nozzle hole inlet and outlet shapes on atomization characteristics 
The effects of the nozzle hole inlet and outlet shapes on the disintegration behavior of the spray are presented in 
Fig.7.  Since the spray of Nozzle-S, Rdi atomizes significantly, a large number of small droplets are suspended and 
form a mist at the surroundings of the ejected spray.  The photographic images of the spray are taken against a 
white background and the boundaries between the ejected spray and the background are indistinct.  The spread of 
the spray of Nozzle-S, Rdi is larger than that of Nozzle-S, S and Nozzle-S, Rdo.   
The effects of the nozzle hole inlet and outlet shapes on breakup length and spray angle are shown in Figs.8 and 
9, respectively.  It is well known that when the breakup length is short and the spray angle is large, excellent 
atomization characteristics are obtained.  As shown in Fig.8, the breakup length of Nozzle-S, Rdi is the shortest.  
Although the breakup lengths of Nozzle-S, Rdi and Nozzle-S, S only differ by 0.5 mm, it is apparent that the breakup 
length is shortest when the spray is injected from a small hole diameter of 0.15 mm.  Figure 7 shows that as injection 
pressure is increased, the spray angle increases independent of the nozzle hole geometry.  The spray angle of 
Nozzle-S, Rdi becomes approximately twice that of the other nozzles for the overall injection pressure.   
 
Effect of including bypass inclination on spray characteristics 
The effect of the inclusion of an inclined bypass on the disintegration behavior of the spray is shown in Fig.10.  The 
spread of the spray of Nozzle-Sbci, Rdi, which has the inclined bypass, is wider compared to that of Nozzle-S, Rdi, 
which comprises the bypass that is not inclined. It is over 70° at the maximum injection pressure of Pi max. = 10 MPa.   
The effects of the inclusion of the inclined bypass on the spray angle and the Sauter mean diameter are shown in 
Figs.11 and 12, respectively.  As seen in Fig.11, the spray angle monotonically increases with an increasing injection 
pressure.  The spray angle of Nozzle-Sdci, Rdi, for which the bypass was inclined, is 50 % larger than that of Nozzle-
S, Rdi for any arbitrary injection pressure value.  Figure 12 shows that for Nozzle-S, Rdi, as the injection pressure is 
increased to the maximum value of 10 MPa, the Sauter mean diameter decreases monotonically, whereas for  
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Nozzle-Sbci, Rdi, the Sauter mean diameter decreases with increasing injection pressure only until 5 MPa, after 
which it plateaus.  Therefore, any further increases in injection pressure, up until a maximum of 10 MPa, causes 
little to no changes in the Sauter mean diameter of Nozzle-Sbci, Rdi.  For the pressure regions tested, the Sauter 
mean diameter of Nozzle-Sbci, Rdi was smaller than that of Nozzle-S, Rdi.  Hence, it can be concluded that an inclined 
bypass is an effective method for enhancing spray atomization and improving spray characteristics.  A possible 
explanation for this is that when the bypass is inclined towards the radial direction, it is possible that strong 
disturbance like the collapse of cavitation bubbles and strong swirling flow occurs inside the gap and four nozzle 
holes.  Moreover, it is expected that momentum towards the radial direction is retained, owing to the swirling flow.  
Therefore, Nozzle-Sbci, Rdi can be used to provide improved spray characteristics.   
 
Effect of bypass inclination on spray characteristics 
The effects of different bypass inclination angles on the disintegration behavior of the spray are presented in Fig.13. 
The spread of the spray was the widest for the bypass inclination angle of α = 30° while for α = 60°, the spread was 
the narrowest.  For α = 30°, a large number of small droplets forming a mist were observed within and around the 
spray.  It can be seen that a homogeneous spray is obtained.   
Figure 14 shows the effect of the bypass inclination angle on breakup length.  The breakup length for the bypass 
inclination angle of α = 30° was relatively short.  As the inclination angle was increased, the breakup length also 
increased from a microscopic point of view.   
 

Figure 11.  Effects of inclusion of inclined bypass 
on spray angle.   

Figure 12. Effects of inclusion of inclined bypass 
on Sauter mean diameter.   
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Conclusions 
[1] The spray angle of Nozzle-S, Rdi, which comprised a rounded nozzle hole inlet, was approximately twice the 

spray angles of Nozzle-S, S and Nozzle-S, Rdo.   
[2] An inclined bypass strongly affected the spray characteristics of the nozzle.  The spray angle for Nozzle-Sdci, Rdi, 

which consisted of the inclined bypass, was approximately 50 % larger than that for Nozzle-S, Rdi, which did not 
include an inclined bypass.  The Sauter mean diameter of Nozzle-Sbci, Rdi was smaller than that of Nozzle-S, 
Rdi.   

[3] For the bypass inclination angle of α = 30°, the spread of the spray was the widest obtained.  A large number of 
small droplets forming a mist were observed and a homogeneous spray was obtained.   
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Nomenclature 
D1 hole diameter upstream from gap [mm] 
D2 hole diameter downstream from gap [mm]  
D32 Sauter mean diameter [μm] 
Db bypass diameter [mm] 
Dbp pitch circle diameter of bypass [mm] 
Dbpi pitch circle diameter of bypass at inlet of nozzle hole [mm] 
Dbpo pitch circle diameter of bypass at outlet of nozzle hole [mm] 
Dg gap diameter [mm] 
Dp pitch circle diameter of nozzle hole [mm] 
L1 hole length upstream from gap [mm] 
L2 hole length downstream from gap [mm] 
L2s straight pipe length downstream from gap [mm] 
Lb breakup length [mm] 
Lg gap length [mm] 
n bypass number [number] 
N hole number [number] 
Pi injection pressure [MPa] 
Pi max. maximum injection pressure [MPa] 
R round chamfer [mm] 
Rdi inlet shape of nozzle hole downstream from gap (round chamfer) 
Rdo outlet shape of nozzle hole downstream from gap (round chamfer) 
S inlet and outlet shapes of nozzle hole downstream from gap (sharp edged) 
α inclination angle of bypass [deg.] 

Figure 13.  Effects of different bypass inclination angles 
on disintegration behavior of spray.   

Figure 14.  Effect of bypass inclination angle 
on breakup length.   
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θ spray angle [deg.] 
 
Superscripts 
1 upstream 
2 downstream 
2s straight pipe length 
32 volume / surface area 
b bypass, breakup 
bp pitch circle diameter of bypass 
bpi pitch circle diameter of bypass at inlet 
bpo pitch circle diameter of bypass at outlet 
di inlet shape of nozzle hole 
do outlet shape of nozzle hole 
g gap 
i injection 
i max. maximum injection pressure 
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Appendix Figure 1.  Disintegration behavior of spray at 
super-high injection pressure [4].   

Pi MPa    10              100              200                       10 

vi m/s      93.4          291.5            412.7                   93.1 

                                D = 0.3 mm, Pa = 0.1 MPa 

Appendix Figure 2.  Comparison of breakup length [4].   

Appendix Figure 3.  Comparison of Sauter mean diameter [4].   

(a) Single Hole Nozzle.   (b) Atomization 
Enhancement 
Nozzle.   
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Appendix Figure 4.  Effect of kinematic viscosity of liquid 
on disintegration behaviour of spray 
(Magnified nozzle) [6].   

Appendix Figure 5.  Atomization of high-viscosity liquid 
(Heavy Oil B) (Actual size nozzle) [6].   

Appendix Figure 6.  Effect of kinematic viscosity of liquid 
on spray characteristics (Actual size 
nozzle) [6].   

Appendix Figure 7.  Atomization of intermittent spray 
(Light Oil) (Actual size nozzle) [7].   
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Abstract 

The evolution of diesel fuel injection technology, to facilitate strong correlations of in-cylinder spray propagation 

with injection conditions and injector geometry, is crucial in facing emission challenges. More observations of 

spray propagation are, therefore, required to provide valuable information on how to ensure that all the injected 

fuel has maximum contact with the available air, to promote complete combustion and reduce emissions. In this 

study, high pressure diesel fuel sprays are injected into a constant-volume chamber at injection and ambient 

pressure values typical of current diesel engines. For these types of sprays the maximum fuel liquid phase 

penetration is different and reached sooner than the maximum fuel vapour phase penetration. Thus, the vapour 

fuel could reach the combustion chamber wall and could be convected and deflected by swirling air. In hot 

combustion chambers this impingement can be acceptable but this might be less so in larger combustion 

chambers with cold walls. The fuel-ambient mixture in vapourized fuel spray jets is essential to the efficient 

performance of these engines. For this work, the fuel vapour penetration values are presented for fuel injectors of 

different k-factors. The results indicate that the geometry of fuel injectors based on the k-factors appear to affect 

the vapour phase penetration more than the liquid phase penetration. This is a consequence of the effects of the 

injector types on the exit velocity of the fuel droplets.   

Keyword 

Vapour, spray, k-factor, shadowgraph. 

Introduction 

Spray formation occurs with the introduction of liquid into a gaseous environment through an orifice such that the 

liquid breaks-up into droplets by interacting with the surrounding gases and causing its own unsteadiness [3]. For 

diesel engines, spray characteristics (liquid/vapour penetration and distribution) significantly affect the 

combustion and emission processes. By optimizing these characteristics, the tailpipe emissions, mainly oxides of 

Nitrogen (NOx) and partciculate matter (PM), can be minimized [2]. Spray penetration, which is usually analysed 

macroscopically, considers the development of the liquid and vapour components. It is desirable to achieve 

optimal travel of these spray components to avoid the adverse effects of impingement caused by under/over-

penetration of liquid spray [19, 20]. Advances in fuel injection system, with the introduction of the common rail 

technology, have provided increased controllability of the injection event.  

The analyses of injection system development have been presented from several viewpoints. Nozzle geometry 

has been studied for the influence on the internal flow and spray characteristics with respect to: atomization [4,5], 

mixing processes [6,7], emission [9,10] and cavitation [8, 13]. Different injection strategies have been 

investigated to show the effect on pollutant emissions [2,3]. Specific studies have also been conducted with 

conical and cylindrical nozzles [11, 12], and to develop more understanding on the effects of nozzle holes [14-16] 

on spray characteristics. Many works in the literature also focused on parameters that affected spray penetration, 

whilst developing useful correlations [21, 22]. From these studies, it appears that the influence of nozzle 

geometry on spray characteristics has been established [7, 28]. Despite the comprehensive nature of these 

investigations, conducted using experimental/numerical methods under evaporative/non-evaporative conditions 

and often with the aid of optical techniques, the understanding is by no means complete and challenges not 

dismissed. The physics of the effects of nozzle geometry on in-cylinder spray development and combustion is still 

of interest to the research community and the auto-industry. For example, the survey in this work [7, 28], 

supported by other investigations [23, 24], clearly showed the significant effects of nozzle flow characteristics on 

spray development. This contrasts with other works [25, 26] which suggested negligible influence of nozzle flow 

characteristics over spray formation. Clearly, the true extent of the effect of nozzle geometry over a wide range of 

operating conditions and response variables need to be fully understood. Part of this uncertainty derives from 

unclear details about vaporisation, which is crucial for the injection process [27]. Since the vapor fuel continues to 

penetrate downstream while the liquid-phase fuel penetration stays at the liquid length, there is a correlation 

between the vapour penetration rate, total air entrainment rate and fuel–air mixing. Thus, depending on the 

injector geometry and the in-cylinder conditions, a higher vapour penetration may cause better air utilization, 
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which affects the combustion process. 

It is common to specify injector geometry based on the k-factor, this places emphasis on the hole diameter and 

its profound effect on fuel injection. Most injection characteristics change with the hole diameter. The k-factor can 

have a negative, zero or positive value. Spray hole (or orifice) with a negative conical shape factor exhibit an 

orifice with increasing diameter towards the nozzle exit. With a positive value of the conical shape factor, the 

orifice diameter decreases towards the exit (Figure 1). These two configurations implement a conical (or tapering) 

profile. A zero value for k (i.e. no conicity) indicates a cylindrical orifice since the diameters are equal.  In this 

study, optical technique is applied to visualize in-cylinder spray penetration in the absence of a piston bowl, by 

implementing: high speed liquid spray visualization (Mie scattering technique) and vapour spray visualization 

using high-speed laser shadowgraph. Two injectors with different k-factors are utilized via a standard common 

rail system, and a low sulphur automotive diesel as the test fuel. It is expected that the result will be useful for 

vapour phase penetration modeling and for use in the validation of spray models.  

  
                 

  
  (1)   

 Where K is the k-factor, a measure of conicity; Dinlet and Doutlet are inlet and outlet orifice diameters in 

micrometres (µm), respectively. 

Figure 1: Nozzle configuration (Inlet/outlet diameter) 

Material and methods 

The liquid and vapour spray measurement systems were based on an optical engine, the Ricardo Proteus rig, 

installed at the University of Brighton, UK, where the tests were conducted under thermodynamic conditions 

similar to those found in a direct injection (DI) diesel engine. Optical diagnostics using high speed image 

acquisition equipment were developed and optimised around the Proteus, to visualise in-cylinder spray 

penetration. The Proteus is a 2-stroke, liner ported, single cylinder reciprocating rapid compression machine 

(RCM), with a specially designed head (top-hat shape and optical chamber with windows) for optical access. For 

the current study, steady in-cylinder (non-combusting) conditions were maintained all through the tests. 

The injection system for this study was based on the high pressure (HP) common-rail system (CRS) fuel injection 

equipment on the Proteus rig using different injectors with key specifications summarised in Table 1. The 

Injectors have same hole diameters but different k-factors. Both injector types are classified by the k-factor 

parameter defined in equation (1). Only one, out of the four common rail injector outlets, was used at any given 

time, so the other unused three were fitted with plugs.  

Table 1: Injector specifications 

Flow 
(cc/min) Holes 

Hole size 
(mm) 

Cone angle 

(deg. )  

k- 
factor 

Injector C (Bosch 
3601) 960 8 0.137 155 1.3 

Injector D (Bosch 
3603) 960 8 0.137 155 3.5 

The optical arrangements were varied slightly between the liquid and vapour spray experiments, but similar steps 

were applied in setting-up. Engine logs were recorded with AVL Indiset high speed data acquisition system for 

fast logs (crank angle resolved), and EmTronics data logger for slow logs. For each regime of test, a minimum of 

fifty (50) videos were acquired with the laser/camera combination. The videos were post-processed with a Matlab 

software and analysed. In addition, the engine was stopped at intervals, during the tests, to clean the optical 

windows.  

The liquid spray was visualised using the Mie scattering technique as shown in Figure 2. Here, the laser beam 
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was aligned to pass through the vertical plane of the fuel spray and cause elastic scattering of the laser light by 

the liquid fuel droplets as soon as fuel was injected into the chamber. The high-speed camera was positioned 

perpendicular to the laser illumination to collect the scattered light. This visualised the liquid fuel distribution and 

showed the liquid spray penetration within the spray. The laser light was collimated before entering the optical 

engine, at reduced intensity via neutral density filters, by carefully placing the filter between the laser and a 

collimating lens. A slightly varied optical arrangement in Figure 3 implemented the shadowgraph technique for 

vapour spray visualisation 

Figure 2: Schematic for Liquid spray visualisation 

     Figure 3: Set-up for vapour visualisation    

Liquid and vapour spray penetrations were investigated with Injectors C and D respectively. The test conditions 
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were selected from the matrix in Table 2, for investigations across injection pressure ranges (high, medium and 
low). While the test fuel used was Carcal RF06-08-B5 (density; 833.2 kg/m

3
). Normal injection was timed at top

dead centre (TDC). The actual intake air temperature was determined by the intake manifold temperature 
(TMAN), and hence varied significantly (less than 100 

o
C). Spray parameters were quantified with respect to time

after start of injection (ASOI) for every spray plume. 

 Table 2: Test Matrix 

Result and discussion 

Figure 4: Comparison between injectors C and D spray (liquid and vapour) penetration measurements 

Test 
point 
(TP) 

Intake air 
temperature 
TMAN (°C) 

Peak in-cylinder 
pressure ICP (bar) 

Fuel 
pressure 
P (bar) 

Injection 
quantity 

(mm³) @ 38 
°C 

1 100 84 2000 65 

2 100 84 1600 36.31 

3 100 84 1400 36.71 

4 100 84 1000 35.31 

5 100 84 600 34.86 

6 100 50 2000 45 

7 100 50 1600 45 

8 100 50 1400 45 

9 100 50 1000 25 

10 100 66 2000 65 

11 100 66 1400 45 

12 100 66 1000 45 

13 100 79 1800 60 

14 100 73 1600 50 

15 100 40 600 20 
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Figure 5: Comparison between injectors C and D spray (liquid and vapour) penetration measurements 

 TP04  TP14   TP15 

Figure 6: Image sequence for selected liquid spray penetration from all the injectors 

Figures 4 and 5 show the results for the spray (liquid and vapour) penetration tests conducted with injectors C 

and D at Test Points selected from the matrix, for different injection pressures (low to high). Excerpt from the 

Injector C 

Injector D 
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image sequence of liquid spray penetration from the injectors are presented in Figure 6.  

In Table 1, the k-factor for injectors C and D were specified as: 1.3 and 3.5 respectively. Results from the plots 

and observations of the image sequence, which agree with literature, showed that nozzles with higher k-factor 

caused higher spray (liquid and vapour) penetration. It was also observed that the nozzle exit velocity and density 

increased with increase in conicity [29, 30] The results also showed that these behaviours were more evident 

under high (injection) pressures, as shown in Figures 4 and 5 for all the test points, except TP15 (with low 

pressures). 

From the results, the effects of in-cylinder pressure on liquid spray penetration agree with previous investigations 

[21]. Increasing the ambient pressure increases the ambient temperature which causes the spray to evaporate 

faster and travel less. This trend is manifest even with increased injection pressure, especially for liquid spray 

penetration across the injectors. From the point of view of fluid dynamics, the evaporation of droplets involves 

simultaneous heat and mass transfer processes. The heat of evaporation is transferred from surrounding hot 

gases to the drop surface by conduction and convection, while vapour is transferred to the surrounding by 

convection and diffusion. The evaporation rate is dependent on the thermo-physical properties of the fuel and the 

surrounding air. For very high in-cylinder pressure and temperature, evaporation is quick since the latent heat 

drastically decreases for high temperatures. As the hot entrained air initiates evaporation of the spray, the fuel 

cools and contracts. These processes significantly reduce droplet dispersion and hence liquid spray penetration 

[1, 31]. The effect of increased injection pressure, which increased spray velocity/momentum [21], is more 

noticeable in the transient part of the liquid spray penetration than the quasi steady stage. The slight positive 

slope observed at the steady period in some of the liquid penetration curves in Figures 4 and 5 can be attributed 

to two factors [8,17]. Firstly, the temperature of the fuel at the beginning of the injection is higher because the 

injector sac is always in direct contact with the high temperature gas of the combustion chamber; during the 

injection, the fuel flowing from upstream of the sac cools down the injector tip. This causes the temperature of the 

fuel at the orifice outlet to decrease during the injection, which impacts on liquid length [8]. Secondly, for long 

injections, low temperature fuel–air mix is re-entrained in the spray causing a decrease in the effective ambient 

temperature and an increment in liquid length. Taking the large size of the chamber into account as well as the 

tendency of the slope to decrease at the end of the injection, the first fact was generally considered to be 

responsible for the observed phenomenon.  

The effect of increased injection pressure is clearer in the vapour penetration, which is further than the liquid 

spray travel [21]. Vapour penetration profiles have been shown to depend on both injection pressure and in-

cylinder density [18]. It was further suggested that the mechanism for the vapour transport was the gas motion 

induced by the liquid phase momentum exchange, from the droplets to the gas phase. To support these facts, 

increased penetration of the vapour was observed at higher injection pressures and lower gas densities, which 

was when the liquid phase had a higher momentum. The momentum effect is felt more, across the injectors as 

the k-factor increases. The vapour spray penetrated more, at higher injection pressures (and higher ambient 

pressure), because the consequent level of turbulence was such that increased the hydrodynamic interaction of 

the spray. This process was facilitated by smaller nozzle exit as the k-factor increased. Primary breakup was 

accelerated leading to smaller droplets and reduced liquid spray penetration. The resulting increase in dispersion 

increases the vaporization rate and fuel air mixing. 

Knowing that the k-factor could significantly affect vapour spray penetration is important for high speed direct 

injection (HSDI) diesel engine. Increase in vapour penetration improves mixing, results in greater premix burning 

and faster combustion, which may cause NOx emission to increase, but reduce PM emissions. 

Conclusion 

The liquid and vapour phases of diesel fuel spray were characterised in this work, using optical techniques based 

on visualization. Mie-Scaterred and shadowgraph images were continuously recorded to expose liquid and 

vapour penetrations respectively, under real engine conditions. The injectors used were essentially different in 

terms of the k-factors. From the results, the significant influence of injector design (k-factor) on HSDI diesel 

engine spray development was confirmed. It was observed that the geometry of fuel injectors based on the k-

factors affected the vapour phase penetration more than the liquid phase penetration. This was a consequence of 

the effects of the injector types on the exit velocity of the fuel droplets.   

Further work could be done by replicating the characterisation experiments with piston bowl for impingement 

studies. The understanding from the present work will provide the necessary guidance and basis for comparison. 

The comparison of the data with commonly used correlations would provide further confidence on its use for 

spray model validations 
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Nomenclature 

ASOI After start of injection 

CRS Common-rail system 

CVL Copper vapour laser 

D Nozzle diameter [µm] 

DI Direct injection 

HP High pressure 

HSDI High speed direct injection 

k k-factor 

NOx Oxides of Nitrogen 

PC Personal computer (Dedicated desktop) 

PM     Particulate matter  

RCM Rapid compression machine 

TDC Top dead centre  

TMAN Intake manifold temperature 

TP Test point 
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Abstract 
To continuously improve CFD models which simulate spray evolution, breakup and evaporation mechanisms, it is 
helpful to validate them with results obtained by experimental research. In the present study, a mono-orifice target 
nozzle from Engine Combustion Network, referred to as Spray D, was investigated at conditions of spray-wall 
interaction, which actually is a real situation in internal combustion engines that is not frequently analyzed by 
visualization. A Photron SA-X2 high-speed camera was employed to record the vapor phase development of the 
spray in an inert atmosphere using a Schlieren imaging single-pass setup. The experiments show that the spreading 
of the spray along the wall has a behavior fairly similar to penetration at free-jet situations, especially regarding to 
its susceptibility to the operating conditions and its proportionality to the square root of time once the spray reaches 
a steady regime interacting with the wall. Furthermore, the spray film thickness was measured at three distances 
from the spray-wall impact point during the injection event, thereby characterizing that parameter both spatially and 
temporally. The tests were carried out in a constant pressure-flow facility able to reproduce pressure and 
temperature conditions, similar to those seen into a diesel engine. In order to observe the behavior of the spray 
colliding with a wall within this test rig, a system capable to being fitted into it and to holding a fused quartz wall at 
different injector tip-wall distances and impingement angle configurations, was designed and employed. 

Introduction 
At present, the study of the spray-wall interactions into the field of transportation systems is increasingly relevant in 
a world aimed at reducing the displacement per cylinder of the internal combustion engines. This phenomenon 
plays a fundamental role in the mixing and evaporation of fuel[1]–[3], combustion behaviour and the formation of 
pollutant emissions[4]–[6]. Despite the growing interest around this field and the various efforts in its research [1]–
[6], the impact of spray with a wall is a subject of difficult analysis both theoretically and experimentally due to the 
highly transient nature of the spray and the high spatio-temporal variability of the event. Because of this, its effects 
on the engine performance are not entirely known. On the one hand, the incidence and accumulation of fuel in the 
cylinder walls can lead to the formation of a fuel film that worsens combustion, promotes the emission of carbon 
monoxide and unburned hydrocarbons and involves energy losses given the increase of heat transfer [7]. On the 
other hand, the impact of the spray with a surface tends to improve the mixing of the fuel in the air due to both the 
impact and the subsequent expansion of the front of the jet. The complexity of the jet-wall impact phenomenon has 
to be added to the overall complexity of the injection-combustion processes, which, although they have been 
extensively studied in ‘free jet’ conditions [7]–[9]  remain an active area of research. 

In the literature there are a large number of experimental studies aimed at understanding physics in the spray-wall 
collision, in applications which are extrapolable to diesel engines. The distance from the tip of the nozzle to the 
surface affects the spray-wall interaction [10], since the impact conditions depend on the spray momentum and the 
energy exchange between the jet and the surrounding air until it hits the wall. Also, the orientation of the jet, or 
angle of incidence with respect to the wall also modifies the interaction mechanisms, as it changes the balance of 
forces during impact [11], [12]. High injection pressures increase the collision velocity, which makes the droplets 
smaller and improves atomization after the impact [13]. The experimental analysis of surface jet impact has been 
accompanied in recent years, by the development of models oriented to study both the macroscopic behavior of 
the jet-wall impact and the simulation of the microscopic interaction of isolated droplets [10], [12], [14]. However, 
there is a large number of processes that are not sufficiently known to achieve certain accurate numerical 
predictions, such as evaporation of the fuel film [14]. 

The Engine Combustion Network (ECN) is an international open group which promotes the collaboration and 
sharing of high quality data between scientists and institutions involved to the engines research field [15]. In order 
to provide a coherent and comparable database, nominally identical injectors are commonly tested at determined 
target conditions. This investigation attempts to conduct an experimental study to better understand the spray-wall 
interaction at high injection pressures under real engine conditions, employing the ECN Bosch injector referred to 
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as ‘Spray D’. The work characterizes the geometrical evolution of a spray after the impact with a quartz flat plate in 
terms of the penetration along the wall and the thickness of the spray with respect to the wall. Those parameters 
were obtained on the vapor phase of the spray, through the lateral view of the collision by the Schlieren optical 
technique. The study was conducted at several operating conditions and wall location-inclination arrangements. 
 
Material and methods 
 
Experimental Vessel 

The experiment were performed in a high temperature and high pressure chamber which can be defined as a 
constant-pressure flow facility. The test section has three large windows to allow optical access to the injection 
process. Furthermore, the chamber is able to reproduce the in-cylinder thermo-dynamic conditions present in a 
Diesel engine, up to a maximum pressure of 15 MPa and a maximum ambient temperature of 1000 K. Although 
there are several test rigs over the world capable of performing analogously [8], [16], nearly quiescent and steady 
thermodynamic conditions can be obtained within this particular chamber. A detailed description of the vessel can 
be found in [7], [9], [17]. In this test rig it is possible to study the spray development either in a standard air 
atmosphere or with O2/N2 mixtures with different proportions, enabling to simulate exhaust gas recirculation 
conditions by decreasing the oxygen concentration of the charge. In this study, the vessel was operated at inert 
atmosphere conditions, filling it totally with nitrogen which flows in a closed loop to guarantee the evaporative but 
non-reacting desired scenario. 
 

Injection System 

The injector employed to carry out this study is referred to as Spray D #209103 according to the Engine Combustion 
Network dataset. It is an axial single-hole Bosch 3-22 injector with an outlet diameter of 192 µm [18], a k-factor of 
1.5 whose rounded nozzle entrance and a convergent shape is oriented to avoid the cavitation phenomenon. The 
geometrical features of the Spray D can be found on the ECN webpage [15] and it has been hydraulically 
characterized in previous studies [9], [19], [20]. The injection setup consisted of a conventional Common-Rail 
system, which is mainly constituted by a standard rail with pressure regulator and a high pressure volumetric Bosch 
CP3 pump which is driven by an electric motor. The injector was kept at 363 K using an injector holder engineered 
to have a continuous ethylene glycol flow at a constant and controlled temperature running in a parallel circuit in 
contact with the injector during all the testing time. The injector was inserted in the test rig by this holder and 
connected to the common rail with a high pressure line. Moreover, the injection system is controlled by the ECU 
directly and all parameters are digitally inputted. 
 
Wall Supporting System 

Several ‘free-jet’ experiments have been carried out previously in the test rig [7]–[9], [19]. However, for this type of 
tests involving a wall obstructing the free path of the jet, it was necessary to design a system to reliably support the 
wall at determined angles and distances from the injector tip achieved with high accuracy. It was required a 
modification on the conventional injector protective cap (number 1 in Figure 1-left) of the test rig so that the wall 
supporting system could be screwed to it. Two folded sheets (2) are attached to the protective cap and also are 
holding two fixed ‘U’ shaped structures (3) which are responsible to bear the wall arrangement at its determined 

distance-angle configuration. Those different configuration are possible due to six pairs of exchangeable lateral 
frames (4). Each set of those frames is used depending on the desired distance-angle arrangement. They are 
screwed to a wall holder (5) which protrudes slightly on the bottom to support the JGS1 fused quartz wall (6). The 
support is further held in place by four claws (7) made of bent sheet that press the wall against the holder by its 
corners. The impact available surface of the wall is of 60 x 100 mm2 and its thickness is 10 mm. 

           

Figure 1. Right: Parts of the wall mounting system. Left: Lateral frames geometries. 
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Test Matrix 

Test conditions can be found summarized in Table 1.  Most of them are common target conditions of the ECN [15], 
along with other parametric values combinations in order to embrace a wide range of test points and have a better 
comprehension of the parameter variation effects. Regarding to the wall position, the tests were performed with 
different configurations of distance from the injector tip to the plate (wd) and wall angle to the horizontal (wθ), also 
detailed in Table 1. Those configurations were possible by changing the pair of frames (indicated with the number 
4 in Figure 1-left), whose geometry depends on the desired configuration as shown in Figure 1-right. 

Table 1. Test conditions of the experiment 
Parameter Values Units 

Fuel Diesel - 
Energizing time 2.5 ms 
Injector tip temperature 363 K 
Ambient temperature (Tamb) 800 - 900 K 
Ambient density (ρamb) 22.8 - 35 kg/m3 

Injection pressure (prail) 50 - 100 - 150 - 200 MPa 
Injector-wall distance (wd) 30 - 50 mm 
Wall horizontal angle (wθ) 30 – 45* - 90 deg (°) 
* Only for wd = 50 mm (please see wall config. in Figure 1-right) 

 
Optical Setup 

In the present work, the experiments were performed using a Schlieren single-pass setup. Schlieren imaging 
technique consists of directing a beam of parallel light rays through a region of interest, which in this case is limited 
by the 128mm vessel windows diameter. As these rays pass through a medium with density gradients, some of 
them are deflected. By collecting the resulting beam and directing it to a camera, a shadowgraph is obtained, in 
which the different pixel intensities are representative of different refractive indexes in the region. 
 
A scheme of the optical setup is shown in Figure 2, where can be seen the entire light beam path from its source 
to the high-speed camera.  The light source is a white-light 150 W halogen lamp with an incorporated diaphragm. 
The lamp is placed at the focal length of a collimating mirror that reflect the light rays making them parallel to each 
other. To reduce beam straightening, the incident angle of the lamp respect to the mirror was minimized. 
Subsequently, the beam is directed to the high pressure and high temperature vessel, where it is deflected as a 
result of the different densities of the interest region. After the chamber, the beam is collected by a 150 mm 
collimating lens, at whose focal distance is placed an adjustable Fourier filtering diaphragm, just before the Photron 
SA-X2 camera. The Fourier diaphragm is employed to filter or discard how much light may to go to the camera, 
controlling the sensitivity of the technique. 
 

 

Figure 2. Scheme of the Schlieren optical setup 

 

Image Recording and Processing 

The Photron SA-X2 camera was configured to record at an acquisition speed of 40000 frames per second, which 
represent a time gap between images of 24 µs. This slight step allows detection of penetrations near to 0.4 mm on 
average, which represent good resolution to observe the spray development with time and the capability of estimate 
precisely the start of the injection with respect to the energizing moment given by the signal of the trigger. This 
recording speed could be achieved thanks to the camera’s own capacity using a shutter time of 1.01 µs (time 
selected to provide a good compromise between sensitivity and margin of safety to avoid saturation and excessive 
image noise) and a spatial resolution of 512 x 584 pixels, which was enough to cover the spray path from the injector 
tip to near the wall limits without sacrificing too much camera speed. Since the pixel-per-mm relation of the images 
was equal to 5.88, this resolution represents an approximated image size of 87 x 100 mm. 

202

http://creativecommons.org/licenses/by-nc-nd/4.0/


ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain 

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0). 

EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA 

 
After recording, the information about spray evolution was extracted applying a contour-detecting processing 
methodology employing in-house software. First of all, it is important to highlight that the image background 
captured through the Schlieren technique is very irregular as seen in the leftmost image in Figure 3, due to the 
heterogeneities in the temperature (i.e. density) of the nitrogen that fills the chamber, and which continuously enters 
and exits from it. In tests of the ‘free-jet’ kind, the background correction is more or less easy by taking it as the 
image acquired before the start of injection, and subtracting it, arithmetically, from spray images. This method is 
based on the assumption that, despite the background is constantly moving, this movement is slow contrasted to 
the spray velocities, so the background can be considered steady in the time scale of an injection event. However, 
the wall system inside the chamber is just after the nitrogen entry location in the chamber, and this makes the gas 
flow pattern more turbulent and disordered. This amplifies considerably the background noise and makes that its 
inhomogeneities due to the gas density gradients in the gas cannot be considered always as static between two 
consecutive images. The solution adopted for this issue was to average the images of all repetitions (8 for each 
condition) of the injection event, removing largely the variation of the background. Figure 3 center and right images 
show a comparison of an averaged image and a single shot and how the background noise affects the detected 
contour. 
 

 

Figure 3. Comparison of backgrounds and contours at Tamb = 900 K; ρamb = 35 kg/m3; prail = 100 MPa; wd = 50 mm; wθ = 45°. 
Left: Free-jet test sample before start of energizing. Center: Single-shot image of one repetition. Right: Rep-averaged image. 

(Both spray contours were obtained keeping the same processing configuration)  

In the following step, the repetition-averaged image is masked in the region back to the wall impact surface, in order 
to only get the spray development region of interest and reduce calculation time. Next, the image is inverted to have 
the spray as the high intensity area and the threshold is calculated as a certain percentage of the dynamic range of 
the image [9]. Then, some small areas which appear as result of the background noise are erased by eroding-
dilating filtering methods according to spray connectivity criteria. Once the spray contour has been determined, its 
characteristics are obtained by its analysis. In this work, the criteria followed to calculate the geometrical parameters 
of the spray were: 
 

 Free spray penetration (S): The penetration of the spray before its impact with the wall is calculated as the 
position of furthest point of the contour respect to the nozzle exit. 

 Spray spreading along the wall (Y+): The spray penetration along the wall is calculated as the distance 
between the ‘collision point’ and the furthest contour point in the direction of the top of the wall (considering 
as ‘collision point’ the interception between the axial spray axis and the wall plane, and not as necessarily 
the first point of the wall that is reached for the spray, which ideally differs of the first definition depending 
on the wall angle). In Figure 3 right image is shown this dimension as Y+. 

 Spray film thickness (Zth): The thickness of the spray was measured at three consecutive places from the 
collision point with a distance of 10 mm between them. At those measuring points, the film thickness is 
calculated as the normal distance between the wall and the furthest contour point as seen in Figure 3. 

 

Results and discussion 

 
Free Penetration and Spreading onto the Plate 

Figure 4 top row shows the free spray penetration and spray-wall spreading evolution with time since the start of 
injection changing all variables but the wall configuration, which is in this case perpendicular to the spray axis. It 
can be observed that the spray behavior along the wall is quite analogous to the free penetration pattern and it is 
affected equivalently by the parametric variations.  Ambient temperature does not seems to represent a significant 
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influence on both spray advancements. On the other hand, the density has a strong effect, which seems to become 
higher while the spray goes over the plate. Also, the injection pressure has, as expected, a positive effect on 
momentum, making the spray penetrate and spread onto the wall more. However, the ASOI (after start of injection) 
temporal reference does not show those spray-wall spreading trends are independent of the free penetration, since 
the sooner the spray-wall collision, the earlier the start of the Y+ development. 

 

  

 

 

 

 

 

 

 
A way to express the spreading in a time-independent form and to compare its behavior with the well-known one of 
the free penetration, is to convert it in terms of its time squared root derivative ∂S(t)/∂√t, as have been made in 
previous works with the free penetration under the name of R-parameter [9], [19]. In those works, was demonstrated 
how, accordingly with literature, the steady spray vapor penetration of an inert spray is proportional to the time 
raised to the power of 0.5, making possible to obtain a constant value referred to as R-parameter, independent of 
the time and of the penetration evolution. In Figure 4 bottom row, the squared root derivative of free penetration 
Rpar(S) and of spray-wall spreading Rpar(Y) are plotted. As is shown, Rpar(Y) also seems to reach a constant 
value at its stable stage. This also occurs for Rpar(S) although it is difficult to observe given the interruption in the 
evolution of the free jet by the plate. However, the trends are clear. The velocities reached by the free jet are much 
higher than the impinging spray velocities due to the loss of kinetic energy when hitting the wall and the spreading 
friction. Also, the effects of density, temperature and injection pressure seems to be the same on these time-
independent parameters for direct free jet penetration and spray-wall spreading. 

On the other hand, Figure 5 shows how those same parameters are affected by the wall configuration and, again, 
by the density of the surroundings. As the left column plots show, the spreading onto the wall is higher for shorter 
distances between the injector and the plate. However, the earlier impact in the 30 mm case is the most important 
factor, so studying the Rpar(Y) is an appropriate approach to determine fundamental differences. Observing this 
parameter, it can be seen that the R-parameter is quite similar for different injector-wall distances, meaning that, 
even when the spreading and its velocity (the spreading curve slope) seem to differ varying wd in the left-top graph, 
it is a product of the different collision moments and free velocities of the spray before that instant (considering that 
at shorter distance from the injector tip, the spray must impact with a higher velocity). Figure 5 right column presents 
the effect of the wall inclination. The first remarkable thing which does not happen in the inclined plates, is that the 
spreading of the 90º case starts in a determined value and with an inflecting behavior (also seen in Figure 4). This 
is because of the very width of the free jet, which makes that, at the moment of the impact of the spray tip, a short 
part of the wall has been already covered by the spray. This is supported by the fact that this ‘initial value’ given by 

the width seems to be larger for higher densities. This effect of the spray width is mitigated in the direction of Y for 
the inclined plates. Furthermore, the spray-wall spreading and its R-parameter are strongly affected by the 
inclination. For the normal wall, the momentum is distributed in all directions, resulting in a spreading and an Rpar(Y) 
considerably smaller than for inclined walls. Between 30º and 45º the differences are not as great, because for both 
cases the spray momentum has as predominant direction the same as Y+. However, observing the last and more 
stabilized values of Rpar(Y) also show a slight trend to be higher for the lower angle accordingly with the last 

Figure 4. Free penetration (striped lines) and spreading along the wall (solid lines) together with their R-parameters at different 
gas and injection conditions and wd = 50 mm; wθ = 90°. Left column: Ambient density and temperature comparison at prail = 150 

MPa. Right column: Injection pressure and temperature contrast at ρamb = 35 kg/m3. 
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deduction. It is not necessary to mention that the free-spray parameters in this cases are not affected by the wall 
configuration. 

Spray Film Thickness 

After reviewing the spreading results, the wd = 30 mm - wθ = 30º configuration was considered by the authors as 
the most likely to quickly achieve steadiness in the flow onto the wall since the spray reaches the plate earlier and 
the transient is less abrupt when deflecting the jet at the lower angles. Figure 6 shows the spray thickness 
development measured at 10; 20 and 30 mm from the ‘collision point’, varying different operating conditions (in 
columns from left to right: density, injection pressure and gas temperature). For this wall configuration, it can be 
seen how the general tendency is to start growing once the spray reaches the measuring point to a maximum due 
to the spray front vortex, and then to slightly stabilize in a constant value. Observing the left column, it can be 
appreciated that, similar to the spray angle in free-jet conditions, but in a not so strong way, the density seems to 
widen the spray thickness as a result of the enhancement in gas entrainment into the spray. For higher densities, 
also the ‘bump’ in the thickness curves seems to last longer, however the stable final value is quite similar. With 
respect to the different injection pressure column of Figure 6, it shows that the thicknesses measured near the 
impact point, tends to the same value; but when measured further, the lower the injection pressure, the thicker the 
spray is. Nevertheless, in general, and similar to what happens for the spreading, the gas temperature seems to 
have a negligible influence on the film thickness, independently of how far it is measured. These effects on spray 
thickness also shown to be stronger the further they are measured, with the Zth10 being the distance in which the 

Figure 5. Free penetration (striped lines) and spreading along the wall (solid lines) together with their R-parameters at different 
wall configurations at Tamb = 900 K; prail = 200 MPa. Left column: Ambient density and wall distance contrast at wθ = 90°. Right 

column: Ambient density and wall angle comparison at wd = 50 mm. 

Figure 6. Spray thicknesses Zth10, Zth20 and Zth30 at a fixed wall configuration (wd = 30 mm; wθ = 30º). Left column: Varying ambient 
density. Center column: Changing injection pressure. Right column: At different ambient temperatures. 
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operating conditions seems to affect the least. It has to be considered that before the stabilization of the impinging 
spray, the differences in Zth with the conditions, are also influenced by the difference in the moments when the 
spray collides with the wall and the time that takes to become steady. This effect is incremented considering the 
time that the spray takes to reach the measuring point. For instance, lower prail sprays not only take longer to impact 
with the plate, but also take longer to reach the measurement point, and this is more noticeable for the further 
locations as the one of Zth30. 

Figure 7 shows the influence of the wall positioning on the film thickness. In the left set of plots, can be seen how 
despite the earlier impact at of the 30 mm configuration, the spray thickness takes longer to stabilize. This could be 
explained by the higher velocity of collision of the injection with the nearer wall, which makes the impact and 
spreading processes more turbulent and initially more unstable. On the other hand, Figure 7 right column shows 
different angle configurations, where it can be seen how the steady value of the thickness is pretty similar for all of 
them, but it is reached differently by each. The perpendicular wall case, exhibits a slow stabilization while the 
inclined ones seems to be significantly faster to stabilize. Even between 30º and 45º, it can be noted how the 30º 
case stabilizes faster, probably because the deviation of the flow is less and causes the least disturbances in the 
spray evolution. The greater the angle, the more transitory the behavior of the spray-wall impact is.  

Conclusions 
The effects of ambient and injection conditions and wall positioning were analysed. Results show that the spreading 
along the wall and the ‘free’ penetration are both affected similarly by gas density, temperature and injection 

pressure. Since a unique time start reference does not define the wall interaction phenomenon as easily and 
accurately as the ASOI for the free-jet stage, those parametric behaviors were also studied employing the definition 
of R-parameter. The wall spreading is also strongly affected by the wall angle, due to change in the spray 
momentum deviation. Injector-wall distance seems not to have an important influence on spreading. The thickness 
of the spray along the wall was measured at different locations and inclinations, determining that, broadly speaking, 
it can be described by an initial thick region followed by stabilization at a thinner value. This steady value is higher 
at further measuring distances due to its progressive expansion. This metric was studied under several parametric 
changes, determining how it is affected by different variables. 
 
Although a flat wall is a simplified geometry compared with a typical piston-bowl into a reciprocating engine, the 
possibility of making these kinds of experiments at real-engine conditions is an opportunity to study a fundamental 
factor on combustion such as the mixing process, in terms of the vapor spray geometry; considering the existing 
phenomenon of spray-wall interaction. This study represents a huge potential to improve the understanding, not 
only experimentally through big test rigs, but numerically also as a next step, of the processes that concern the 
diesel engines research. 
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Nomenclature 
ASOI after start of injection 
CFD Computational Fluid Dynamics 
ECN Engine Combustion Network 
prail injection pressure 
Rpar(X) squared root of ‘X’ respect of time [m s-0.5] 
S free-jet penetration [mm] 
Tamb ambient temperature [K] 

t time 
wd injector tip-wall axial distance [mm] 
wθ wall angle respect to the injector axis [deg] 
Y+ spray spreading along the wall [mm] 
Zth spray thickness respect to the plate [mm] 
ρamb ambient density [kg m-3] 
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Abstract 
Advanced injection strategies for internal combustion engines have been extensively studied although there still 
exists a significant fundamental knowledge gap on the mechanism for high-pressure spray interaction with the 
piston surface and chamber wall in the internal combustion engine. The current study focuses on providing 
qualitative and quantitative information on spray-wall impingement and its characteristics by expanding the range 
of operating parameters under engine-like conditions. Parameters considered in the experiment are ambient gas 
and fuel injection conditions. The test included the non-vaporizing spray at the different ambient density (14.8, 22.8 
and 30 kg/m3) and injection pressure (1200, 1500 and 1800 bar) with the isothermal condition (ambient, and plate 
temperatures of 423 K). The test was conducted in the constant-volume vessel with the 60-degree impinging spray 
angle relative to the plate. The free spray and impinged spray properties were qualitatively analysed based on Mie 
and schlieren images. The results showed that the lower ambient density and higher injection pressure tended to 
result in relatively higher impinged spray height. The expanding shape of the impinged spray on the wall showed 
the oval shape. 

Keywords 
free spray; impinged spray; wall-impinged expanding spray; flat plate 

Introduction 
Internal combustion engines (ICEs) have been the dominant power supply for automobiles since the 20th century 
and will keep playing an important role in transportation sectors in the coming decades. Increasingly stringent fuel 
consumption and emission standards are driving automotive research. Advanced injection strategies such as 
increasing injection pressure, multiple injections, injection timing control, and many others can enhance fuel 
efficiency in the application of direct injection spark ignition (DISI) engines and direct injection (DI) diesel engines. 
The DISI and DI diesel engines are able to achieve such higher efficiencies by means of better spray atomization 
and air-fuel mixing. Besides injection parameters mentioned above, the spray-wall interaction plays a critical role in 
fuel spray dispersion and subsequent combustion event [1-3]. The fuels used in ICEs undergo the vaporization 
process and mix with air before combustion. However, the fuel spray may impinge on the engine surfaces before it 
is fully vaporized [4]. The non-vaporizing spray possibly impinges on the cylinder head or liner in DI engines and 
even on the inlet valves in port fuel injected (PFI) engines. The spray-wall impingement usually forms a liquid film 
on the wall, which is referred to wall-wetting phenomenon [5]. The fuel deposition on the wall may survive during 
the combustion phase, resulting in producing unburned hydrocarbon (HC) and particulate matter (PM) emissions 
[6-8]. Especially in cold operation (such as cold start and warm-up), the wall wetting in PFI engines becomes 
dominant mechanism for engine-out HC emissions [9-13]. When the spray droplets hit the wall, they may undergo 
the following scenarios: stick, rebound, and splash, depending on the Weber number and droplet impact dynamics 
[14]. It was also reported that the impinging process could enhance the air-fuel mixing [15]. In addition, a heated 
plate may also lead to the heating or secondary evaporation of the impinged droplets.  
Early work in an optically accessible engine has characterized the spray-wall interaction phenomena and measured 
the after-collision spray properties such as droplet sizes and film thickness on wall. Siewert et al. [16] performed 
experiments in a 103-mm bore DI single cylinder diesel engine (reentrant-shaped piston bowl) to explore the effect 
of the calculated amount of liquid spray that misses the piston bowl. By changing spray impacting angle and injection 
timing, a different amount of liquid spray that misses the piston bowl was acquired in their study, which was highly 
linked to the HC, CO, and smoke formation. Stanglmaier et al. [5] experimentally investigated the effect of wall-
wetting on the HC emissions in an optical gasoline-fuelled SI engines. A spark-plug mounted directional injection 
probe was used to study the impingement effects on HC emissions independent from all other HC sources, by 
operating engine on pre-mixed liquefied petroleum gas (LPG). Their results argued the importance of the 
impingement location, which significantly influenced the HC emission generation regardless of the injection timing 
and coolant temperature.  
Besides engine spray-wetting test, well-controlled constant volume chambers have been utilized to acquire a higher 
level of visualization access and identify precise boundary conditions near the wall surface such as film thickness 
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and heat flux. Akop et al. [17] captured the entire injection event using high-speed shadowgraph and weighted the 
film mass on the wall to explore the adhesion characteristics of the diesel impinging spray. They found that the 
adhered mass kept constant by changing disk diameter from 25 mm to 50 mm, and the thickness of the adhesion 
liquid became lower with increasing injection pressure. Furthermore, the ratio of adhered fuel mass to total injected 
mass tends to decrease with an increase of the disk inclination. Lindgren et al. [18] studied the spray-wall 
interactions in a spray chamber with simulated engine conditions using an AVL VisiScope. The images indicated 
that most of the reflected drops were carried away from the impinging point by means of a wall jet and very few 
drops were bounced away with a large reflection angle. Meanwhile, Phase Doppler Anemometry (PDA) was also 
employed to measure the size and velocity of droplets reflected from a wall. They observed a secondary break-up 
at the wall, resulting in smaller drops.  A PDA and high-speed imaging methods were used by Montorsi et al. [19] 
in a high pressure and temperature spray rig to measure the surface temperature with three coaxial thermocouples. 
The measured temperatures were used to calculate heat fluxes using a one-dimensional transient heat conduction 
model. Four different breakup models (i.e. Reitz-Diwakar, Hsiang-Faeth, Pilch-Erdman, and Kelvin-Helmholtz (KH)-
Rayleigh-Taylor (RT), see Table 3 in Ref. [19]) were compared with their test results and showed sufficient 
agreement with experimental results except for the overestimation in liquid penetration. 
Film formation is one of the important properties as a result of spray-wall impingement. Senda et al. [20] applied 
laser-induced fluorescence (LIF) to quantitatively measure the adhered fuel film on a flat glass under atmospheric 
pressure and room temperature. The adhered fuel measured by LIF showed almost 40% of the total injection 
quantity at 10 ms after the end of injection while the adhered fuel is relatively insensitive to injection duration. They 
also classified the radial spreading velocity into three stages: early constant velocity stage, gradually decreasing 
stage, and fully stop stage. Another optical method of measuring the spatial and temporal thickness of the wall 
liquid film is the Refractive Index Matching (RIM) technique. RIM utilizes the similar refractive indexes between 
glass/quartz and fuel to characterize the impingement deposition on the wall. The thickness of the wetted area on 
a roughed glass surface has a relationship with the scattering light intensity. Drake et al [6]. have used this method 
to measure the film thickness of the impinged spray and the total mass injected on a piston top in an optical engine 
to successfully establish a correlation between HC emissions/PM and the film thickness variation.  
Montanaro et al. [21] studied the effects of the injection pressure and wall temperature on the atomization and 
vaporization processes in their constant volume chamber. High-speed Mie-scattering and schlieren diagnostics 
were used to capture the impinged liquid and vapor widths (maximum radial penetration) and maximum heights. 
They found that the impinged spray widths showed a proportional increase with wall temperature, and the heights 
for both impinged liquid and vapor were proportional to the injection pressure.  
The objective of the current study is to experimentally explore the effects of the injection pressures and ambient 
densities on the spray-wall impingement characteristics including free spray penetration, spray angle, impinged 
spray height, impinged spray radius, and expansion rate. The spray-wall test in the current work was carried out in 
a high pressure-temperature constant volume vessel with a wide range of diesel engine conditions. High-speed 
visualization diagnostics including Mie-scattering and schlieren techniques were used to characterize the 
rebound/impinged spray formation and spray wall interactions under different injection pressures and ambient 
conditions. Injection pressures were varied from 1200 bar to 1800 bar and ambient densities changed from 14.8 
kg/m3 to 30 kg/m3. The detailed experimental results obtained in the study will support the validation of the existing 
spray-combustion CFD codes in future. 

Experimental setup 
This spray-wall impingement experiment was carried out in a high-pressure, high-temperature constant volume 
vessel (CV) as shown in Figure 1. The CV is 1.1 L cubic chamber with a good optical access. Three types of port 
windows were installed on all the six surfaces of the cube: 101 mm diameter transparent window (sapphire), blank 
metal window, and injector window. The unobstructed orthogonal optical access is coupled with high-speed imaging 
techniques to study spray development. The impinging plate was mounted on the bottom window, and the injector 
was installed on one of the side windows. Three ports on the eight vertices of the chamber are used for the intake/ 
exhaust of chamber ambient gas, and a mounted dynamic pressure transducer. A Kistler 6001 piezo-electric 
dynamic pressure transducer coupled with a Kistler 5044a charge amplifier was used to measure the CV pressure 
and detailed vessel information is available in Ref. [14].  
A single-hole diesel injector (off-axis injector nozzle) was mounted in the middle of the injector window, which 
resulted in the vertical distance (40 mm for metal window and 52 mm for transparent window) between the injector 
tip and impinging window surface. For both the front view and side view spray measurement (see the left-top corner 
in Figure 1), the optical arrangement of simultaneous Mie scattering for the front view and schlieren for the side 
view is shown in Figure 1. A high-intensity pulsed LED1 with a pin-hole aperture is the light source for schlieren 
while additional LED2 and LED3 for the volumetric Mie scattering imaging are placed in front of the optical access 
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of the chamber. For the bottom view and front view measurement, camera 1 is placed below the vessel with a 45-
degree reflector. The test conditions and fuel properties are listed in Table 1.  

Figure 1. Optical setup for Mie and schlieren diagnostics with front/side/bottom view. 

Table 1. Test conditions and fuel properties 

Injector conditions Ambient and boundary conditions 
Nozzle outlet diameter 200 μm Ambient gas temperature 423K 

Nozzle number single-hole Ambient gas density 14.8 - 30 kg/m3 
Nozzle K factor 0 Ambient gas N2 

Orifice orientation 
relative to injector axis 

𝛼= 60-degree (inclined 
angle: 120-degree) 

Distance from injector tip 
to plate 

Metal: 40 mm 
Transparent: 52 mm 

Injection duration 2 ms Wall temperature 423K 
Fuel properties and conditions 

Fuel ULSD Sulfur 8 ppm 
Density 848 kg/m3 Cetane Index 47.2 

Viscosity 2.6 cSt Net heating content 42.83 MJ/kg 
Carbon (wt %) 86.8 Temperature at nozzle 363 K 

Hydrogen (wt %) 13.2 Fuel injection pressure 1200, 1500, 1800 bar 

Image processing 
Spray images for the front, side, and bottom views were processed with an in-house MATLAB code to obtain key 
spray properties such as spray tip penetration, impinged spray radii and height. First, the procedure starts with the 
background subtraction and images enhancement in order to achieve a better boundary detection of the spray. 
During the boundary detection, Otsu’s threshold method [22], which provides a default threshold value, is used to 
convert the grayscale image into the binary image. A sensitivity analysis to the threshold has been performed in the 
previous study [20] to obtain the accurate spray boundary. Unnecessary shapes obtained in the binary image are 
filtered using morphological tools. Finally, the largest connected area obtained is considered for exact contouring 
of the spray boundary. After the boundary detection, the analytical parameters of the free and impinged spray 
properties are measured by extracting the extreme points of the binary Image. Figure 2 (top) shows the sample 
image processing for the front, side, and bottom views.  
A schematic of spray boundaries along with nomenclatures is shown in Figure 2 (bottom). The free spray 
penetration (Z) defines the extent of spray into the chamber before impinging on the wall. The spray angle (β) is 
also measured based on the front view high-speed Mie-scattering images. The impinged spray characteristics 
include the impinged spray radius (R) and impinged spray height (H). For the front and side images, impinged spray 
radius is the maximum spread of the spray in the horizontal direction with respect to the impinging surface while 
impinged spray height is the maximum height formed after impingement with respect to the impinging surface.  
The imaging analysis procedure from the bottom view image is quite different from the front and side impinging 
surface imaging analysis procedure. First, the precise location of the first impinging spray on the surface is identified 
as a reference origin to calculate the boundary of the wall-impinged expanding spray (WIES) front as shown in 
Figure 2 (bottom right). A ‘centroid’ method in the Matlab which is the mean position of all the points in the impinging 
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spray was used to identify the first impinging origin. The boundary of the WIES front is traced by the same method 

used in the front and side view images. WIES radii in both the axial (Rs) and radial (Rf) directions are then defined 

as the distance between the origin and WIES front. In the WIES radius calculation for both the radial and axial 
directions, because the WIES front is highly wrinkled as it propagates on the surface of the wall, an additional 
procedure was taken for estimating the averaged radius over the arc sector. The final arc central angle is determined 
by varying the arc angle for the least sensitivity to the radius variation. It was found 30-degree for the least averaged 
radius variation over the entire impinging spray lifetime. In addition, the corrugation ratio can also be calculated by 
comparing the actual WIES front chord length over the corresponding smooth elliptic arc chord length, indicating 
the degree of the corrugated WIES front. 

Figure 2. Images processing steps (top) and schematics of free and impinged spray (bottom). Nomenclature: Z=free spray 
penetration; R=impinged spray radius; H=impinged spray height; D=distance between injector and wall; β=free spray dispersion 

angle; α=spray impacting angle. Subscript: f=front; s=side; w=wall. 

Results and Discussion 

In general, fuel enters the chamber from the injector and spray experiences the normal free spray process before 
impinging on the wall. Liquid fuel disperses, breaks up, vaporizes, and mixes with air. The free spray contains two 
regions: main-jet region (particles with large velocities, momentum, and densities) and mixing flow region (air mixing 
expands the spray spatially). The main jet portion refers to the core region of the spray, and the mixing flow region 
stays outside the spray surrounding the main-jet region. The turbulence is generated because of air mixing, and 
particles in this region lose momentum in axial spray direction. Therefore, the core portion of the free spray has a 
higher velocity than the outer part. Then, all the droplets impinge on the wall with a certain angle (half of the included 
angle). Initially, the spray impinges on a dry wall, and the following interaction occurs between the spray and a wet 
wall. After impingement, the spray spreads on the plate around the impinging point and moves parallel to the plate. 
Droplets distributed near the plate show higher velocity and momentum than those farther from the plate due to the 
droplets near the plate come from the free spray core, which causes the velocity gradient and generates a vortex 
around the leading edge of spray. As a result, the rolling up motion enhances the air entrainment, lifts the lower 
momentum particles higher from the plate surface, and increases the height of impinged spray (see Figure 2 
(bottom)). It is also found that the leading edge of the impinged spray is not along the wall but slightly higher away 
from the wall. The complicated turbulence environment and the distribution of droplets after impingement provide 
the possibility of collisions among droplets.  
In this study, the injection rate was obtained by measuring the pressure wave generated when fuel is 
injected using Bosch rate of injection (ROI) meter [23].  ROI profile for energizing injection time of 2 ms at the 
injection pressure of 1500 bar is shown in Figure 3 (left), which was also selected as the experimental baseline 
condition. The corresponding injection duration is approximately 2.45 ms. The total injected mass measured at 
ambient temperature is 28.39 mg based on 3 repeats and the discharge coefficient is approximately 0.79 at the 
steady state. During spray-wall impingement, the velocity, momentum, and distribution of the spray before 
impingement are critical to the impinging behaviors. Injection pressure and ambient density influence the free spray 
penetration as well as the spray dispersion angle. The free penetration at an injection pressure of 1500 bar and 
different ambient densities are presented in Figure 3 (middle). The ambient density was varied from 14.8 kg/m3 to 
30 kg/m3 and the experimental results are averaged from 5 runs. It can be observed that the penetration decreases 
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as the ambient density increases at a given time. At the ambient density of 14.8 kg/m3, spray impinges on the wall 
at the after the start of injection (ASOI) of 0.42 ms, which is earlier than those at the higher ambient density. Figure 
3 (right) provides the effect of injection pressure (1200, 1500, and 1800 bar) at the 22.8 kg/m3 density. The 
penetration at the higher injection pressure shows the similar trend with the observation at the various densities at 
a fixed injection pressure, showing longer penetration than those at lower injection pressure. It is noted that the 
penetrations at the injection pressures of 1500 bar and 1800 bar show less difference than those at the injection 
pressures of 1200 bar and 1500 bar. At ASOI of 0.3 ms, the free spray penetration at 1200 bar reaches 34 mm, but 
the penetration at 1500 bar is around 37.5 mm which is close to the one at 1800 bar (39 mm). This would imply that 
the effect of injection pressure on the impinged spray becomes, to some extent, less as injection pressure increases. 
The penetration suggested by Naber et al. [24] is proportional to the (Pf- Pa)1/4, where Pf is the injection pressure 
and Pa the ambient pressure. Assumed all the parameters remain constant, the only variable is Pf with three different 
cases: 1200 bar, 1500 bar, and 1800 bar. Pa

 is 27.6 bar when the ambient density is 22.8 kg/m3. S1800bar should be 
1.04 times of S1500bar, and S1500bar should be 1.06 times of S1200bar, which confirms the experimental results. 

Figure 3. ROI profile at 1500 bar (left) and free spray penetrations at different ambient density with 1500 bar injection pressure 
(middle) and different injection pressure with 22.8 kg/m3 density (right). 

Figure 4 shows the effects of the ambient density (left) and injection pressure (right) on the spray dispersion angle. 
At the early stage of the injection, dispersion angle rises to a high value, and then a relative steady angle (~23 
degrees) establishes rapidly later. The large uncertainties underline the turbulent nature of the air entrainment 
process. From Figure 4 (left), the dispersion angle increases with the ambient density increase. In Figure 4 (right), 
however, it does not show a monotonic trend by the injection pressure. Before ASOI 1.3 ms, dispersion angle at 
1200 bar is the largest, next is the one at 1800 bar, and finally 1500 bar, implying no specific trend. After ASOI of 
1.3 ms, dispersion angles from all the conditions show the very small difference. Here, the larger dispersion angle 
indicates the higher level of air entrainment, since the entrainment is proportional to ambient air density, orifice 
diameter, fuel velocity, and spray dispersion angle [22]. Spray dispersion angle is a global parameter that describes 
the droplet distribution. Since in fact that the spray impingement obeys the stagnation flow model, the distribution 
of droplets before impacting affects their distribution after impingement. 

Figure 4. Spray dispersion angles at different ambient density with 1500 bar injection pressure (left) and different injection 
pressure with 22.8 kg/m3 density (right). 

Figure 5 (left) shows the effect of the ambient density on the WIES front radius for both axial and radial directions 
along with the time mark of the first impingement. The radius information was acquired from the bottom view image. 
Both directional radii start increasing after the first impingement, where the 14.8 kg/m3 case impinges on the surface 
earlier than the other two ambient cases. Both radii increase until the end of injection where the actual rate of 
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injection (ROI) ends at around ASOI 2.45 ms, which is a similar observation of a stop of liquid film spread after the 
supply of the droplet to the film stopped [19]. The current test data did not catch this stop in radius changing due to 
the limitation of the chamber size. All the radii started with an initial value around 10 mm due to the overlap of 
impinged spray and free spray which causes the failure of the impinged radius calculation in earlier impinging time, 
the impinging time, however, is marked for different conditions in Figure 5.   
Additionally, at the time of ASOI 2.5 ms, axial radii reached 51.9 mm, 44.6 mm, and 39.3 mm for ambient densities 
of 14.8, 22.8, and 30 kg/m3

, respectively. Both WIES radii tend to increase with the ambient density at the fixed time 
while the axial radius propagates faster than the radial radius regardless of the ambient density. The ratios of the 
axial and radial radii at the ASOI 2.5 ms are 1.5, 1.44 and 1.4 for the 14.8, 22.8, and 30 kg/m3 cases, respectively, 
which results in oval shape impinged spray. This is partly attributed by higher axial velocity (~50% higher than the 
radial velocity) along the inclined plate (c.f. impact angle is 60-degree) when spray impinging, which elongates the 
axial impinged spray front than that in the radial direction. Figure 5 (right) reports the axial impinged height with 
various ambient densities. The height was measured by the side view schlieren images. Since the earlier impinged 
spray (i.e. around ASOI of 0.5 ms) is highly complicated and mixed with the on-coming free spray, leading to a 
higher uncertainty. Initially, the impinged spray height increases fast, at the later time, the increasing rate slows 
down gradually and the impinged height reaches a maximum value. Similarly, the impinged height decreases as 
the ambient density raises.  

Figure 5. Impinged radii (left) and axial impinged heights (right) at different ambient density: 14.8, 22.8, and 30 kg/m3. 

Figure 6 provides the effect of injection pressure (1200, 1500, and 1800 bar) on WIES radius (left) and the WIES 
height (right) at the ambient density of 22.8 kg/m3. Both axial and radial radii start increasing after the first 
impingement, where the 1800 bar case impinges on the surface earlier than the other two cases. The radii continue 
increasing up to the end of the injection around 2.45 ms. Radial WIES radius at different injection pressures rises 
at a nearly same rate, but the axial radii increase with a steeper slope due to the higher velocity occurred in the 
axial direction as mentioned earlier. The ratios of the axial and radial radii at the ASOI 2.5 ms are 1.37, 1.43 and 
1.41 for 1200, 1500, and 1800 bar cases, respectively, causing an oval shape of the impinged spray. 
The directional radii and the WIES height tend to increase with the injection pressure at a fixed time. Because high 
injection pressure accelerates the free spray and thus causes the increase of impinged spray axial/radial expansion 
rates, and the WIES height. The proportionality between the impinged spray properties and the injection pressures 
are quite similar to the effect of ambient density but a sort of saturation appears at the 1800 bar in WIES height. 
This saturation behaves the same way as it is in the free spray penetration.  

Figure 6. Impinged radii (left) and axial impinged heights (right) at different injection pressure: 1200, 1500, and 1800 bar. 
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The temporal and spatial evolution of the WIES outer boundary and the corresponding axial WISE front speed 
profiles are shown in Figure 7. These boundaries were obtained from the bottom view imaging at a time interval of 
40 µs at the injection pressure of 1500 bar and 22.8 kg/m3. The blank region in the center is the free spray projection 
on the plate, around which the actual boundaries of impinged spray are imposed. The origin is the impinging point. 
First, the WIES boundary displays a highly corrugated and complex front with the time increase, indicating the 
turbulent nature of the expanding spray interacted with the plate surface and surrounding ambient gas. The space 
between the two adjacent boundaries indicates the WIES expansion rate or speed that the larger the space the 
faster the spray expansion. The WIES expansion rate becomes smaller with time such that the boundaries away 
from the impinging point are much denser than those close to the impacting point. A substantial number of spikes 
(highly wrinkled boundaries) with time increase are randomly formed instead of staying at the same location, partly 
due to the injected flow rate fluctuation as seen in Figure 3 (left). There are spikes appeared after the first 
impingement, and then the subsequent spray, which generated more spikes at random locations, moved and 
merged with the previous spray continually. The interaction between the impinging sprays at the time shows a 
complicated WIES boundary development. 
The axial expansion rates are also shown in Figure 7 after impingement. Since the impinging spray starts expanding 
parallel to the surface, the interaction between the impinging spray and wall/air retard the horizontal propagation 
across the surface. Expansion rate decreases from 40 m/s to 10 m/s within 2.5 ms and the similar spray-leading 
rate is shown regardless of ambient density (middle) and injection pressure (right). The power-law curve-fit 
equations show the similar amplitude and power for both injection pressure and density cases. Based on these 
equations, the WIES expansion process is divided into four stages: rapidly decelerated stage (before ASOI 1.2 ms), 
slowly decreasing stage (ASOI 1.2 to 2 ms), relatively constant stage (after ASOI 2 ms), and expanding termination 
stage (not shown in Figure 7). 

Figure 7. Evolution of the WIES outer boundary (left) and the expansion rate of WIES after impingement at different ambient 
densities (middle); at different injection pressures (right).  

Summary 
The spray impingement test was performed in a well-controlled vessel using a single-hole injector (60-degree impact 
angle) to characterize the impinged spray on a flat plate with the combined condition of injection pressures 
(1200/1500/1800 bar) and ambient densities (14.8/22.8/30 kg/m3) at isothermal conditions. The simultaneous Mie 
scattering and schlieren images were acquired for the liquid spray development and spray-wall interaction. An in-
house Matlab code for image processing was developed to extract the free and impinged spray properties. 
Several observations can be made from the experiment. (1) The WIES expansion process is divided into four 
stages: rapidly decelerated stage, slowly decreasing rate stage, relatively constant rate stage, and expanding 
termination stage. (2) The WIES front has complicated, highly wrinkled structures as it propagates on the plate 
surface. The evolution of the WIES showed the boundary spikes which are formed at random locations. (3) The 
averaged radius of WIES was calculated over a 30-degree angle arc which was found having the least averaged 
radius variation. This arc-angle based radius method compensates for the wrinkled effect of the WIES front. (4) The 
effect of ambient density and injection pressure on the free and impinged spray were explored. Both lower ambient 
density and higher injection pressure intensify the free spray dispersion, impinged spray expansion, and lead to 
higher impinged spray height. Free spray angle increases with ambient density but is not significantly affected by 
injection pressure. Similarly, the WIES expansion rates on the wall showed no obvious dependence of the ambient 
density and the injection pressure. (5) The magnitude of the temporal axial radius is larger than that of the radial 
radius because of the higher momentum in the axial direction when spray impinges on the wall. The relative ratios 
of the axial radius to the radial radius are around 1.4, resulting in the oval impinged spray. 
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Abstract 
Post-injection dribble is known to lead to incomplete atomisation and combustion due to the release of slow 
moving, and often surface-bound, liquid fuel after the end of the injection event. This can have a negative effect 
on engine emissions, performance, and injector durability. To better quantify this phenomenon we present a new 
image processing approach to quantify the volume and surface area of ligaments produced during the end of 
injection, for an ECN ‘Spray B’ 3-hole injector. Circular approximation for cross-sections was used to estimate 
three-dimensional parameters of droplets and ligaments. The image processing consisted in three stages: edge 
detection, morphological reconstruction, and 3D reconstruction. For the last stage of 3D reconstruction, smooth 
surfaces were obtained by computation of the alpha shape which represents a bounding volume enveloping a set 
of 3D points. The object model was verified by calculation of surface area and volume from 2D images of figures 
with well-known shapes. We show that the object model fits non-spherical droplets and pseudo-cylindrical 
ligaments reasonably well. We applied our processing approach to datasets generated by different research 
groups to decouple the effect of gas temperature and pressure on the fuel dribble process. High-speed X-ray 
phase-contrast images obtained at room temperature conditions (297 K) at the 7-ID beamline of the Advanced 
Photon Source at Argonne National Laboratory, together with diffused back-illumination (DBI) images captured at 
a wide range of temperature conditions (293-900 K) by CMT Motores Térmicos, were analysed and compared 
quantitatively. 

Keywords 
Diesel injector; dribble; ligament; droplet shape; atomisation. 

Introduction 
The end-of-injection (EOI) fuel dribble causes a formation of unburned hydrocarbons and decreases the 
performance of internal combustion engines in a variety of ways. For example, deposits lead to an increase in air 
pollutant emissions [1, 2], a decrease in quality of injection [2, 3, 4] and further coking of the nozzle [5]. 
Understanding of the fuel dribbling process is particularly important for the development of a strategy for optimal 
use of fuels. However, observing the transient end-of-injection processes is particularly challenging due to the 
extreme operating conditions and the microscopic scales involved. Consequently, there is a lack of quantitative 
information on the fuel dribble events and the parameters that affect them. 
Recently published studies [6-10] demonstrate different aspects of the EOI fuel dribble based on a qualitative and 
quantitative analysis of experimental images of the injection process. The following important factors affecting the 
mechanism of the fuel dribble were studied: peak injection velocity [7], needle closing speed [7], in-cylinder 
pressure [6, 7], injection pressure [6], fuel mass expulsion [9], bubble ingestion at the EOI [10], liquid length 
recession at the EOI [8] and different flow characteristics at the EOI [11].  
The present study is dedicated to a quantitative analysis of the fuel dribble with the focus on dribble volumes 
estimated by processing of images from high-speed X-ray phase-contrast and diffused back-illumination (DBI) 
imaging techniques. The 3D reconstruction algorithm was developed to analyse volumes of the liquid when the 
fuel emerges from the orifice of Engine Combustion Network (ECN) “Spray B” injector. The main motivation of this 
investigation is to provide a better understanding of the parameters that influence the uncontrolled release of low 
velocity fuel at the end of injection. 
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3D reconstruction algorithm 
The extraction of size and shape from two-dimensional images of droplets, particles, liquid ligaments or tree-like 
structures is used in a number of industrial applications such as medical imaging [12-15], soot formation in 
combustion [16], etc. Similar to previously published algorithms [17-19], the present analysis is based on the 
estimation of object cross-sections from a line-based structure of an initial image followed by smoothing of 3D 
shape. The present study is based on the object model demonstrated in Fig. 1a. A circular assumption for object 
cross-sections allowed to reconstruct the 3D shape using the limited information available from a single 2D 
image.  

 

 
(a) (b) 

Figure 1. Schematic of the object model (a) and main steps of the image processing algorithm (b). 

 
The image processing algorithm consisted of the following stages (see Fig. 1b):  

 Step 1. Edge detection coupled with conversion from grey scale to binary image. 
 Step 2. Morphological reconstruction of contours for all detected objects. Intermediate stage: Line-based 

structure of binary image is used to calculate characteristics of object cross-sections. 
 Step 3. 3D reconstruction. Coordinates of 3D points are calculated based on centres and radii of cross-

sections.   
 Step 4. Computation of the bounding volume which envelops a set of 3D points – alpha shape. 

 
The present study applies this image processing approach to two different experimental techniques: high-speed 
x-ray phase contrast and diffused back-illumination (DBI). Three different edge detection methods were used to 
remove background and noise from experimental images: Canny algorithm [20], wavelet filter and morphological 
opening. 
 A choice of the Canny edge detector is motivated by its excellent performance in the presence of flickering 
background and boundaries which are caused by a combination of X-ray absorption and phase contrast effects 
[21, 22]. Since detected edges usually have breaks, a Delaunay triangulation algorithm [23] was applied for two-
dimensional reconstruction of contours of multiple objects. Compared to the X-ray imaging, the DBI method 
provides similar light intensity values for each pixel which belongs to the liquid phase [24].  DBI pictures were 
processed with help of a transformation which consists of a convolution of the image with a wavelet filter, followed 
by a thresholding. The wavelet filter detects concavity and convexity of the grey level variation in the image [25]. 
Edges from DBI images were also detected by morphological opening with erosion followed by a dilation, using 
the same structuring element for both operations. Details related to the application of morphological operations to 
greyscale images were discussed elsewhere in the literature [25, 26]. Following recommendations in the literature 
[25, 26, 28, 29, 30], the adjustable parameters for each edge detection method were chosen depending on a 
number factors: size and number of objects, type of a background noise, movements of the image background 
and image contrast. 
 
The intermediate stage of the image processing algorithm uses line-based structure of binary images with 
contours of objects. The detection of grouped pixels in single lines of images was used to determine diameters 
and coordinates of centres for all detected circles. A middle point and a number of grouped pixels were accepted 
as centre and diameter of circles, respectively. 
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Previously determined characteristics together with a parametric equation for a circle are used to build a 3D point 
cloud for each cross-section (slice) of the object, in a plane orthogonal to the image plane. Merging all available 
“slices” generates a 3D array which represents the shape of the object. At the last stage of 3D reconstruction, a 
smooth surface is obtained by computation of the bounding volume enveloping the 3D point cloud – the alpha 
shape. The definition of the alpha shape in three-dimensional space was discussed in the literature by 
Edelsbrunner et al. [31]. 
  
There are three main parameters necessary to build the alpha shape: alpha radius, region threshold and holes 
threshold. Depending on a value of the alpha radius, the alpha shape can transform from concave into convex 
object. Larger values of alpha radius usually result in convex objects. Lafarge et al. [32] provide recommendations 
for the choice of the alpha radius which are necessary for correct representation of the 3D shape. The region 
threshold allows the maximum number of objects in the 3D array to be determined. Finally, holes threshold 
reduces the number of defects and holes in the alpha shape. 
 
Verification of the 3D reconstruction algorithm 
The 3D reconstruction algorithm was verified by calculation of surface area (S) and volume (V) from 2D images of 
figures with well-known shapes: sphere, cylinder, and spheroid. The average relative error was chosen as a 
measure of accuracy in calculation of S and V. The description of test shapes and errors are summarized in Table 1. A 
cylinder, spheres, and prolate and oblate spheroids were considered as models for liquid ligaments and droplets. 
Two half-spheres were attached to the cylinder in order to model a typical shape of the ligament. 
 
Average relative errors in calculations of V and S for spherical objects are 4.7% and 3.4 %, respectively. Inclined 
spheroids were chosen to simulate the rotation of ligaments in images of the fuel dribble. As is seen in Table 1, 
the largest relative error in calculations of V and S is observed in cases when the inclination angle of the major 
axis of the spheroid (A) equals 129 degrees. It should be mentioned that the most accurate reconstruction of the 
3D shape was observed for the object with a vertically oriented major axis – a cylinder with two hemispherical 
caps. 
Two spheres with different distances between their centres were chosen as models of the pinch-off effect. Current 
analysis showed that the change of the distance between two spheres produces errors which equal 19% and 
5.9% for V and S, respectively. In addition, a combination of prolate spheroid and sphere was also considered as 
the model for the initial stage of the pinch-off effect. 
 

Table 1. Average relative error in calculations of volume and surface area for different test shapes 

Description of test shapes Volume error 
(%) 

Surface area error 
(%) 

Sphere 4.7 3.4 

Prolate spheroid. A=0° 2.7 1.9 

Prolate spheroid. A=1° 6.5 4.3 

Prolate spheroid. A=5° 7.6 4.9 

Prolate spheroid. A=12° 11 7.6 

Prolate spheroid. A=21° 13 10 

Prolate spheroid. A=29° 30 24 

Oblate spheroid. A=90° 8.3 45 

Prolate spheroid and sphere 16 6.4 

Cylinder with two hemispherical caps 0.6 0.1 

Two spheres separated by 0.05D 14 0.8 

Two spheres separated by 0.15D 14 1.6 

Two spheres separated by 0.2D 19 5.9 

 
For this initial approach at modelling the 3D morphology of microscopic droplets and ligaments we have made two 
simplifying assumptions: the liquid structures are axisymmetric, and aligned with the pixel array. While these 
assumptions preclude the 3D modelling of completely arbitrary shapes, they can be justified by the experimental 
configurations used in this particular study. 
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The assumption of axisymmetry can be justified by the fact that the experiments were performed with the spray 
axis aligned with the image plane, and both surface tension and momentum limit the formation of asymmetric 
liquid structures in the plane orthogonal to the spray axis. This is particularly the case when liquid velocities are 
small, which is to be expected for our experiments performed during the end of injection. Although this 
assumption cannot be easily verified since measurements for the depth of the fuel structures were not available, 
we note that this should be a reasonable hypothesis for the study of slow-moving ligaments and droplets. 
 
The assumption that liquid structures are aligned with the pixel array was made to simplify the slice by slice 
reconstruction process. This assumption was satisfied by ensuring that the spray axis was aligned with the pixel 
array, either during the image acquisition or by rotation of the acquired images. The effect of rotation of spheroid 
structures with regard to the pixel array is quantified in Table 1, and as expected larger errors are obtained for 
angles that deviate from the images axes. It should be mentioned that such large errors are expected to be rare in 
this study, as the vast majority of ligaments were well aligned with the image (i.e. spray) axis. 
 
Results and discussion 
As mentioned previously, the present analysis uses pictures of EOI fuel dribble obtained by X-ray imaging and 
DBI. Both experimental techniques were already reported extensively [9, 10, 11, 21, 22, 24, 33], hence for 
conciseness the technical details of the experimental setup will not be repeated here. The main experimental 
parameters relevant to the study of the fuel dribble process are listed in Table 2.  
 

Table 2. Summary of experimental conditions for datasets used for analysis of the EOI fuel dribble 

Experimental 
conditions 

CMT Argonne 

Injected liquid n-dodecane n-dodecane 

Injection pressure Pinj, [bar] 500; 1000; 1500 500; 1000; 1500 

Ambient gas 100% N2 
100% N2; 

82% N2 +18% He (by mass)  

Gas temperature Tg, [K] 293 – 900 297 

Gas pressure Pg, [bar] 6.7 – 62 14.4; 30 

Ambient gas density, [kg/m3] 7.6 – 30 16.5; 34 

 
X-ray imaging of the fuel injection process was done at room temperature conditions at the 7-ID beamline of the 
Advanced Photon Source at Argonne National Laboratory (US). The exposure time and the pixel size were 
1.473·10-5 s and 5·10-6 m square, respectively. A raw image and the result of the 3D reconstruction is shown in 
Fig. 2. The nozzle orifice is located above the top part of both pictures.   

 
Figure 2. The raw image from X-Ray phase contrast technique (right image) and the result of 3D reconstruction (left image). 

Experimental conditions: Pinj=500 bar, Pg=30 bar and Tg=297 K. 
 

DBI images were captured at the CMT Motores Térmicos (Spain) in two different sets of experimental 
measurements: room temperature (293 K) and high temperatures (473-900 K) conditions. The first image set was 
carried out with a LED pulse length (exposure time) of 1·10-7 s and pixel sizes of 1.35·10-5 m or 1.99·10-5 m, 
depending on the optical magnification. An example of 3D reconstructed image is shown in Fig. 3. Similar to Fig. 
2, the nozzle orifice is located just above the top of Fig. 3. 
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Figure 3. Room temperature DBI image (right image) and the result of 3D reconstruction (left image).  

Experimental conditions: Pinj=500 bar, Pg=27 bar and Tg=293 K. 

 
The present analysis required the separation of the dribble events from the main injection stage, when a finely 
atomised spray is formed. As can be seen in Fig. 4, the liquid volume present in the region of interest increases 
rapidly at the beginning of the injection stage, and reduces almost to zero when the needle of the diesel injector 
closes (at 4.5 ms in Fig. 4). The volume of liquid present in the region of interest then increases again due to the 
dribble process. The image analysis shows that the relative duration of dribble events varied from 5 to 23 % of the 
time between opening and closing of the injector needle. 

 
Figure 4. Time dependence of the liquid volume during the injection process for: Pinj=1500 bar, Tg=900 K and Pg=20 bar. 

Experimental images were provided by Argonne. 

 
As is seen in Fig. 5, both the volume (V) and external surface area (S) of the liquid structures present in the region of 
interest increase rapidly to a maximum value before gradually decreasing to zero. Solid and dashed lines were 
included in Fig. 5 in order to provide a graphical representation of time evolution for V and S. All dribble events 
showed similar behaviour with respect to changes in liquid volume and surface area. The initial increases in V and S 
relate to the fuel being released from the orifice after the end of the main injection event. The decrease in these 
quantities is related to the disappearance of the structures from the region of interest, as they move out of the field of 
view of the imaging systems. Since all dribble image sequences demonstrated this behaviour, the maximum 
dribble volume was considered as a characteristic parameter of the process. 
 
Firstly, we can note that the values for the maximum dribble volume obtained from the very different experiments 
performed by CMT and Argonne are in good quantitative agreement (see data at 293 – 297 K in Fig. 6), 
suggesting that the fuel volumes estimated from our morphological reconstructions are consistent. In agreement 
with previously published studies [6, 7], this investigation revealed a high cycle-to-cycle deviation in the quantity of 
fuel delivered after the end of injection. No clear dependence of the fuel dribble on injection pressure was 
observed (Fig. 6), although the lowest injection pressure tested (500 bar) seemed to generate relatively more 
dribble at room temperature conditions. As is seen in Fig. 6, the volume measurements for high gas temperature 
are less consistent, and as a result it is more difficult to identify a clear overall dependence of the fuel dribble on 
injection pressure. One may argue that fuel injection pressure should be expected to have no direct effect on the 
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release of fuel after the nozzle has been closed. At the same time, we should consider that higher injection 
pressures are known to lead to higher gas volume fractions in the nozzle (through cavitation), which in turn should 
reduce the volume of liquid trapped inside the nozzle and orifices after needle closure.  
 

  
(a) (b) 

Figure 5. Dribble volume (left image) and surface area (right image) versus time. Both diagrams obtained by processing of 
images which correspond to following conditions: Pinj=1000 bar, Tg=297 K and Pg=30 bar. Experimental images were provided 

by Argonne. 
 

Our analysis shows that gas temperature has a significant impact on the volume of fuel dribble (Fig. 6). 
Measurements performed at elevated temperatures (473 – 900 K) were found to generate between 2 and 4 times 
more liquid after the end of the main injection event, for all injection pressures (Fig. 6). Interestingly, the largest 
volume of fuel dribble was recorded for mid-range temperatures (473 K). This may suggest that at room 
temperature the high viscosity of the liquid prevents some of the fuel from dribbling out of the nozzle. As the gas 
temperature is increased (and the viscosity and surface tension of the liquid reduced) a larger volume of fuel is 
able to flow out of the orifice.  Since the dribble process is affected by momentum, it can also be expected that the 
lower gas densities obtained at high gas temperatures (for a fixed gas pressure) should lead to more fuel being 
released from the nozzle. As temperature is further increased to 820 – 900 K, the trend reverses and the 
measured dribble volume somewhat reduces (Figs. 6 and 7a), indicating that other parameters are affecting the 
process. We note that the apparent reduction in measured dribble volume at high temperatures could be related 
to increased evaporation at these conditions, rather than a net reduction in released liquid volume. 
 

 
Figure 6. Dependence of maximum dribble volume on injection pressure Pinj. 

 
The investigation shows that an increase in gas pressure reduces the volume of dribble (Fig. 7b). Again this 
behaviour is expected to be related to a reduction in gas density, providing less resistance to the flow of fuel out 
of the injector’s orifices. 
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(a) (b) 

Figure 7. Dependence of the maximum dribble volume on gas temperature Tg (a) and pressure Pg (b). 
 
Conclusions 
We performed a quantitative investigation of fuel injector dribble using 3D morphological reconstruction of liquid 
structures using high-speed videos recorded at Argonne (X-ray phase-contrast) and CMT Motores Térmicos 
(diffused back-illumination). This allowed us to estimate the volume of liquid released from the orifice of an ECN 
“Spray B” injector after the end of injection. Our analysis showed that the duration of dribble events varied from 5 
to 23 % of the injection time. We found that a larger volume of fuel dribble occurred at low injection pressures, 
mid-range gas temperatures (~473 K) and low gas pressures. Although a more detailed analysis would be 
needed to confirm these trends, it is interesting to note that these conditions are generally found at idle engine 
conditions. 
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Nomenclature 
T temperature [K] 
P pressure [bar] 
V volume [m3] 
S surface area [m2] 
D diameter [m] 
A angle [degrees] 
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Abstract
In-cylinder mixture formation and combustion are highly influenced by primary breakup of injected fuel. Experimental
investigation of this phenomenon directly at the outlet of a diesel injector requires a specialized transmitted light
microscopy technique combined with a constant-pressure flow microscopy vessel. The method allows verification
of the existence of an intact jet core for various states of injection and different fuels. The jet core is dominated by
axisymmetric surface waves during the initial injection phase. By quantification of the wavelengths and comparison
with existing breakup theories, boundary layer instabilities are identified as origin of surface waves. Boundary layer
wavelengths are found to be larger for a higher fuel viscosity. An occasionally appearing non-cylindrical helical jet
shape is visible during the injector’s opening and closing phase. The helical jet shape is directly resulting from the
nozzle outlet flow. Inner nozzle effects are found to be responsible for generation of the helical structure. A fuel
dependence of the helical structure formation and its breakup could not be proved. Results also prove that fuel is
exiting the nozzle even after the injector needle is closed, while air is simultaneously moving into the nozzle orifice.

Keywords
automotive spray, primary breakup, microscopy, boundary layer instability

Introduction
Underlying physics of primary jet breakup into poly-disperse sprays at engine-relevant conditions has been an
important research topic for decades. Engine-relevant conditions require a complex experimental setup. Such a
complex setup usually allows only limited optical accessibility of the region of interest. In addition, optical measure-
ments of the liquid breakup of automotive sprays are difficult, because of the phenomenon itself: Injection pressures
up to 300 MPa generate billions of liquid structures (jet, ligaments, droplets) with high velocities (up to 800 m/s) and
microscopic scales (up to 1 µm). Multiply scattered light at the gas-liquid interface of these structures increase the
optical density of the spray by such a degree that almost no information is gained in the near-field of the nozzle
based on classical visualization techniques [1]. As a consequence, scaled generic nozzles are used for fundamen-
tal primary breakup investigations. Though, based on generic nozzles, engine-relevant dimensionless numbers and
nozzle effects (such as cavitation) cannot be comprehensively reproduced. Therefore, automotive nozzles must be
investigated for a complete primary breakup description.
To enable optical investigation of primary breakup even for engine-relevant injection conditions, several experimen-
tal methods are specifically developed, e.g. Ballistic Imaging [2] or X-Ray Absorption [3]. Besides these advanced
methods, conventional microscopy with optimized optics and adjusted illumination sources have shown great capa-
bility for detailed investigations of primary breakup directly at the nozzle orifice. Reddemann et al. [4, 5] investi-
gated primary breakup of diesel jets under atmospheric conditions with a double-frame transmitted light microscope
(DF-TLM). Further publications also show microscopic investigations of the primary breakup for increased ambient
conditions [6, 7, 8].
In this work, a DF-TLM system is used for microscopic imaging of the primary breakup at cold engine-like ambient
densities. Images are recorded directly at the nozzle outlet of a diesel injector. Focus of the analysis lies on the
transient moments of the injection (the opening and closing phase). Three different fuels (diesel, 1-octanol, di-n-butyl
ether) are utilized, to investigate the effect of a wide range of dimensionless numbers (Ohnesorge, Reynolds) on the
jet breakup. Recorded images deliver highly resolved information of the breakup structures, which are evaluated
in size, shape and velocity. These values are used for comparison with physical theories that could explain the
observed breakup mechanisms.

Material and methods
An upgraded version of the DF-TLM system and the constant-pressure flow microscopy (CPF-M) vessel presented
by Reddemann et al. [4, 7] are used for primary breakup investigations directly at the nozzle orifice (figure 1).
The optical system of TLM is adjusted for automotive sprays, covering a numerical aperture of NA=0.16 and a
resolution of 2 µm (Abbe criterion [9]). This configuration leads to a depth of field of DOF=70 µm (airy disk diameter
as criterion for circle of confusion). The CPF-M vessel enables investigations at ambient pressures up to 5 MPa at
atmospheric temperature (T=293 K). The illumination source, a pulsed diode laser (Cavilux Smart), produces almost
incoherent light pulses1 with a duration of 10 ns and a wavelength of 640 nm. The light source suppresses speckles,

1The light source has a coherence length of about 80 µm. Thus, this light source can be treated as incoherent for most observed structures in
this work.
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Figure 1. Combined setup of the Double Frame Transmitted Light Microscope (DF-TLM) and the Constant-Pressure Flow
Microscopy (CPF-M) chamber.

chromatic aberrations and motion blur up to a spray velocity of 100 m/s 2. A double-frame CCD-Camera (LaVision
Flowmaster) delivers not only shapes and sizes at the nozzle near-field of the primary breakup structures, but also
offers possibility to measure displacements of the structures during an inter-framing time of 1 µs. Double-frame
images allow velocity determination under consideration of the magnification factor of the optical system (M=6.7).
Central element of the experimental setup is a piezo-injector with a 3-hole nozzle (D=140 µm, length-to-diameter
ratio =7.32, inlet to outlet ratio =1.1, midi sac-hole). Alignment of injector and optical axis is shown in figure 1.
An injection pressure of 100 MPa and an energizing duration of 1800 µs are chosen for the investigation. Com-
pared to real engine applications, this long energizing duration ensures a steady-state injection phase. 1-octanol,
di-n-buthyl ether (DnBE) as alternative fuels and diesel are used to cover a wide range of Reynolds and Ohnesorge
numbers. Physical properties, dimensionless numbers and operating conditions (OC) are shown in table 1.

Table 1. Fuel properties at 293 K and dimensionless numbers at investigated operating conditions (OC).
OC ρ η σ pv ρ∗ Re Oh

kg/m3 mPa s mN/m kPa - - -

diesel
EN590

di1 833 3 20.5 <1 2.9e-3 ≈19000 0.061
di2 11.5e-3

1-octanol oc1 826 8.6 26.6 0.01 2.9e-3 ≈6600 0.155
oc2 11.6e-3

DnBE dn1 768 0.69 22.6 0.82 3.1e-3 ≈79500 0.014
dn2 12.5e-3

Results and discussion
An exemplary time series of an 1-octanol injection is shown in figure 2. Regardless of the injection phase, a con-
nected jet core is visible directly at the nozzle orifice. The injection process can be subdivided into five characteristic
phases: I) start of injection (needle opening) shortly after start of energizing (t=295 µs), II) acceleration during nee-
dle lifting (t=500 µs), III) steady-state (t=2500 µs), IV) deceleration during needle subsiding (t=4500 µs) and V) end
of injection after the needle is closed3 (t=4750 µs). Injector opening and closing moments vary slightly, depending
on the utilized fuel. The needle response depends strongly on viscosity of injected fuel and can be determined by
injection rate measurements. For the low viscosity fuel DnBE, needle closing occurs t=4250 µs and for high viscosity

I) start of injection II) acceleration phase III) steady-state IV) deceleration phase V) closed needle

200µm t=295µs t=500µs t=2500µs t=4500µs t=4750µs

Figure 2. Exemplary images of the primary breakup process at different injection phases. Injected fuel: 1-octanol, injection
pressure: 100 MPa, ambient density: 2.4 kg/m3 and ambient temperature: 293 K.

2Based on the criterion of one pixel displacement on the image plane.
3Additional injection rate measurements performed with a Bosch-type method rate meter [10] for the same injection and ambient conditions,

proof needle closing at a time of t≈4600 µs after start of energizing.
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fuel 1-octanol needle closing is reached later at t=4600 µs. In the following, breakup mechanisms of the injection
phases are described and analyzed in detail, exemplary for 1-octanol.

I) Start of injection:
Figure 3 shows images of the start of injection for three fuels (1-octanol, diesel and DnBE) for two different ambient
densities (ρ=2.4 and 9.6 kg/m3). Even if time after energizing is kept constant, the jet penetration is not identical but
varies from 300 to 450 µm). The typical jet tip shape during start of injection is a spheroidal cap and is basically
shown for all images of figure 3. However, in case of DnBE at low ambient density, the spheroidal cap is covered
with a pre-ligament. Just below the spheroidal tip axisymmetric surface waves are also visible in all shown images.
Wavelengths of those disturbances are manually measured and illustrated in figure 3. Measured wavelengths are
fuel-dependent and decrease in length from 1-octanol to diesel to DnBE. Occurring wavelengths of each fuel are
independent of ambient density. Tip velocities are determined with double-frame images and are illustrated also in
figure 3. Calculated velocities for the higher ambient density (v≈35 - 61 m/s) are lower compared to the velocities at
the lower ambient density (v≈64 - 68 m/s). It is important to note for later wavelength evaluation that for an ambient
density of ρ=2.4 kg/m3 tip velocities are almost the same. However, images presented in figure 3 are selected,
because they give insight into the process of a more or less laminar jet propagation during start of injection. The
same injection conditions may also produce a turbulent jet tip with many small droplet and ligaments, but neither a
spheroidal cap nor axisymmetric surface waves. Turbulent jet tips require further information for interpretation and
are discussed in the section of the closed needle phase.

1-octanol diesel DnBE

2.4 kg/m³

9.6 kg/m³

λ≈91µm λ≈36µm λ≈22µm

λ≈91µm λ≈42µm
λ≈22µm

140µm

67m/s

44m/s

64m/s

35m/s

68m/s

61m/s

typical 
spheroidal 

cap pre-ligament 
in front on

the jet

Figure 3. Images of the start of jet penetration of the three fuels 1-octanol, diesel and DnBE for two ambient densities 2.4 kg/m3

and 9.6 kg/m3. Axisymmetric waves are present at almost the same axial nozzle distance, but with different wavelengths. Time
after energizing: 285 - 295 µs, injection pressure: 100 MPa, ambient temperature: 293 K.

The spheroidal cap at the jet tip, with and without pre-ligaments, are also observed and described for laminar jet
tips by other authors, e.g. Crua et al. [11], Badock and Wirth [12], Busch [13], Liu et al. [14], Hult et al. [15] or
Schugger [16]. Crua et al. [11] explains the existence of a spheroidal cap at the jet tip by an interaction of adhesion
forces at the nozzle surface and rapidly increasing axial jet velocity: fresh fuel from inside the nozzle hole pushes
the jet forwards into the atmosphere until inertia of the jet tip compensates the adhesion force and the spheroidal
cap detaches from the nozzle surface. Pre-ligaments in front of the spheroidal cap are explained by a slipstream
effect, which propels the central pre-ligament ahead of the jet into the atmosphere [11].
Occurrence of axisymmetric surface waves during jet formation have been rarely discussed for automotive sprays so
far. In a more general context of low Reynolds and Weber number, formation of axisymmetric surface disturbances
are explained by two possible reasons: i) Kelvin-Helmholtz instabilities or ii) boundary layer instabilities [17]. It is
commonly known that wavelengths that occur due to Kelvin-Helmholtz instabilities behave inversely proportional to
changes in ambient density [18, 17]. Results presented in figure 3 are in contradiction to this theory. Therefore,
axisymmetric surface waves cannot be caused by Kelvin-Helmholtz instabilities. Instead, bounrary layer instabilities
could be an explanation for the origin of the surface waves. Boundary-layer instabilities are developed, due to jet
velocity profile relaxation [17]. According to Brennen’s analytic boundary layer theory, the ratio between mean jet
velocity u and instability frequency f can be expressed as function of boundary layer momentum thickness δ2 and
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dimensionless frequency γ, which in turn can be approximated as boundary layer instability wavelength λBL [19]:

u

f
=

2 · π · δ2
γ

≈ λBL (1)

For a laminar case, dimensionless frequency γ is given with a maximum growth rate of 0.175. Under the assumption
of a Blasius’s solution for laminar flow fields [17], boundary layer momentum thickness depends on fuel properties
(density and viscosity) and jet velocity (injection pressure), only. These influences are usually taken into account on
the basis of the steady-state Reynolds number. Such an assumption is not allowed in the current case due to the
transient behavior of the jet (increasing velocity, uncompleted velocity profile relaxation). Nevertheless, analyzing
the illustrated images in figure 3 at the ambient density of ρ=2.4 kg/m3 show an almost constant jet tip velocity.
Thus, boundary layer momentum thickness and boundary layer instability wavelengths depend on fuel properties,
only. Fuel viscosity must have a major influence on the wavelengths, because viscosity differences between the
three fuels are much larger compared to differences in density (compare table 1). If boundary layer instabilities and
wavelengths are only depending on the fuel viscosity, a smaller boundary layer momentum thickness is expected
and a small boundary layer wavelength for a lower viscosity should be visible in the recorded images (compare
equation 1). This is clearly the case (see figure 3). As a result, observed surface waves are in in good agreement
with boundary layer instability theory.

II and IV) Acceleration and deceleration phase:
Figure 4 shows the acceleration phase during needle lifting. A rough jet surface with many surface disturbances
and structures (sheets, ligaments and droplets) around the jet core can be observed in both double-frame images
(top). Directly at the nozzle outlet, the jet core has glare lines on its surface (see magnification). Glare lines run
on the jet’s surface in an axial-tangential direction. Further downstream, optical density is increased due to surface
disturbances and structures around the jet in such a degree that almost no details about the inner jet core are visible.
The outer shape of the jet shows frequent constrictions and expansion along the flow direction. Same observations
are found for the deceleration phase of the jet during needle subsiding (not shown in the figure). In the following,
both phases are analyzed simultaneously, due to their physical similarity.
Cavitation is assumed to be responsible for the high amount of surface disturbances during this injection phases.
Turbulence is generated by cavitation, which in turn disturbs the jet surface [20]. Near nozzle glare lines observed
on the jet surface indicate a tangential velocity share in the jet flow field. Proximity of the glare lines to the nozzle
hole suggests that the tangential flow is caused by a vortex flow inside the nozzle hole. This vortex flow can be
caused by string cavitation inside the sac hole [21, 22] or by an off-centered needle position [23]. Soteriou et al. [24]
showed that centrifugal forces caused by such a vortex flow is able to shape the jet core into a helical shape. Such
a three-dimensional helical shape cannot be fully proven just by analyzing the in this work taken two dimensional
double-frame images. Nevertheless, the hypothesis of such a helical structure is reasonable for the observed jet
properties. A schematically illustration of a here maybe observed left-handed helical jet shape is shown at the right
bottom of figure 4. Main constriction and expansion of a hypothetical helix along the flow direction can be approx-
imated as shown in the top left image of figure 4. The mode of such a helix cannot be determined with the given
limited informations. However, as shown by Kubitschek and Weidman [25] a helical shaped jet is accompanied by
formation of liquid sheet structures. Sheet structures start to form at the outer curvature of the hypothetical helix
due to centrifugal forces. The same centrifugal forces cause a subsequent thinning of the sheet structures. The
curvature of the helix is thus decreased for a larger distance from nozzle outlet. Thinning of the sheet structures
finally ends in breakup and generation of ligaments and droplets with a flight path in radial-axial direction. Similar
effects can be observed at both double-frame images in figure 4. The only difference is that breakup of in this
work observed sheet structures is most likely not only caused by centrifugal and surface tension forces but also by
aerodynamic forces. These aerodynamic forces disturb the sheet surface until the sheet structure cannot be hold
together by cohesion forces anymore and break up in ligaments and droplets.

III) Steady-state of the injection:
The steady-state phase of the injection has already been analyzed in our previous publication [26] and is therefore
not topic of this work. For the same fuels, injection and ambient conditions, a rippled structure and transversal
disturbances on the jet surface are found. Rippled structures occurring directly at the nozzle hole are independent
of ambient conditions and fuel properties. The jet cross-section is shaped by this rippled structures into a star-like
polygon. An explanation for transversal disturbances on the jet surface have not been found so far, but will be
investigated in a future work.

V) Closed needle:
Figure 5 shows double-frame images of the injection shortly after needle closing. At this injection state, fuel in
the vessel is connected to the nozzle hole. Mostly large connected liquid structures are visible across the entire
image. These connected structures consist of large ligaments (diameters up to 100 µm), which are often connected
by sheets (sheet thickness ≤ 3 µm )4. On most of these sheet structures possible interference patterns are visible.
Scattered big droplets (d ≈ 5− 35 µm) around the structures and some bubbles (db ≈ 35 µm) inside the structures5

4The sheet thickness can be approximated by measuring the size of the smallest ligament connected to the sheet with a diameter of approxi-
mately 3 µm. The ligament has to be larger in diameter as the sheet thickness due to surface tension forces.

5Three reasons justify the conclusion that the structures inside the large ligaments have to be bubbles: 1) If those round structures are considered
to be droplets, some of the droplets have to be formed inside the nozzle hole. Since some of them are really close to the nozzle hole. It is very
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Figure 4. Double-frame images of the phase during the needle opening with a schematic illustration of observed mechanisms.
Time after energizing: 500 µs, Injected fuel: 1-octanol, injection pressure: 100 MPa, ambient density: 2.4 kg/m3 and ambient

temperature: 293 K.

are present as well. A high amount of small droplets (d ≈ 1 − 4 µm) can be observed in some finite areas (magni-
fication in figure 5). By analyzing double-frame images, a tangential velocity share and maximum velocities up to
v 5 22m/s can be calculated. With further nozzle distance, velocities are increasing. Almost no fluid velocity is
measurable directly at the nozzle orifice. The orifice is not fully covered with fuel, but the surface around the orifice
is partly covered with liquid.
The uninterrupted flow of fuel after needle closing may be explained by the remaining injection inertia. The inertia
propels fuel out of the nozzle hole until friction forces fully dissipate the inertia force inside the nozzle hole (balance
of forces in figure 5, bottom right). Once this state is reached, structures close to the nozzle hole are thinned due to
surface tension forces. Eventually, the liquid structure will tear apart at this thinned position. Structures downstream
the tear-off edge separate from remaining fuel and move further into the vessel. Fuel upstream the tear-off edge
remains attached to the nozzle and stays there until the next injection starts. Fuel attaches to the nozzle due to
adhesion forces.
The remaining radial and tangential inertia of liquid structures moving inside the vessel tears the structure apart
into many separate secondary ligaments. Connecting sheets in between the structures are thinning until they
fragment into small ligaments and droplets due to the increasing distance between the sheet surrounding ligament

unlikely that droplets will form inside the nozzle and fly into ambiance without sticking to other structures. 2) The observed round structures follow the
ligaments the entire observed time. This is only possible if they are included into the ligaments. 3) Some of the big round structures are constantly
deformed to a longitudinal shape. The only possible reason for such a deformation even at the observed small velocities is surface tension forces
caused by an enclosing surface of the bigger sized ligaments.
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Figure 5. Double-frame images of the phase shortly after the needle closed with a schematic illustration of observed
mechanisms. Time after energizing: 4750 µs, Injected fuel: 1-octanol, injection pressure: 100 MPa, ambient density: 2.4 kg/m3

and ambient temperature: 293 K.

structures. Size of those developing small ligaments and droplets has to be in the same order of the sheet thickness.
This means that a high amount of small droplets and ligaments (d < 4 µm) develop in a finite area by sheet breakup.
Big droplets (d > 4 µm) in turn, develop by fragmentation of large ligaments. Most of the observed fuel mass at this
phase remains as big droplets or big sized ligaments inside the vessel.
A not fully covered nozzle hole can be explained as follows: As soon as the injector needle is closed, fuel from
inside the injector cannot flow into the nozzle. As a result, air moves inside the nozzle hole as compensation for fuel
that has left the nozzle after needle closing. Once inertia is too small to propel further fuel into the vessel, air inside
the nozzle is trapped until start of a consecutive injection. Similar observations where are observed by Blessing [20]
and Ghiji et al. [27].
Observed bubbles inside liquid structures must consist either of i) fuel vapor or ii) ambient gas. Fuel vapor inside the
nozzle hole usually develops at automotive injections by cavitation. Cavitation is caused by high fuel velocities with a
hydrostatic pressure below the vapor pressure of the injected fuel [28]. For a closed needle, the total pressure inside
the nozzle hole can be approximated with the ambient pressure of 0.2 MPa. Considering this fact, velocity inside
the nozzle hole has to be at least 22 m/s for cavitation to set in (approximated with Bernoulli equation). As shown
in figure 5, fuel velocity decreases with lower nozzle distance even below 2 m/s until no movement is measurable
anymore directly at the nozzle hole. Over time, inertia inside the nozzle hole is dissipated by friction forces. As a
result, velocity inside the nozzle hole has to be smaller than the velocity outside the nozzle hole. With this low fluid
velocity observed, bubbles inside liquid structures cannot be caused by cavitation. As a result, bubbles must consist
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of air that has just moved into the nozzle.
Air that moved into the nozzle, may exit the nozzle again immediately shaped as air bubbles. Air bubbles trapped
in liquid structures are streaming out the nozzle as long as inertia of the injection is not completely dissipated.
Remaining air inside the nozzle is most likely responsible for the varying initial jet shape of a subsequent injection.
Air bubbles trapped inside the liquid fuel are probably compressed during the fuel acceleration due to inertia forces.
As soon as air bubbles leave the nozzle hole, pressure drops significantly and bubbles abruptly decompress and
disturb the jet. This mechanism was analysed in detail by Ghiji et al. [27]. However, this latter mechanism has not
been shown in this work.

Summary
High resolution images of the near nozzle primary breakup region are shown for increased ambient densities. Two
alternative fuels (1-octanol, DnBE) and diesel are investigated. Images are recorded by a double-frame transmitted
light microscope, optimized just for the investigation of the primary breakup region of automotive jets. Five typical
injection phases are resolved and described in detail: start of injection (needle opening), acceleration phase during
during needle rising, steady-state, deceleration phase during needle subsiding and end of injection after the needle
is closed. A spheroidal jet tip and axisymmetric surface waves are often visible during the initial injection phase. The
analysis of the surface wavelengths suggests that those waves are caused by boundary layer instabilities. During
needle opening and closing, a vortex flow caused by string cavitation or an off-centered needle position shapes the
jet into a helical structure. The steady-state of the injection is described in a previous work and is therefore not a
topic in this work. After the injector needle is closed, fuel still leaves the nozzle hole due to the not fully dissipated
momentum of the injection. As compensation for fuel that still exits the nozzle hole, air is streaming into the nozzle
hole. This mechanism is most likely responsible for the varying jet shape during the initial state of a consecutive
injection. Fuel influences are found with high certainty for the axysmmetric jet waves only. For other phenomena,
such as the helical jet shape ligament and sheet-breakup after needle closing, reproducibility is low and no fuel
influences are identified.
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Nomenclature
d diameter of a structure [m]
D nozzle hole diameter [m]
f frequency [Hz]
F force [N]
Fi inertia force [N]
K nozzle correction factor [-]
l length [m]
M magnification factor [-]
ṁ mass flow [kg/s]
pv vapor pressure [Pa]
t time [s]
∆t interframing time between double-frame images [s]
T temprature [K]
u mean jet velocity [m/s]
v velocity of structure [m/s]
ρ∗ density ratio [-]
γ dimensionless frequency [-]
δ2 boundary momentum thickness [m]
η dynamical viscosity [Pa s]
λ wavelength [m]
λBL wavelength of boundary layer instabilities [m]
ρ density [kg/m3]
σ surface tension [N/m]
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Abstract 

It is well known that the spray characteristics of pressure-swirl atomizers are strongly linked to the internal flow and 
that an unstable air core may cause instabilities in the spray. In this paper, a 10:1 scale transparent Plexiglas 
(PMMA) model of a pressure-swirl atomizer as used in a small gas turbine is introduced. The internal flow was 
examined using high-speed imaging, laser-Doppler anemometry and computational fluid dynamics tools. The 
experimental and numerical results were analysed and compared in terms of the air core morphology and its 
temporal stability. Two different liquids were used, Kerosene-type Jet A-1 represented a commonly used fuel while 
p-Cymene (4-Isopropyltoluene) matched the refractive index of the Plexiglas atomizer body. The internal flow 
characteristics were set using dimensionless numbers i.e. the Reynolds number and Froude number. The flow test 
conditions were limited to inlet Reynolds numbers from 750 to 1750. Two atomizers were examined to represent a 
Simplex and Spill-return (SR) geometries. In a comparative manner, the SR atomizer features a central passage in 
the rear wall of the swirl chamber. The main advantage of this concept is that the fuel is always supplied to the swirl 
chamber at a high pressure therefore providing good atomization over a wide range of the injection flow rate. 
However, the presence of the spill orifice strongly affects the internal flow even if the spill-line is closed. The air core 
in the Simplex atomizer was found fully developed and stable. The SR atomizer behaved differently, the air core 
did not form at all, and the spray was therefore unstable. 
 
Keywords 

Internal flow dynamics, Pressure-swirl, transparent nozzle, CFD 
 
Introduction 

Pressure-swirl (PS) atomizers are used in many applications where a large surface area of droplets is needed or a 
surface must by coated by a liquid e.g. combustion, fire suspension or air conditioning. PS atomizers are easy to 
manufacture, reliable and provide good atomization quality. They convert the pressure energy of the pumped liquid 
into kinetic and surface energy of the resulting droplets. The pumped liquid is injected via tangential ports into a 
swirl chamber, where it gains a swirl motion, under which it leaves the exit orifice as a conical liquid sheet. The 
centrifugal motion of the swirling liquid creates a low-pressure zone in the centre of the swirl chamber and generate 
an air core along the centreline. The flow inside the atomizer is rather complex; it is two-phase with secondary flow 
effects. There is a strong link between internal flow conditions and the resulting spray characteristics, however, not 
all aspects of the internal flow are well understood.  
Before the advent of computational fluid dynamics, a number of authors attempted to describe the internal flow by 
relatively simple analytical approaches. One of the first was presented by Taylor [1] which focused on an inviscid 
analysis using Bernoulli’s equation and the principle of maximal flow. Taylor derived an equation for the discharge 
coefficient (CD) and the spray cone angle (SCA) solely dependent on the atomizer constant k = 2·Ap/(π·do·ds), 
where Ap is the area of the inlet ports, do and ds are defined in Figure 1. Similar results were found independently 
by other authors and these works have been compared and reviewed by Chinn [2, 3]. Results obtained by the 
inviscid theory are not generally in good agreement with experiments. However, findings from the inviscid theory 
may be used as a base for design improvements. 
The experimental correlations for CD were found to be more complex than the inviscid theory predicted. Rizk and 
Lefebvre [4] derived a semi-empirical correlation, where, beside the constant k, the ratio ds/do has a strong influence. 
Jones [5] found a weak dependence of CD on the length of the swirl chamber and exit orifice and liquid viscosity. 
Ballester [6] added a dependence on the inlet pressure. Benjamin [7] followed the work of Jones [5] and found 
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inverse trends for the some parameters. Wimmer and Brenn [8] theoretically uncovered a relatively strong effect of 
the liquid viscosity on CD, which was experimentally confirmed later by Maly et al. [9].  
The internal flow characteristics, especially the air core stability, were investigated by a few authors. Halder [10] 
investigated the air core shape in 21 different transparent atomizers at various inlet mass flow rates of water. Two 
limiting values of Reynolds number (Re) were conducted for the inception of the air core for each atomizer. Below 
the lower limit, the air core was not formed at all, while above the upper, it was always found stable. He observed 
that the limiting Re decreases with an increase in do/ds and a decrease in Ap/ds. The stable air core had a cylindrical 
shape, and for large Re values, it was almost constant in diameter. For Re values close to the limiting value the 
diameter of the air core sharply increased with increasing Re. A similar concept of limiting values of Re was 
introduced by Lee et al. [11]. In their experimental work, they used a transparent atomizer with diesel and kerosene 
for a range of inlet pressures and temperatures. They deduced that the air core stability was a function of Re related 
to the exit orifice, Reo. It was stable for Re > 3300, at lower values it became unstable until for Reo below 2400, 
there was no air core at all due to insufficient centrifugal forces and the spray fluctuated strongly. Kim et al. [12] 
investigated the influence of diameter and length of the swirl chamber on the air core stability. Atomizers with ratios 
of hs/ds higher than 1.27 demonstrated an unstable air core. The authors [12]  described the unstable air core as 
having a rotating and double helical structure. Moon [13] found a limiting value of the swirl number S0 = 0.6, which 
ensured a stable air core.  
SR atomizers have rarely been studied while the effect of the spill arrangement on the internal flow is not at all 
clear. The liquid return can be realized by a single axial orifice, by several off-axis orifices or by an annular slot. The 
simplest designs use a single, axially placed spill orifice but the problems with spray stability were reported [14, 15] 
especially under operating regimes with a closed spill-line. 
 
Tested atomizers and liquids 

Both Simplex and SR atomizers were tested together with their geometrically identical transparent copies in 10:1 
scale. The dimensions of the original atomizer are documented in Figure 1. It was not possible to manufacture and 
examine such small atomizers in the transparent version, therefore scaled models had to be used. The scaled 
atomizers have a modular construction (Figure 2, left). The assembly consists of three parts, each made from 
Plexiglas. The bottom part contains the swirl chamber with the exit orifice, the central one forms the tangential inlet 
ports, while the top part is a plain wall in the case of simplex atomizer or contains the spill orifice in the case of the 
SR atomizer. The modular construction allows each part to be replaced by another of a different geometry or shape. 
The surfaces of each part were ground and polished to achieve the transparency necessary for optical access. 

 

Figure 1. Sketch of the original SR atomizer with the main dimensions in millimetres. The simplex atomizer has no spill-line. The 
transparent atomizer has all dimensions 10 times larger. 

It is necessary to match the flow of the real and scaled atomizers so the relevant dimensionless numbers must be 
considered. Re is defined as the ratio of inertial force to the viscous force. In the case of the swirl atomizer, the 

most common definition of Re is related to the inlet ports [16] as ν
p

d
p

wRe = , where 
p

w  is mean velocity in the 

inlet ports, calculated as a volumetric flow rate divided by the total cross-section of inlet ports, ν is liquid kinematic 
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the scaled model must match those of the original to keep the same internal flow character. S0 is useful in 
determining the ratio of the angular momentum to the axial momentum. It can be derived as a function of internal 
geometry [16]: 

p
A

o
RrS π=

0
where R is a radius of flow entry to the swirl chamber. It is evident that the swirl 

numbers for the real and sized atomizers are identical. The Froude number (Fr) shows the effect of gravity in 
comparison with the energy of the bulk flow and can be defined as: 

goroacror

Q
Fr

)
22

(2 −
=

π
, (1) 

where Q is the volume flow rate and roac is the radius of the air core in the exit orifice. To minimize the effect of 
gravity, it is necessary to keep Fr >> 1, as is applicable in the real atomizer case. Spray related dimensionless 
numbers such as Weber number and Ohnesorge number differ between the real and scaled atomizers by an order 
of magnitude and thus the spray parameters were not investigated except for the spray cone angle, SCA, close to 
the exit orifice. 
Table 1 lists the experimental regimes with their dimensionless numbers. The operating regimes were derived from 
those in a previous work [14]. The main control parameter was the inlet pressure of the real atomizer and 
consequently its mass flow rate, from which the Re was calculated. The SR atomizer was also evaluated with closed 
spill-line to simulate the maximum injection rate. Two liquids were involved in this analysis with kerosene type Jet 
A-1 representing the commonly used fuel. However, its refraction index differs from that of the Plexiglas nozzle 
which complicates the optical measurement inside the transparent atomizer. A liquid with the refraction index very 
close to the Plexiglas should be used to overcome this problem. For this purpose, several different liquids and 
mixtures were evaluated to determine the most suitable one. Paracymene (p-cymene or 1-Methyl-4-(propan-2-
yl)benzene) was chosen. It is a colourless, transparent organic compound with refraction index differing from the 
Plexiglas by less than 0.001 at 660 nm wavelength and 25 °C. It also has a relatively low aggressivity to Plexiglas, 
however, after a few measurement hours it caused cracks in those parts where increased internal stresses may be 
anticipated, i.e. in the vicinity of bolts and threads. The physical properties of Jet A-1 are σ = 0.029 kg/s2, 
µl = 0.0016 kg/(m·s), ρl = 795 kg/m3 and p-cymene: σ = 0.028 kg/s2, µl = 8×10-4 kg/(m·s), ρl = 850 kg/m3. 

Table 1 Operating regimes 

  Real atomizer Transparent atomizer  

Kerosene p-cymene 

Re ∆p ml Fr CD ml Fr ml Fr 

[–] [MPa] [kg/h] [–] [–] [kg/h] [–] [kg/h] [–] 

Simplex 755 0.5 5.41 137.4 0.387 54.1 6.9 29.0 3.4 
Simplex 1021 1 7.31 293.2 0.369 73.1 9.3 39.2 4.7 
Simplex 1252 1.5 8.97 359.8 0.365 89.7 11.4 48.1 5.7 

SR 1075 0.5 7.7 308.8 0.542 77 9.8 41.3 4.9 
SR 1431 1 10.25 411.1 0.519 102.5 13.0 55.0 6.5 
SR 1731 1.5 12.4 497.3 0.510 124 15.7 66.5 7.9 

 

 

Figure 2. Left:  Model of the scaled transparent atomizer. Right: High-speed visualization, p-cymene, 1 MPa, simplex. 
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Experimental setup 

The experiments were performed on the cold test bench at room temperature. A Photron SA-Z high-speed camera 
was used to document the spatial and temporal behaviour of the air core. The atomizer was illuminated by a 
background light using an LED panel. Three records were acquired at each operating regime; a general image 
showing the whole atomizer while the other two observe the exit orifice and the top of the swirl chamber in close 
up, see Figure 2 right. The camera frame rate was 20,000 fps for the general image; the resolution was 
1024 × 1024 px and the shutter speed was set to 20 us. The close up records used a frame rate of 28,000 fps, 
resolution 768 × 904 px and a shutter time of 10 µs. The air core fluctuations were processed using a Fast Fourier 
Transform (FFT) applied to the average pixel intensities over rectangle 3 × 3 px.  
The laser-Doppler anemometer (LDA), a FlowExplorer (Dantec Dynamics A/S), was employed for the point-wise 
measurement of the swirl velocity in three cross-sections across the swirl chamber (see Figure 2 right). The axial 
distances from the top of the swirl chamber were 2.5, 8 and 13 mm for cross-sections a, b and c respectively. The 
LDA was configured in the backscatter mode. The measuring volume position, relative to the LDA traverse system 
has to be corrected due to the different refraction index of the atomizer body and the liquid. Moreover, in the case 
of kerosene, it was also necessary to correct the measured velocity. The flow tracer particles were SL75 e-spheres 
with a mean diameter of 45 µm. The Stokes number, based on the swirl velocity and diameter of the swirl chamber, 
was less than 0.01 for each regime, which should ensure a sufficiently small flow traceability error.  

 
Numerical setup 

Conservation of mass (continuity) and conservation of momentum (Navier-Stokes) equations were solved 
numerically using Ansys Fluent 17.2. The flow simulation was conducted as a transient 2D axisymmetric model. 
A Volume of Fluid (VOF) model with the geo-reconstruct scheme was used to capture the boundary of the air core. 
The 3D inlet boundary condition was set to conserve the mass flow rate in the radial direction and ensure the same 
angular momentum in the tangential direction. The pressure outlet boundary condition was applied on the outer 
boundaries with no-slip conditions applied on the wall boundaries. Laminar flow was assumed due to the low Re 
values inside the inlet ports, and also due to the fact that inside the swirl chamber, the radial forces of the swirl tend 
to laminarise the flow [16]. The simulations were performed for both real and scaled atomizers. 
The all quad structured mesh with an average skewness 0.058 and average aspect ratio 1.18 was created (Figure 
3) and the grid independency test was carried out for four different element base sizes in terms of CD, SCA and air 
core diameter (da) at the end of the exit orifice (do) in a dimensionless form as da/do (see Table 2). There was a 
huge difference between the meshes of 11,684 and 22,669 elements. These differences decreased with further 
increase in the number of elements, and the mesh with 46,765 elements was chosen as a good compromise 
between accuracy and calculation speed. Two sizes of the outflow area were also tested, but the difference was 
found to be negligible.  

Table 2. Grid independency test 

Number of elements CD da/do [–] SCA [deg] 

11,684 0.392 0.655 58 

22,669 0.365 0.707 58 

46,765 0.358 0.710 57 

68,610* 0.359 0.710 57 

90,684 0.356 0.711 56 
*The base size of elements was the same as in the case of 46,765 element. The outflow area was four times larger. 
 

Results and discussion 

Air core shape  
The air core was fully developed in the case of all the Simplex atomizers, as shown in Figure 4. It was cylindrically 
shaped and larger in diameter inside the exit orifice. Such behaviour has been described by other authors [10, 11, 
17]. The dimensionless diameter of the air core in the exit orifice was da/do = 0.74 ± 0.02 for all the inlet pressures 
and both liquids with no evident correlations to Re. Inside the swirl chamber da/do = 0.47 ± 0.03 and was also almost 
independent of Re. Both findings are in accordance with several authors [10, 18, 19], who reported independent air 
core size for regimes of high Re. Instabilities, in the form of air core fluctuations, both in the axial and radial direction 
(Figure 5) were observed at the top of the swirl chamber. These fluctuations are linked with the wavy structure on 
the air core surface. The frequency of the surface waves f = 32 ± 4 Hz was estimated using the FFT analysis of 
images for the Simplex atomizer with p-cymene at Re = 1021. A similar evaluation was reported by Sumer et al. 
[20] who used a similarly sized atomizer, but with the velocity in the inlet ports approximately ten times higher they 
found wave frequencies of f = 273 Hz. 
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Figure 3. Left: Numerical domain and its mesh. Right: Typical results obtained with the wavy surface of the air core. 

   

   

Figure 4. Simplex atomizer, Top: Kerosene, Bottom: P-cymene. From left: equivalent 0.5 MPa (Re = 755), equivalent 1 MPa 
(Re = 1021), equivalent 1.5 MPa (Re = 1252). 

    

Figure 5. Simplex, p-cymene, Re = 1021. The detail on fluctuating end of the air core. Right: the detail on the exit orifice. 
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Figure 6. The exit orifice in detail. SR atomizer, equivalent 0.5 MPa (Re = 1075), equivalent 1 MPa (Re = 1431), equivalent 
1.5 MPa (Re = 1731). 

The situation changes dramatically when the SR atomizer was used. The air core is no longer present in the swirl 
chamber and the spray becomes unstable, even for the highest Re values. Only fragments of the core are visible 
inside the exit orifice – see Figure 6. The air core was unstable and strongly fluctuating and even occasionally 
disappeared. This behaviour was observed for all regimes studied. 
It shows that our former hypothesis, as regards a periodically decaying air core as based on the external observation 
of the spray for the real atomizer [14], was misleading; the air core is not formed at all. The liquid, contained in the 
spill-line, is probably sucked back into the swirl chamber due to the low-pressure regime in the swirl chamber. That 
agrees with a fact that atomizers with the spill-orifice placed off-axis have a stable spray under all regimes [14]. 
 
Velocity profile inside the swirl chamber 

The measured profiles of the swirl velocity (Figure 7, left) show a disparity between the Simplex and SR atomizers. 
The velocity profile for the Simplex version features a relatively sharp maximum near the air core interface while 
the SR atomizer shows a flatter peak with lower velocity maximum at similar Re values. As no air core is formed 
this behaviour would be expected.  
 
Numerical results 

The numerical results, when compared with the experiments in terms of global characteristics (CD and SCA) and, 
give a very good agreement (Table 3). The most significant difference was found in the case of low Re values, but 
it was still less than 5%.  
In all the numerical simulations of the Simplex atomizers, the wavy interface between the liquid and gas phases 
was unsteady, see Figure 3, right. The frequency of the surface wave in the centre of the swirl chamber was, in the 
case of p-cymene, for Re = 1021 about 25 ±4 Hz, which is quite comparable to f = 32 ±4 Hz as in the experiment. 
The unstable behaviour of the SR atomizer was well captured by the simulation. The air core was limited to the exit 
orifice area in the similar way as it was in the experiments. The SCA fluctuated between 56 and 86 deg.  
The swirl velocities are almost identical for all axial distances in both experiment and simulation (see Figure 7, right). 
This is in agreement with the inviscid theory where the swirl velocity is depended on the inlet velocity and radial 
distance from the axis of the swirl chamber out to the mid-point of inlet ports. The trends in the swirl velocity profiles 
were equivalent between experiments and simulations even the local minima are well captured. However, the 
simulation underestimates the velocity magnitude at the higher radius. The simulated swirl velocity underestimates 
by a factor of 2 compared with the experiments for higher radial positions. However, the difference is getting less 
near the axis of the swirl chamber.  
Hansen and Madsen [21, 22] performed both experimental and 3D computational studies of a large-scale PS 
atomizer. Their earlier study [21] also showed a similar underestimation in the swirl velocity magnitude. In their 
following work [22], the numerical grid was modified and the inlet tangential ports were properly modelled which 
reduced the differences between the experimental and numerical velocity magnitude. It may be concluded that it is 
essential to make sure that the inlet boundary conditions are representative.  
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Table 3 Comparison of numerical and experimental results of real simplex atomizer 

 
Re = 755 Re = 1021 Re = 1252 SR, Re = 1431 

Num. Exp. Num. Exp. Num. Exp. Num. Exp. 

CD [–] 0.410 0.387 0.359 0.369 0.366 0.365 0.491 0.519 

SCA [deg] 56.7 58.6 58 61.5 58.7 62.3 72 73 

da/do [–] 0.623 0.698 0.710 0.708 0.711 0.712 N/A N/A 

 

Figure 7. Swirl velocity profiles from various atomizers, left: p-cymene, cross-section b (8 mm from the top), right: comparison of 
numerical and experimental profiles of swirl velocity, p-cymene, simplex, Re = 1021. 

 
Conclusions 

The internal flow characteristics of a Simplex and an SR atomizer, with a central SR orifice, were examined both 
experimentally and numerically. The numerical results were verified against the results obtained from the images 
and point wise LDA measurements.  
The Simplex atomizer featured a stable, cylindrically shaped air core. Its diameter was found independent of Re 
under the measured range of operation conditions.  
The numerical simulation, assuming laminar flow, was able to predict the global characteristics (CD, SCA) closely. 
The trends in mean swirl velocity were captured, but the velocity magnitude was underestimated. Unstable waves 
were observed on the surface of the air core using high speed imagining and were also predicted by the numerical 
simulation. 
The SR atomizer produced an internal flow without the air core and the spray therefore fluctuated strongly. The 
velocity profiles showed lower and flatter peak values in comparison to the simplex atomizer at similar Re values. 
This study forms the groundwork for an analysis into the internal flow of SR atomizers. Further investigations 
including a more realistic 3D computational model, several different arrangements of the spill orifice and a range of 
spill to feed ratios will follow. 
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Nomenclature 

A area [mm2] 
b width [mm] 
CD discharge coefficient [–] 
d diameter [m] 
f frequency [Hz] 
Fr Froude number [–] 
h height [mm] 

m&  mass flow rate [kg/s] 
Q Volumetric flow rate [m3/s] 
r radial distance [mm] 
Re Reynolds number [–] 
SCA spray cone angle [deg] 
 

So Swirl number [–] 
Greek characters 
∆p pressure drop at the nozzle [MPa] 
µ dynamic viscosity [kg/(m·s)] 
ρ density [kg/m3] 
σ liquid/gas surface tension [kg/s2] 
 
Subscripts and Superscripts 
l atomized liquid 
o exit orifice 
s swirl chamber 
p inlet port 
a air core 
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Abstract 
In a recent work, a protocol to measure the relaxation time of dilute polymer solutions, known to be challenging, 
has been established [1]. This protocol is based on a 2D multi-scale description of free-falling low velocity 
viscoelastic liquid jets. Although the relaxation time reached an asymptotic value for high jet velocities, a significant 
dependence with the jet velocity is observed for low velocities. The present work reconsiders these previous 
experimental data using a 3D multi-scale analysis in order to identify the origin of the dependence between the 
relaxation time and the jet velocity. The 3D analysis demonstrates the importance of a velocity–dependent 
coalescence mechanism in the jet behaviour. Thanks to a simple model of jet deformation it is demonstrated that 
this coalescence mechanism prevents the elasto-capillary contraction of the smallest scales from occurring when 
the jet velocity is reduced.  

Keywords 
Dilute polymer solutions, Viscoelasticity, Jet break-up, Multi-scale analysis 

Introduction 
Contrary to Newtonian fluids, the atomisation of a cylindrical jet of a viscoelastic solution presents long life time 
cylindrical ligaments connecting spherical beads, the so called beads-on-a-string (BOAS) structures [2]. These 
structures are observed at times prior jet breakup. It is well known that the thinning evolution of the ligaments 
diameter is controlled by the elasticity of the liquid [3]. The decrease is exponential, with a relaxation time depending 

only on the physical properties of the liquid. The measurement of this relaxation time is also known to be particularly 
challenging for dilute polymer solutions [4] for which the relaxation time is very short (micro-second or under). 
Previous studies [5-8] have investigated the possibility to use a cylindrical jet to measure this quantity, a method 
that could be suitable to probe very short times [4]. Yet, it was shown that the relaxation time obtained with this 
method depends on the jet operating conditions, i.e. the jet velocity, the amplitude and the frequency of the initial 
disturbance [6-8], thus limiting the development of this experimental method. Until recently, new results [4] suggest 
that an operating domain where these dependences vanish may exist. 
In this context, a multi-scale analysis of the behaviour of free falling jets of a dilute viscoelastic solution was 
performed, allowing measurements of the relaxation time [1]. The dynamics of the smaller scales was monitored 
and an exponential decrease was observed from which a relaxation time was extracted. It was found that the 
measured relaxation time decreases with increasing jet velocity, reaching a plateau for sufficiently high velocities. 

This behaviour was related to the influence of the initial amplitude disturbance as reported in [6-8]. The higher jet 
velocity was imposed, the larger initial amplitude was observed on jet images and the lower relaxation time was 

measured in agreement with [6-8]. To date, the dependence of the relaxation time with the jet velocity (or the initial 
amplitude disturbance) remains unexplained. The objective of the present paper is thus to complete this previous 
work  [1] by performing a 3D multi-scale analysis for these free falling jets of dilute viscoelastic solutions in order to 
gain a deeper insight into the jet velocity dependence. A model of jet deformation is used in complement to enrich 
the 3D analysis. Section 2 summarizes the previous investigation and describes the 3D multi-scale analysis and 
the model. Section 3 presents the results and the application of the model. The article ends with a conclusion. 

Jet images: acquisition and analysis 
This section summarizes the experimental work and the 2D multi-scale analysis that are presented in detail in [1]. 
It also introduces the 3D multi-scale analysis and the model of jet deformation which constitute the new aspect of 
the present study. 
The experimental setup produces free falling jets of a low-viscosity viscoelastic polymer solution containing 5 ppm 
of Poly(ethylene oxide) (PEO) dissolved into a solvent (density  = 989 kg/m3; shear viscosity µ = 1.34 mPa.s; 

surface tension  = 48.9 mN/m). The liquid was kept in a pressurized tank and fed an injector with a cylindrical 
nozzle whose diameter is Dor = 200 µm. Images of the free falling jets were obtained with a high spatial resolution 
camera and a light source of short duration (20 ns) used in a diffused backlight illumination optical arrangement. 
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The field of view covered by the images was 6.56 mm x 5.54 mm and the spatial resolution was equal to 
2.56 µm/pixel. A 3D displacement system was used to translate the injector to be able to visualize the jets on their 
full length, i.e., from the nozzle exit down to the breakup point. 
The parameter of the experiment was the injection pressure that ranged from 0.05 to 1 bar. The mean jet velocity 
Vq was obtained by dividing the measured volume flow rate by the jet section area Dj

2/4 where the mean jet 
diameter Dj was measured on the jet within the three first millimeters after the nozzle exit. The mean jet velocity 
ranged from 1.9 m/s to 10 m/s. For each injection pressure and for each position of the injector, 204 images 
decorrelated in time were recorded and the subsequent analysis was statistical. A reconstructed full jet is shown in 
Fig. 1. The jet issuing from the nozzle is slightly deformed. At around 16 mm a sinusoidal disturbance appears. This 
disturbance grows and rearranges to the expected beads-on-a-string pattern (BOAS) which remains visible until 
breakup occurs.  
 

 
Figure 1. Reconstructed jet (Fluid: polymer solution, Mean jet velocity Vq = 8.58 m/s) 

 
The analysis of these images used a 2D multi-scale description of the jet. This description consisted in measuring 
the surface-based cumulative scale function E2(d,z) as a function of the position z (see [1]). First, image treatments 
were applied to provide two-level images where the liquid appeared as black pixels on a white background. Second, 
a rectangular analyzing window delimiting a portion of the jet was positioned at a distance z from the nozzle exit. 
Third, the surface-based cumulative scale function E2(d,z) of the jet portion delimited by the analyzing window was 
measured. Introduced in several previous works (see [9-11] for instance), the measurement of this function is 
inspired from the Euclidean Distance Mapping method to determine fractal dimension [12] and consists in applying 
successive erosion operations at a scale d ranging from 0 to infinity. The erosion operation consists in removing a 
strip of width d/2 around the whole system. The cumulative scale function E2(d,z) is the ratio of surface area of the 
removed strip on the total surface area of the local jet portion. For the scale d = 0, the surface area removed by 
erosion is equal to zero and E2(0,z) = 0. For a sufficiently large scale, the surface area removed by erosion is equal 
to the total surface area of the local jet portion and E2(d,,z) = 1. Between these two scales, E2(d,z) monotonously 
increases. A more detailed definition of the cumulative scale function is available in [9-11]. At each z position, the 
measurement was performed on 204 images and an average cumulative function was calculated. The spatial 
evolution of the average cumulative scale function was obtained by sliding the analyzing window from the top of the 
jet (just under the nozzle) down to the bottom (in the spray region). The size of the analyzing window was chosen 
of the order of the length of the BOAS pattern i.e. 390 pixels for every velocity. Furthermore, 390 pixels appeared 
also appropriate for the shift of the analyzing window along the z axis. The spatial series of local cumulative scale 
functions in space was transformed as a temporal series using the equivalent time t defined as: 

𝑡 =

 √𝑉𝑞
2 + 2𝑔𝑧 − 𝑉𝑞

𝑔
 

(1) 

where g is the gravitational acceleration. When Vq
2 >> 2gz (Froude number >> 1), Eq. (1) simplifies as t = z/Vq.  

The 2D multi-scale analysis concentrated on the 2D scale-distribution e2(d,t) which is the first derivative of the 
cumulative function in the scale space: e2(d,t) = dE2(d,t)/dd. This distribution is equal to the ratio of the perimeter of 
the eroded local system at scale d on twice the total surface area of the local system. The temporal evolution of the 
scale distribution e2(d,t) gives information on the physical mechanisms involved in the shape evolution of the jet. 
To illustrate this, one can consider the temporal derivative of the scale distribution as shown for instance in Fig. 2 
(Vq = 1.9 m/s, t = 6.3 ms, BOAS pattern). This derivative is equal to zero for three characteristic scales noted d1, d2 
and d3. The d3 scale is the maximum scale dmax of the system. The scale d4 for which the derivative is a minimum 
is a characteristic scale. It has been demonstrated ([11] for instance) that the specific behavior of the derivative in 
the small scale range (d < d1) in Fig. 2 denotes the presence of a thinning cylindrical ligament. The scale d1 appears 
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as a characteristic scale of the dynamics of the ligament. The temporal evolution of d1 for the free viscoelastic jets 
reported a decrease according to three regimes [1]. The second one is an exponential regime which corresponds 
to an elastic-controlled capillary thinning behavior [1], i.e.: 

𝑑1 ∝ 𝑒𝑥𝑝 (−
𝑡

3𝑡𝑟
) (2) 

where tr is the relaxation time of the viscoelastic solution. The relaxation time was measured from Eq. (2) as a 
function of the mean jet velocity Vq [7]. Figure 3 reports the results by plotting the Deborah number De = tr/t as a 
function of the square root of the jet Weber number We where: 

𝑡σ = √
𝜌𝐷𝑗

3

8𝜎
          𝑊𝑒 =

𝜌𝑉𝑞
2𝐷𝑗

𝜎
 (3) 

Figure 3 shows a dependence between tr and the mean jet velocity. Nevertheless, we note that an asymptotic value 
is reached when We increases. This value is tr = 0.44 ms and is believed to be the relaxation time of the solution. 
In order to obtain a better understanding of the behaviour of low-velocity free-falling viscoelastic jets, we suggest 
completing the previous analysis by a 3D multi-scale approach. This is the purpose of the present work. 
 

 
In the case where 3D system information is available, the 3D generalization of the 2D multi-scale description 
summarized above is straightforward (see [11, 13] for applications). The system is characterized by its volume and 
the erosion operation removes the peripheral volume of a d/2 thickness from the system boundary. The cumulative 
distribution E3(d,t) is the ratio of the volume removed by the erosion at scale d on the total volume of the system. 
The scale distribution e3(d,t) defined as the first derivative of the cumulative distribution E3(d,t) in the scale space 
is equal to the ratio of the surface area of the eroded system at scale d on twice the total volume of the system. 
Therefore, e3(0,t) is directly proportional to the specific-surface-area (surface of the interface per unit volume) 
introduced by Evers [14].  
In the present work, the studied free liquid jets are assumed axisymmetric. This assumption seems reasonable 
since the capillary instability is known as an axisymmetric mechanism. For each jet portion delimited by the 
analyzing window, this hypothesis allows to calculate the jet volume and surface by integration for each successive 
values of the scale d. Then, the 3D multi-scale description uses these two pieces of information to calculate the 
scale distribution e3(d,t). After the analysis of all the images, we determine V(t) which is the local average volume 
of the jet portion delimited by the analyzing window, and e3(d,t) which is the local average volume-based scale 
distribution.  
One of the main objectives of the 3D multi-scale approach is to describe the behavior of the jet when it is shaped 
as a BOAS pattern. In this case, the jet can be described as the composition of two simple systems: a cylinder of 
diameter D1(t) and volume V1(t) (system 1) and a sphere of diameter D2(t) (volume V2(t), system 2). The volume-
based scale distributions for these two systems are: 

System 1                   𝑒3(𝑑, 𝑡) =
2

𝐷1(𝑡)
(1 −

𝑑

𝐷1(𝑡)
)        for 𝑑 < 𝐷1(𝑡)  (4) 

   
Figure 2. Temporal derivative of the scale distribution. 

Introduction of characteristic scales 
Figure 3. Deborah number De as a function of the Weber 

number (from [7]) 
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System 2                   𝑒3(𝑑, 𝑡) =
3

𝐷2(𝑡)
(1 −

𝑑

𝐷2(𝑡)
)
2

       for 𝑑 < 𝐷2(𝑡) (5) 

The similarity between these two expressions must be noted. Furthermore, the scale distribution of a cylinder shows 
a first order dependence with the scale and a sphere shows a second order one. This observation suggests that a 
system whose shape is between a cylinder and a sphere would report a scale dependence order between 1 and 2. 
Therefore, since the free falling jet evolves from a cylindrical system to an arrangement of a cylinder and a sphere 
(see Fig. 1), its scale distribution can be modelled as:  

𝑒3(𝑑, 𝑡) = 𝛼(𝑡)
2

𝐷1(𝑡)
(1 −

𝑑

𝐷1(𝑡)
) + (1 − 𝛼(𝑡)) 

𝑛

𝐷2(𝑡)
(1 −

𝑑

𝐷2(𝑡)
)
𝑛−1

      for 𝑑 < 𝐷1(𝑡) 

 𝑒3(𝑑, 𝑡) = (1 − 𝛼(𝑡)) 
𝑛

𝐷2(𝑡)
(1 −

𝑑

𝐷2(𝑡)
)
𝑛−1

      for 𝐷1(𝑡) < 𝑑 < 𝐷2(𝑡) 

(6) 

In Eq.(6), the parameter n varies from 2 to 3 as time increases. At early times the jet is cylindrical and n = 2. Then, 
when a part of the jet swells up, n increases. It then approaches 3 when the swollen part is almost a sphere. In 
Eq.(6), the parameter (t) represents the relative volume of the ligament part of the jet: (t) = V1(t)/(V1(t)+V2(t)). The 
knowledge of this parameter may provide a better characterization of the behaviour of the ligaments in the BOAS 
pattern. In particular, if the evolution of the BOAS is due to a capillary contraction of the string controlled by the 
viscoelasticity of the solution, the volume V1(t) + V2(t) should be constant, the diameter of the string should decrease 
as Eq. (2) and therefore, the dynamic of the parameter (t) is expected to be: 

𝛼(𝑡) ∝ 𝑒𝑥𝑝 (−
2𝑡

3𝑡𝑟
) (7) 

Therefore the model expressed by Eq. (6) can bring precious information about the analysis of the 3D multi-scale 
description of the free falling viscoelastic liquid jets.  
 
Results 
Figure 4 presents the temporal evolution of V(t), the average volume of liquid delimited by the analysing window, 
for three jet velocities. (V(t) is divided by V(ti) where the initial time ti corresponds to the top position of the analysing 
window.) The time is made dimensionless by using the breakup time tBU whose average value has been determined 
for every jet velocity. We see that V(t) is rather constant during time for each velocity. This shows that 204 images 
are enough to perform statistical analysis. Note however that for Vq = 4.5 m/s and 9.0 m/s, V(t) slightly decreases 
first before becoming constant. This evolution results from the fact that the assumption of axisymmetry is not fully 
satisfied at the beginning for these jets that are initially subjected to a slight deformation. This remains insignificant 
for the subsequent analysis.  
 

 
Figure 5 shows an example of the temporal evolution of the volume-based scale distribution e3(d,t) (Vq = 5.7 m/s). 
At t = 2.1 ms, the scale distribution is linear which, according to Eq. (4), signifies that the jet is still a cylinder. As 
times goes, the scale distribution loses this linearity indicating that the jet experiences a deformation. In the large 
scale region, we note a continuous increase of the maximum scale dmax. This illustrates the presence of a thickening 

   
Figure 4. Temporal evolution of the ratio V(t)/V(ti) as a 

function of the mean jet velocity Vq (tBU is the breakup time) 
Figure 5.  Volume-based scale distribution e3(d,t) as a 

function of time (Vq = 5.7 m/s, tBU = 7.2 ms, dots: 
measurements; lines: model) 
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mechanism that is due to the growth of swells along the jet. In the small scale region, the distribution remains linear 
with the scale and the absolute value of the slope increases with time. These two behaviours reveal the presence 
of a thinning cylindrical ligament.  
As mentioned in the previous section, e3(0,t) is equivalent to the specific-surface-area of the system, i.e., the 
interface area per unit volume. The temporal evolution of this quantity appears to be very much dependent on the 
mean jet velocity. This is illustrated in Fig. 6-a where the product e3(0,t)Dj/2 is plotted as a function of the ratio t/tBU 
for several mean jet velocities. At early times, since the jets are cylindrical for every velocity, e3(0,t)Dj/2 should be 
equal to 1 (see Eq. (4)). Figure 6-a reports this value for all cases. As time increases, two types of evolution are 
identified. For the high velocities (5.7 m/s to 9 m/s in Fig. 6-a), e3(0,t)Dj/2 increases up to a local maximum at around 
t/tBU = 0.5 and then decreases before increasing again when the breakup is approached. The first increase 
corresponds to the deformation of the cylindrical jet caused by the growth of the swells (as for the Newtonian case 
[11]) and the subsequent decrease occurs during the evolution of the BOAS pattern. This indicates that the evolution 
of the BOAS is an interface reduction mechanism. The last increase before the breakup is moderate for 7.0 m/s 
and 9.0 m/s but is much pronounced for 5.7 m/s. 
For the other velocities, the evolution of e3(0,t)Dj/2 is different: it shows a continuous increase until the breakup is 
reached. Furthermore, the variations of e3(0,t)Dj/2 are much higher than for the highest velocities. Such an increase 
of the specific-surface-area suggests that the system is very much deformed, i.e., it is far less spherical.  
This is verified by considering the product SP = e3(0,t)dmax(t)/2. SP is a shape parameter. It is equal to 1 for a 
cylinder (Eq. 4) and to 1.5 for a sphere (Eq. 5). For a system composed of a cylinder of diameter D1(t) plus a sphere 
of diameter dmax(t) (with dmax> D1(t)), the parameter SP is equal to (see Eq. (6)):  

𝑆𝑃 = 𝛼(𝑡)
𝑑𝑚𝑎𝑥(𝑡)

𝐷1(𝑡)
+
3

2
(1 − 𝛼(𝑡)) (8) 

Figure 6-b shows the temporal evolution of the shape parameter SP for the same velocities as in Fig. 6-a. The 
horizontal dash lines indicate SP for a cylinder and for a sphere. For all velocities, SP = 1 at the initial time. Then, 
the increase of SP until the breakup is approached (t/tBU = 1) depends on the mean jet velocity. For the high 
velocities (5.7 m/s to 9 m/s in Fig. 6-b), we note an inflection of SP when the value 1.5 is exceeded. Then, SP 
moderately increases until the breakup is reached. (Once again, we note that the jet with Vq = 5.7 m/s shows a 
different behaviour near the breakup with a more pronounced increase than for the two other velocities.) The fact 
that SP remains close to 1.5 at breakup means that the surface-area of the system is mainly brought by the beads 
that are close to spheres. In other words, the amount of surface-area brought by the strings is almost negligible. 
For the low velocities (1.9 m/s to 4.5 m/s in Fig. 6-b), the inflection after SP = 1.5 is far less pronounced than for 
higher velocities and the subsequent increase of SP is far more pronounced. Equation (8) indicates that high values 
of SP are due to a combination of a high dmax/D1 ratio and a non-negligible parameter (t). Therefore, contrary to 
the previous case, the surface-area of the system at breakup is not brought by spherical beads only and the 
contribution of the string is not negligible anymore.  
 

 
As a complement of the results shown in Fig. 6-a and 6-b, Fig. 7 presents the pdf (probability density function) of 
the maximum scale dmax of the drops visible after the breakup. We clearly see in this figure that the pdf of dmax 
depends on the mean jet velocity: it is shifted to larger dmax as the velocity decreases. According to Eq. (8) this 
could contribute to the high values of SP. Furthermore, since at low velocity the beads are larger than at high 
velocity, they could be also more deformed and could explain the high specific-surface-area reported in Fig. 6.  

  
Figure 6-a. Temporal evolution of the specific-surface-area. 

Influence of the mean jet velocity 
Figure 6-b. Temporal evolution of the shape parameter SP. 

Influence of the mean jet velocity 
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A close examination of the images revealed the presence of a mechanism of coalescence of consecutive swells 
along the jet. This mechanism is visible for each velocity. It is illustrated in Fig. 8 (Vq = 1.9 m/s, several positions). 
The coalescence mechanism increases the size of the beads and therefore the scale dmax. The shift of the dmax pdf 
when Vq decreases reported in Fig. 7 suggests an increase of the number and degree of coalescence events. We 
believe that the symmetry loss of the pdf in Fig. 7 is an illustration of this point. 
The application of the model given by Eq. (6) may help understanding the evolution of SP and identifying the 
coalescence mechanism. This model represents one unit pattern of the BOAS, i.e., one string plus one bead, the 
latter being more or less spherical according to the value of the parameter n. If the evolution of this unit pattern is 
only due to the capillary contraction of the string controlled by the viscoelastic forces, a part of the string volume 
will transfer in the bead but the volume of the unit pattern will remain constant. Thus, the parameter (t) will decrease 
according to Eq. (7). However, if a coalescence event occurs, the volume of the unit pattern increases and the 
parameter (t) should decrease more rapidly than in the previous case. Furthermore, the parameter n(t) of the 
model gives an information on the shape of the beads and should indicate whether they are more or less spherical 
according to the velocity. Thus, the model given by Eq. (6) is applied in order to examine the variation of the 
parameters (t) and n(t). 
 

 
 

Figure 7. PDF of dmax /Dj of the droplets. Influence of the 
velocity 

Figure 8. Illustrations of the coalescence mechanism 
(Vq = 1.9 m/s) 

 
The application of the model was performed as follows. Equation (6) is used to express e3(0,t) and e3’(0,t). (The 
prime indicates a derivative in the scale space.) It comes: 

{
 
 

 
 𝑒3(0, 𝑡) = 𝛼(𝑡)

2

𝐷1(𝑡)
+ (1 − 𝛼(𝑡))

𝑛(𝑡)

𝐷2(𝑡)

𝑒3
′ (0, 𝑡) = −𝛼(𝑡)

2

𝐷1(𝑡)
2 − (1 − 𝛼(𝑡))

𝑛(𝑡)(𝑛(𝑡) − 1)

𝐷2(𝑡)
2

 (9) 

The quantities e3(0,t) and e3’(0,t) are given by the experiments. The parameter D2(t) that represents the maximum 
scale is taken equal to dmax(t). Finally, the parameter D1(t) is taken equal to the characteristic scale d4 that is 
introduced in Fig. 2. The reason for this choice is that this scale allows us to obtain very good fits. The parameters 
(t) and n(t) are found by solving the system Eq. (9). At each time we paid attention that 0 ≤ 𝛼(𝑡) ≤ 1 and 2 ≤
𝑛(𝑡) ≤ 3. The agreement between the model and the experiments is satisfactory as illustrated in Fig. 5. 
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Figure 9. Parameters t) and n(t) versus t from the beginning of the elasto-capillary regime to the breakup time. Influence of 

the velocity. (The symbols correspond to the parameter t) and the dashed lines to the parameter n(t)) 
 

Figure 9 presents the parameters (t) and n(t) for three velocity as a function of the ratio t/tBU. For all velocities, the 

parameter (t) shows a sharp exponential decrease (P2 in Fig. 9) whose slope depends on the velocity. The 
characteristic time t2 of this decrease (=-tBU/(slope P2)) are given in Table 1 for each velocity. These times can be 
compared with 3tr/2 also given in Table 1 where tr is the characteristic time obtained from the analysis of the scale 
d1 and shown in Fig. 3 (see previous section). For the high velocities (form 7 m/s to 10 m/s) we see that t2 << 1.5tr. 
This says that the behaviour P2 is the region where the mechanism of coalescence is the more active. This 
mechanism is fast and produces strings on which the capillary contraction takes place. For the other velocities 
(1.9 m/s to 5.7 m/s), t2 is more of the order of 1.5tr. This says that the tr measured for these velocities is a 
characteristic time of the coalescence mechanism and not of the extensional relaxation time as expected. The 
coalescence is slow and produces strings that are not subject to the elasto-capillary regime of contraction.  
The behaviour P2 is preceded by a P1 behaviour (not found for 1.9 m/s). For high velocities, we see in Table 1 that 
the corresponding characteristic time t1 is of the order of 1.5 tr. The mechanism found here corresponds to the 
elasto-capillary regime of contraction. However, for low velocities, t1 >> 1.5tr: the string is not in the elasto-capillary 
regime of contraction.  
 

Table 1. Characteristic times of the linear behaviours in Fig. 9 (all velocities) 

Vq (m/s) tr (3tr/2) (ms) t1 (ms) t2 (ms) t3 (ms) 

1.9 2.18 (3.27) - 2.3 - 
3.5 1.07 (1.61) 7.14 0.75 - 
4.5 0.91 (1.37) 3.86 0.89 - 
5.7 0.79 (1.19) 5.65 0.71 - 
7.0 0.64 (0.96) 0.88 0.26 29 
9.0 0.47 (0.71) 1.40 0.29 2.4 
10. 0.43 (0.65) 0.96 0.16 2.4 

 
Finally, after the behaviour P2, two situations occur. For the low velocities, (t) becomes almost constant: the 
coalescence has stopped and the volume of the ligament is rather constant. Therefore, the continuous thinning of 
the ligament reported by the scale d1 [7] corresponds to an elongation mechanism probably due to gravity effects. 
For the high velocities, the behaviour P3 is a third exponential decrease whose characteristic time t3 >> 1.5tr (see 
Table 1). This mechanism is not the elasto-capillary regime of contraction anymore. 
The temporal evolution of n(t) (Fig. 9) shows that it increases from 2 to 3 during the coalescence mechanism. In 
other words, for every velocity, n(t) = 3 when the coalescence is over saying that the beads are reasonably 
spherical. Therefore, the high values of the parameter SP reported in Fig. 6-b for the small velocity Vq is due to a 
non-negligible contribution of the string to this quantity. This is confirmed by the fact that the string at small velocity 
contain more liquid than at high velocity (see Fig. 9). Images confirm that strings at small velocity are longer than 
those at high velocity. 
 
Conclusions 
This work completes a previous experimental study of the behaviour of free-falling liquid jet of dilute viscoelastic 
solutions [1]. This study considered the dynamic at small scales that was detected by applying a 2D multi-scale 
description of the jets and identified an exponential decreasing regime from which the viscoelastic relaxation time 
of the solution could be measured. The objective of the present complement is to understand why this relaxation 
time, which is expected to be a constant physical property of the viscoelastic solution, shows a sharp increase at 
small jet velocities. To achieve this, the 2D multi-scale description is extended to a 3D multi-scale one. This 
extension is possible because the capillary instability that develops on a cylindrical liquid jet is an axisymmetric 
mechanism. This characteristic has been validated here despite a slight initial deformation of the jets mainly 
observed at high velocity. Among other results, the 3D analysis reports the temporal evolution of the specific-
surface-area (interface area per unit volume) of the jet and highlights a deep variation of this evolution when the jet 
velocity decreases. This evolution is found to be accompanied by an increasing deviation from sphericity of the 
system. On the other hand, a mechanism of swell-coalescence, whose intensity increases for small velocities, has 
been identified. The interpretation of these results has been conducted from the application of a simple model of 
the jet deformation, i.e., of the 3D scale distribution. The model demonstrates that the dynamic of coalescence is 
very much velocity dependent and that, at low velocity, this mechanism prevents the elasto-capillary contraction at 
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small scales from occurring. Furthermore, at low velocity it is found that after the coalescence mechanism, a pure 
elongation mechanism takes place at small scales that conserves the volume of the strings. In conclusion, the 
volume of the strings when the breakup is approached is much higher at low velocity explaining the corresponding 
high values of the specific-surface-area for these cases. These conclusions constitute another demonstration of the 
practical interest of the multi-scale description and analysis for free liquid flows. The next step for this work is to 
investigate the coalescence mechanism on free-falling jets of dilute polymer solutions in order to control it when the 
viscoelastic relaxation time wants to be measured.  
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Abstract
Numerical simulations are often used to understand spray atomisation and estimate the size of the liquid fragments.
Several techniques (Level Set, Volume of Fluid, Smooth Particle Hydrodynamics, among others) exist to compute
multiphase flows and potentially represent liquid-break-up. However, the complexity of the breakup process and the
wide range of scales prevents the use of an unified approach to simulate the complete spray. Numerical techniques
face different challenges depending on the spray characteristics. The incorrect representation of surface forces
in capillary dominated flows, creates large parasitic currents that distort and in some cases destroy the interface.
Methods that perform well in the capillary regime aim to capture the interface directly and the surface radius cur-
vature is therefore larger than the mesh size. However, this creates large constrains on the mesh resolution and
limits its applications to low Weber number flows, when there is no extensive atomization. Methods that simulate
large Weber number flows (typical of industrial injectors) do not resolve the interface directly and the mesh is larger
than the smallest radius of curvature. These models often have numerical or artificial diffusion that destroys small
scale structures and alters the break-up. However, even at large Weber flows, the spray formation can be affected
by errors due to the local imbalance between pressure and surface tension forces and interface curvature errors.
Numerical schemes work around these problems by adjusting the amount of numerical diffusion of the scheme
depending on the spray application. Intermediate Weber number sprays are well suited to study the performance of
numerical methods as they exhibit hybrid behaviour between capillary flows and full atomization. In the present work
an intermediate gas Weber of a laboratory air-blast atomiser is investigated using a volume of fluid approach. The
amount of numerical diffusion is controlled by a compressive factor in the volume of fluid transport equation. The
effect of the compressive term on spray atomization and droplet size distribution is explored. The results suggest
that the optimal amount of diffusion depends on the local Weber number.

Keywords
VOF, OpenFOAM, Atomisation, intermediate Weber.

Introduction
Liquid atomization is a complex phenomenon present in many engineering processes. The atomization process
depends on complex interactions between aerodynamic and capillary forces. Liquid structures are shed from the
dense spray core, forming ligaments that pinch-off and form droplets. The droplet break-up pattern itself is also
very complex, a droplet may break into few large droplets (for example: vibrational break-up) or a myriad of small
droplets (bag break-up), among other. For detailed reviews regarding the physics of the atomisation, see [4] and
[5].
The atomisation process involves a wide range of length scales: from the nozzle diameter to the smallest droplets.
The smallest scale in atomisation is not still characterised and this size can be three orders of magnitude smaller
than the large-scale diameter depending on the Weber number. In order to achieve efficient atomization, two
strategies are often used: either the liquid is accelerated to high velocities in a near–quiescent gas, pressurised
injection; or the liquid fuel is injected at low speed, surrounded by a coflow high–velocity gas, air-assisted injection.
When multiphase flows are solved numerically, the different phases need to be identified. Two major approaches
exist: one is the two-fluid model [1] where each phase is governed by an individual set of transport equations
for mass, momentum, and total energy. These methods have been implemented either in a pure Eulerian way or
most commonly in an Eulerian/Lagrangian framework. An alternative approach is the one-fluid model, where the
two phases are treated as one, with a single mixture velocity but a variable density and viscosity. The amount of
volume that each phase occupies in the mixture fluid results from a marker function (hereafter α), also called a
"color" function, which follows a simple advection transport equation. The popular volume of fluid (VOF) approach
[6] belongs to this category; where the marker function is the fractional volume occupied by one fluid, in liquid-gas
simulations often taken as the liquid. There are more approaches to model multiphase flows, however, a detailed
review is out of the scope of this work and the reader is referred to [7].
VOF methods are widely spread and have been implemented in many commercial and open-source CFD software.
In low Weber number flows, VOF-techniques aim to solve the interface directly as it is possible to have enough
computational points within a radius of curvature. Methods in this regime use low-diffusion or compressive numerical
schemes to transport the marker α and maintain a sharp interface. However, "classical" VOF requires an interface
reconstruction to evaluate the interface curvature to compute surface forces. The accuracy of the reconstruction is
based on the smoothness of the marker function and errors create parasitic currents that disturb the interface [14].
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Numerical VOF methods at large Weber (typical of industrial injectors) do not have a completely resolved interface
and they posses large numerical diffusion (as the interface is thickened over several cells). This "artificial" diffusion,
destroys small scale structures and alters the break-up process. However, even at large Weber numbers, the local
Weber can be relatively small and the spray formation affected by error in the local imbalance between pressure
and capillary forces.
The present work aims to investigate the effect of the numerical scheme on the spray characteristics, mainly the
droplet size distribution and spray core length. The test case is an air-assisted laboratory spray at intermediate We-
ber, where VOF-techniques will face challenges corresponding to both Weber regimes. By varying the "compres-
sion" of the numerical scheme (and therefore its numerical diffusion) the numerical scheme effects on atomisation
can be shown.
The goal is to find a local parameter that can be used to adapt the numerical scheme to the local requirements.
The paper is organised as follows: First, the mathematical model for the VOF scheme and its implementation are
presented . Followed by the results section; where the effects of the numerical scheme are presented through
snapshots of the marker and the droplet size distributions.

Mathematical model
The incompressible one-fluid Navier-Stokes equations neglecting body forces together with the α transport equation
are:

∇ · u = 0 (1)
∂ρu

∂t
+∇ · (ρuu) = −∇p+∇ ·T + ρfσ (2)

∂α

∂t
+∇ · (uα) = 0 (3)

where u represent the mixture velocity and the stress tensor is T = µ
[
∇u + (∇u)T

]
. The surface forces assuming

a constant surface tension are

fσ = σκn · δS (4)

where the curvature of the surface is κ = ∇ · n In the VOF method, the marker α is used to compute the surface
normals n = ∇α and the surface force is implemented as a body force using the continuum surface force (CSF)
model [8].
Ideally, the interface between the two phases should be massless since it represents a sharp discontinuity and α
should be a discontinuous function which takes the value 0 for gas and 1 for liquid. However in a finite volume
formulation, intermediate values of α exist in cells where the interface is present. In practice due to the numerical
diffusion of Eqn.(3) intermediate value of α are present in a "thick" region around the interface. The physical
properties are calculated as weighted averages based on α, viz.

ρ = αρl + (1− α)ρg (5)

µ = αµl + (1− α)µg (6)

Equation (3) can be modified by assuming that the mixture velocity can be defined as a weighted average of the
phase velocities (see [10])

u = αul + (1− α)ug (7)

Replacing the velocity by the above definition into the transport equation for α:

∂α

∂t
+∇ · {[αul + (1− α)ug]α} = 0 (8)

From the definition of the relative velocity ur = ul − ug, is possible to isolate the gas velocity from the above
equation, and rearranging as:

∂α

∂t
+∇ · (ulα)−∇ · [(1− α)αur] = 0 (9)

The first two terms represent the transport of α in the liquid phase, which in incompressible flows is 0 ∂α/∂t +
ul∇α = 0. Therefore,

∇ · [(1− α)αur] = 0 (10)

The term can therefore be added to Eqn. (3), obtaining

∂α

∂t
+∇ · (uα)−∇ · [(1− α)αur] = 0 (11)
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The last term in the above equation is the compression contribution, which is active only at the interface region
and has no physical meaning in the continuum formulation. However, in a a discrete formulation it acts as an
anti-diffusion term and provides a sharper interface compared to the classical VOF formulations, The model does
not alter mass conservation of the scheme, however a closure is needed for the relative velocity, ur, as the phase
velocities are not available in an one-fluid formulation.

Numerical Implementation
To solve Eqns. (1), (2) and (11) the unstructured finite volume solver interFoam [11] is used, which is implemented
into OpenFOAM [9] The compression term is evaluated using the divergence theorem and the corresponding relative
velocity at the cell faces ur,f = ur,f · nf is modelled proportional to face normal flow velocity

ur,f = Cαu
∗
f (12)

where the subscript f indicates the corresponding cell face. As reported and highlighted in [11], u∗
f is not evaluated

by face interpolation of the velocity, but is obtained from the conservative volume flux from the pressure–velocity
coupling algorithm to maintain ∇ · u = 0.
The model is based on the definition of relative velocity in Eqn. (7) and suggest an dependence of both α and
flow across the face. The constant Cα controls the magnitude of the compression term and therefore the diffusion
of the numerical scheme. Cα is a user-specified value, which in capillary flow is often case specific [12]. Small
values of Cα, provide moderate compression and numerically diffusive schemes (small relative velocity), while large
compression, Cα ≥ 1 provide sharper interfaces.

Results and discussion
Numerical Set-Up
The selected test-case is an air-assisted atomiser, presented and studied by [3] and [2]. The injector geometry
consists of a straight jet of diameter d1 = 1.3335 · 10−3m, where n-dodecane flows. The pipe is surrounded by a
co–flow of inner diameter d2 = 1.5875 · 10−3m and thickness h = 2.8575 · 10−4m, with a faster nitrogen stream.
The main properties with the Reynolds and Weber numbers are presented in Table 1. The gas-to-liquid momentum
ratio is M = 2.53, which suggest a length core of 3.9 jet diameters (based on experimental correlations [15]) The
simplicity of the geometry is well suited for numerical modelling and validation. Desjardins et al. [3] performed Direct
Numerical Simulation using an advanced level-set method of the same configuration, with a mesh of 512×256×256
on a domain of 16d1×8d1×8d1. The atomization DNS was performed on 1024 processors [3]. In the present work,
the grid size is increased approximately three times in each direction respect to the base DNS, using a mesh of
180 × 90 × 90 grid cells and the simulations were performed in a single workstation. The computational domain is
the same as the DNS and a constant CFL number below 0.9 is used throughout the simulation. The code used is
the VOF solver interFoam present in OpenFOAM 3.0. Due to the relative low Reynolds number at the tubes outlet,
turbulence modelling is neglected.

Table 1. Liquid and gas properties and flow properties for the test case

ρ[kg/m3] µ[kg/ms] σ[N/m] U [m/s] Re[−] We[−]

Liquid 746 1.36 · 10−3 2.535 · 10−2 1.8 1336 127

Gas 1.25 1.718 · 10−5 2.535 · 10−2 69.89 1453 321

Results
Figure 1 shows the interface for three different values of the compression factor Cα: 0.1 , 1 and 4. The original
DNS [3] showed the formation of the instabilities along the liquid core, which develop into liquid ligaments and then
droplets. The present results show similar overall characteristics but with a large dependency of the compression
ratio.

Figure 1. Iso-surface of α = 0.05 close to the injector. From left to right, Cα = 0.01 , 1 and 4 , respectively.

Figure 2, shows different iso-contours of α at different compression factors. The distance between the minimum and
maximum iso-levels of α = 0.01 and 0.7 can be understood as a measure of the artificial thickness of the interface.
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The value of 0.7 to represent the core jet is arbitrary and in principle any value of α grater then 0.5 can be used.
Nevertheless, in the present simulation the iso-levels greater than 0.5 are very close together (see Fig 2) and the
precise choice of iso-contour does not affect the discussion.“
In the break-up region, the results with the Cα = 0.01 shows an interface thickness of more than 10 cells. In this
case, the liquid core does not break but follows a mixing profile typical of gaseous jets. Assuming the dense core is
determined by the iso–line of α = 0.7, both Cα = 1 and Cα = 4 simulations have similar core lengths of Lc/d1 ≈ 4,
which agree well with empirical correlations Lc/d1 ≈ 6/

√
M . However, the structure after break-up is significantly

different.
For Cα = 0.01, regions with low volume fraction are pushed towards the side, forming ligaments, while large volume
fraction regions remain near the centre line of the injector. The results are that only a small fraction of liquid goes
into ligaments therefore preventing the break-up. Large liquid structure detaches from the core carried on along
the centre by the gas phase. At large compression factors, the thickness of the interface is reduced and dense
ligaments form. Then these ligaments break into droplets.

Cα = 0.01 Cα = 1 Cα = 4

Figure 2. Iso-contours of α = 0.01(red), 0.5(green) and 0.7 (blue) for different compression factor.

Figures 3 and 4 show the local Weber number distributions Two different reference lengths are used: in one case
the grid size, We∆ = ρU2∆/σ, and in the other the local mean curvature, Weκ = ρU2/(σκ). These choices are
used to see the influence of the numerical parameters (the grid size ) and the effect of the error on the volume
fraction estimate (which is translated into an error for the mean curvature), on the interface and on the breakup
mechanism. As regards We∆ it is expected to be of the order of one to be resolved accurately [16] .

Cα = 0.01 Cα = 1 Cα = 4

Figure 3. Local Weber distribution, We∆, based on cell size as reference length

The more diffusive scheme, creates very smooth surfaces, with low values of density. Paradoxically, the more the
diffuse the interface, the better the capillary effects are resolved. Increasing the compression constant, the local
Weber We∆ increase along the ligaments and the resolution is inadequate with We∆ >> 1. Further downstream,
some droplets are still characterised by a Weber greater than unity. However, most of the droplets are below 2,
which suggest that capillary effects are quasi-resolved.
Figure 4 shows the local Weber based on curvature. The large compression factors, show droplets with Weκ < 10,
which suggest that they will not further break [17] as critical Weber is around 10. In the ligament region Weκ ∼ 100,
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which exceeds critical Weber and droplets are expected to appear. However, at Cα = 0.01, Weκ < 10 nearly
everywhere, which prevents filaments to break into droplets. The shear layer between the gas and the air presents
the strongest instabilities and large variations of Weκ.

Cα = 0.01 Cα = 1 Cα = 4

Figure 4. Local Weber distribution, Weκ, based on curvature radius as reference length

Figure 5 shows the droplet distribution of the present simulations, compared to the experimental and DNS results
presented in [3]. To present fair comparison a diameter normalisation d∗ = (d − dmin)/(dmax − dmin) has been
performed. Table 2 reports the peak values (d∗peak) and mean (d̄∗) of these distributions with both the one obtained
by [3]. For all the compression constant, distributions present at least a local peak close the experimental and
DNS results. Due to the higher resolution, the DNS captures more and smaller droplets. Also if the the lower
compression factor has a d∗peak close to the validated results, it shows slower decay than DNS and experimental,
with more uniform droplets along the number, as indicated by d̄∗.
The results for Cα = 1, show two peaks, the first one near the experimental data. However an unrealistic second
peak appears at large values. The case Cα = 4 shows the best agreement with experimental and DNS data on the
mean d∗. as well as the exponential decay at large diameter.

Table 2. Peak Values (d∗peak) and mean (d̄∗) of droplets distributions

d∗peak d̄∗

DNS 0.12 0.158
Experiment 0.04 0.125
Cα = 0.01 0.16 0.408
Cα = 1 0.48 0.409
Cα = 4 0.25 0.208

Cα = 0.01 Cα = 1 Cα = 4

Figure 5. Normalised droplet size distribution with d∗ = (d− dmin)/(dmax − dmin)

In this sections, the same simulations set–up are proposed, but a filter process is applied to α in the interface region
using a Laplacian filter [13], viz.

α̃P =
Σnf=1αfSf

Σnf=1Sf
(13)
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where the subscripts P indicates the cell index. The smoothed volume fraction obtained by (13) is used to compute
the interface mean curvature κ and the surface normal n.
The results show large difference. Figure 6 shows the results at low compression factor. The liquid detachment
of the liquid structure from the dense core is much clearer now and consist of big structures ∼ d1 that break
further downstream. However, no small droplets are present and the results are not realistic. Increasing interface
compression, (Figure 7 ), there is no detachment of liquid structure and there is the formation of ligaments of liquid,
which breaks producing droplets which size at least one order of magnitude smaller than liquid inlet diameter. The
smoothing of the α marker, creates a larger spray angle and some filament-like structures.

α α̃

Figure 6. Local Weber distribution, Weκ, based on curvature radius as reference length for Cα = 0.01. Original α (left), smooth
α̃ (right)

α α̃

Figure 7. Local Weber distribution, We∆, based on cell size as reference length for Cα = 4. Original α (left), smooth α̃ (right)

Table 3. Peak Values (d∗peak) and mean (d̄∗) of droplets distributions for smooth α̃.

d∗peak d̄∗

DNS 0.12 0.158
Experiment 0.04 0.125
Cα = 0.01 0.4 0.508
Cα = 1 0.55 0.40
Cα = 4 0.19 0.164

Although the trend is the same as non smoothing case, looking at Table 3 the results drift from the experimental
data for low and intermediate compression. For the Cα = 4, Figure 8c, both d∗peak and d̄∗ are close to the DNS
results, showing the best agreement for the droplet distribution.

Conclusions
The simulation of an air-assisted atomiser at intermediate Weber numbers were carried out in this work. The
effects of the compression factor were investigated. The description of the liquid core, as the core length or the
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Cα = 0.01 Cα = 1 Cα = 4

Figure 8. Normalised droplet size distribution with d∗ = (d− dmin)/(dmax − dmin) for smooth α̃.

interface shape, are better obtained by compression factors below unity. However downstream the injector, the low
compression factors barely produced any droplets and only the largest compression factors produce similar droplet
size distribution than DNS and experimental data. The results show that for the atomisation process at intermediate
Weber, an unique compression factor is not useful.
At the injection a small compression factor is needed. However, downstream the injector, at the top of the dense
core, more compression is needed to allow the formation of ligaments and create droplets. Increasing the com-
pression factor augments the density, and therefore the value of the local We∆, reducing the quality of the cap-
illary/inertial forces interaction. Smoothing the marker function, does not improve the overall results although it
greatly affects the break-up shape at low compression factors, however it reduces the amount of small droplets
produced. For low compression and without smoothing, the error for both the curvature and the normal interface
is too large. Increasing the compression the interface is sharper improving the curvature but giving worse results
for the normal vectors. Introducing the smoothing, the estimate of these interface parameters is improved, giving a
better estimate for the surface force that will define the breakup and so the particle distributions. The results suggest
that a curvature-based Weber, Weκ, could be used as a marker for the compression factor in a form Cα ∝ 1/Weκ.
Close to the nozzle, Weκ is large and therefore low compression is needed to accurately capture the propagation
of instabilities. However this is reversed as the break-up approaches and more compression is needed. This will be
subject of future work.
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Nomenclature
α volume fraction [-]
α̃ smoothed volume fraction [-]
µ dynamic viscosity [kg m−1s−1]
σ surface tension [N m−1]
κ mean curvature [ m−1]
ρ density [kg m−3]
p pressure [ kg·m−1s−2]
u velocity [m s−1]
f force [N]
Sf cell face area [-]
Cα compression factor constant [-]
d droplet diameter [mm]
n number of droplet [-]
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Abstract 
Fire suppression modeling depends on accurate characterization of the atomization processes of fire sprinklers. 
Numerical modeling, particularly the volume of fluid (VOF) method, has been applied to understanding the 
atomization behavior of an idealized sprinkler geometry consisting of a 9.5 mm inner-diameter cylindrical nozzle 
and a flat, 25.4 mm diameter disk with a liquid flow rate of 0.87 L/s.  The simulations have been performed with an 
OpenFOAM based VOF solver, using the isoAdvector scheme for interfacial reconstruction.  The sheet breakup 
distance and film thickness were calculated and compared with measurements from a previous study.  A mesh 
refinement study identified the sensitivities in the predicted quantities to mesh resolution. This study enables further 
application of the model to simulation of the fully atomized spray.    

Keywords 
Fire suppression, primary atomization, VOF, sheet breakup distance, film thickness, sprinkler patternation 

Introduction 
The atomization of water by a fire sprinkler is of great interest for fire suppression research.  The resulting droplet 
velocity, diameter, and liquid volume flux largely determine the suppression effectiveness.  For example, large 
droplets can easily penetrate through a fire plume, while small droplets tend to be easily evaporated or carried away 
with the fire plume and have difficulty reaching the burning surfaces.   

Traditionally, atomization in fire sprinklers has been studied experimentally [1]. A great amount of effort has been 
invested in measuring the sprinkler droplet diameter distribution, droplet velocities, and mass flux profiles [1-7]. 
These measurements have been used to better understand the atomization process and to develop spray injection 
models for use within fire suppression modeling [8].   

Since the appearance of the first VOF model [9], computational methods associated with VOF have greatly 
improved in the areas of fidelity and usability [10-13].  VOF simulations provide insight into the underlying processes 
critical for primary and secondary atomization.  With modeling, sprinkler geometry and operating conditions can 
potentially be varied in a parametric fashion to better understand sprinkler operation.  Once the model has been 
adequately validated, the resulting predictions for droplet diameter, velocity, and liquid volume flux can be directly 
used in fire suppression CFD simulations as an injection profile derived from first principles. 

The goal of this work is to demonstrate the feasibility of using VOF modeling to adequately capture key aspects of 
sprinkler atomization in an idealized sprinkler geometry, and to provide a path forward to subsequently simulate 
realistic sprinkler geometries.  Accurately resolving the key flow features in the near-field, such as film thickness 
and sheet breakup length, is critical to enable eventual simulation of the fully atomized spray.  Comparisons of the 
predicted flow features are made with a previously characterized idealized fire sprinkler geometry [14]. A mesh 
refinement study is performed for better understanding of the required resolution necessary to enable accurate 
representation of the liquid surface and the details of the subsequent breakup. 

Technical Approach 

Experimental Configuration 
The experiment of Zhou and Yu [14] was used for model comparison and validation.  The idealized sprinkler used 
in this experiment consists of a horizontal disk placed beneath a vertical, cylindrical nozzle.  Being idealized, there 
are no slots, tines, frame arms, or boss elements that typically are present in a realistic sprinkler.  Three disk 
diameters were considered: 25.4 mm, 38.1 mm, and 50.8 mm.  The nozzle was placed 20 mm above the disk top 
surface and had an inner diameter of 9.5 mm.  
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Figure 1.  Comparison of a) typical sprinkler geometry showing the frame arms, the boss, and deflector; and b) with idealized 
sprinkler geometry showing the nozzle and disk. 

Water discharge pressures ranging from 0.034 bar to 0.83 bar were used to investigate the spray formation as 
affected by sprinkler geometry and operating pressure using a laser-based shadow imaging system. The water film 
thickness (only measured for the lower end of the tested range of discharge pressures), sheet breakup distance, 
and drop size distributions were measured.  An example of the measurements is shown in Figure 2.  Refer to Ref. 
[14] for further details. 
 

 
Figure 2.  Experimental measurements of atomization process for an idealized fire sprinkler [14]. 

 
Numerical Model 
The sprinkler simulations utilized a VOF solver, navalFoam, implemented in foam-extend [15], a community driven 
fork of the OpenFOAM [16] CFD software. The equations solved in navalFoam have been adequately documented 
elsewhere [11-13], and portions of the model are reproduced here for reference purposes only.  Equations (1-3) 
represent the continuity, momentum, and phase volume fraction transport equations, respectively, 
 
 ! ⋅ # = 0 (1) 

 & '#
&( + ! ⋅ '## − ! ⋅ +,--!	#

= −!/0 − 1 ⋅ 2	!' + !	# ⋅ !+,-- + 34!5 

(2) 

 &5
&( + ! ⋅ #5 = 0 

(3) 
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where # represents the velocity vector, 5 represents the phase fraction, ' is the density (assumes a combination 
of phase densities weighted by respective phase fractions), 1 is the gravity vector, and +,-- is the effective dynamic 
viscosity from turbulence modeling.  The phase fraction, 5, will only have values between 0 and 1 over the few cells 
spanning the interface between fluids. 
 
The r.h.s. of Equation 2 represents the pressure body force, the gravity body force, the variation of dynamic viscosity 
across the interface, and the interfacial surface tension effects.  The dynamic pressure is represented as 
 /0 = / − '	1	 ⋅ 2 (4) 

where 2 represents the position vector.  For the surface tension effect, 3 represents the liquid surface tension and 
4 represents the mean curvature of the free surface.  
 4 = −! ⋅

!6
!6  (5) 

The surface tension force has a finite value only at the interface between phases [17].  Rather than using typical 
interface compression schemes [18] to try to maintain a sharp interface, navalFoam includes the isoAdvector 
scheme [11] for approximating a geometric reconstruction of the interface.  This scheme explicitly reconstructs a 
phase interface in each computational cell where 0 < 5 < 1 (i.e., at the intersection between the two phases).  This 
interface is advected through the cell.  When calculating fluxes through cell faces, the interface information is used 
to determine the relative amounts of phase 1 or phase 2 to be advected out of the cell.  This approach results in 
the ability to strongly limit numerical diffusion of the interface.  A detailed description of the isoAdvector scheme is 
beyond the scope of this work, but additional details can be found in Ref. [11]. 
 
Large eddy simulation (LES) was used to treat turbulence, and the one-equation eddy model was used for 
simulating the turbulent kinetic energy.  Additional details of the navalFoam model can be found in Refs. [12, 13]. 
 
Simulated Geometry 
The simulated geometry, shown in Figure 4, consists of a cylindrical nozzle, 9 = 4.25	>> and ? = 28	>>, where 9 
is the inner radius and ? is the length.  The pipe flow inside the nozzle is simulated, having the nozzle inlet at the 
top of the domain.  A disk with diameter A = 12.7	>> is placed 20 mm below the nozzle outlet.  The disk thickness 
is set to 2 mm.  The overall domain bounds are C = [−36	>>, 288	>>], I = [−36	>>, 36	>>], and J =
[−24	>>, 48	>>].  The reason for the asymmetry in the x-direction is to allow for simulation of the breakup length 
of the liquid sheet, which for the flow rates studied in Ref. [14], ranges from 153 mm to 223 mm for this disk size.  
Simulating the sheet breakup distance in only one direction allows for a minimization of the required computational 
cells, and should not affect the flow to any significant extent due to the supercritical nature of the flow (i.e., Froude 
number ≫ 1).  The top, bottom, and sides of the domain are open to the ambient. 

 
Figure 3.  Simulated geometry showing the cylindrical nozzle oriented above the cylindrical disk with inlet, top, side, and bottom 
boundaries shown. 

nozzle inlet 

nozzle inlet 

disk 
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The boundary conditions employed in the simulation are listed in Table 1, and correspond to the boundary patches 
shown in Figure 3.  To improve stability in the simulation, the inlet velocity was ramped over time from L = 0	>/N 
at ( = 0	NOP to L = 12.2	>/N at ( = 5	>N and then held constant.  This final velocity corresponds to a volumetric flow 
rate of 52 lpm.  The inlet was set to a phase fraction of one, and represents the only source of water inflow into the 
domain.  The nozzle and disk wall boundaries consisted of a no-slip velocity condition and a Spallart Allmaras wall 
function treatment for the subgrid-scale viscosity [19].  The initial conditions were set to quiescent flow and a zero 
liquid volume fraction.  For this study, no turbulent fluctuations were specified at the inlet boundary.  This assumption 
warrants further investigation in future studies, as an operating sprinkler will likely have large fluctuations at the inlet 
due to pump frequencies, turbulent pipe flow, and flow turning effects from the feed line (typically oriented 
perpendicular to the nozzle).   

Table 1.  Simulated boundary conditions. 

 Inlet Sides/top/bottom Nozzle/disk 
Liquid phase fraction Fixed value (1) Inlet/outlet Zero gradient 

Velocity Time varying fixed value No-slip Pressure inlet/outlet 
Turbulent kinetic energy Fixed value (1×10RS) Inlet/outlet Fixed value (0) 

Pressure Zero gradient Total pressure Zero gradient 
Subgrid-scale viscosity Zero gradient Zero gradient Spallart Allmaras wall function [19]  

 
Computational Mesh 
The grid requirements for a VOF simulation to be able to accurately resolve drop sizes is typically on the order of 5 
computational cells across the targeted droplet diameter or liquid sheet thickness.  For fire sprinkler atomization, 
the volume mean diameter is approximately 1 mm, with the smallest drop size of interest being on the order of 0.1 
mm diameter.  Thus, to resolve these droplets a minimum grid resolution of ~ 20 µm would be necessary.  For a 
uniform grid spacing the number of cells is directly proportional to UCRV, and therefore has the potential for resulting 
in a requirement for a very large number of computational cells.  One of the main goals of this research was to 
identify the minimum grid spacing to resolve the sheet breakup length and most of the breakup processes.  
Ultimately, adaptive mesh refinement will be required to capture the finest resolutions of interest. 
 
VOF has the potential to predict the liquid volume-flux with a high degree of certainty without necessarily fully 
resolving each individual droplet.  The reason for this is two-fold: 1) VOF accurately conserves the mass of the 
liquid, and 2) the spatial distribution of liquid volumetric flux is largely dictated by interaction of the solid-core liquid 
jet emerging from the nozzle with the macroscopic geometry of the idealized sprinkler.  Thus, for practicality, 
minimum mesh resolutions in this study ranged from 1 mm to 0.25 mm.  While these mesh resolutions will certainly 
not be adequate to capture the finest features of the atomization process (e.g., drop sizes ≈ 0.2 mm and less), 
larger features of the flow such as sheet thickness (≈ 0.8	(X	1.0	>>), ligaments, and the droplets carrying most the 
liquid volume (YZS[ ≈ 1	>>) for this condition [14] should be able to be resolved, especially with the finest mesh 
resolution.   
 
The computational mesh was created by the standard OpenFOAM mesh generation software, snappyHexMesh.  
The bounds of the simulated domain are shown in Figure 4.  One of the goals of this work is to identify the sensitivity 
of the solution to the mesh refinement.  To that end, three mesh sizes were considered.  Localized mesh refinement 
was used to resolve the expected regions of the liquid flow and minimize cell count.  The local refinement consisted 
of three regions:  1) a cylindrical region extending from the bottom of the nozzle to the top of the disk with 9 = 8	>>, 
and 2) another cylindrical region with a radius extending beyond the bounds of the computational mesh, with the 
top and bottom of the cylinder being positioned at C = −4	>> and C = 5	>>, respectively.  The resolution in these 
refinement zones was set to values of UC\]^ = 1	>>, UC\]^ = 0.5	>>, and UC\]^ = 0.25	>> for the three meshes.  
The background mesh for each simulation was UC = 4	>>. 
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a) 

 

b) 

 

c) 

 
Figure 4.  Depictions of the three levels of mesh refinements for the idealized sprinkler geometry: a) UC\]^ = 1	>>, b) UC\]^ =
0.5	>>, and c) UC\]^ = 0.25	>>. 

The resulting mesh sizes were 0.3 M, 1.8 M, and 14.1 M respectively.  The finest mesh size was also refined within 
the nozzle region, as this allowed greater stability of the solution while the interface was transiting through this 
region. The meshes consists of mainly hexahedral cells (> 98% of the total cell count) with only a small number of 
tetrahedral and prismatic cells needed to accurately represent the curvature of the nozzle and disk.   
 
Results 
Each mesh resolution was simulated for a flow rate of 0.87 L/s entering the nozzle inlet. This corresponds to the 
upper range of flow rates tested in Ref. [14].  The 1 mm and 0.5 mm resolutions were computed on in-house on a 
cluster with Intel® Xeon® CPU E5-2630 v3 @ 2.40GHz processors and using 60 cores each, requiring approximate 
wall-clock time of 2.5 hr, 14.1 hr, respectively for a simulation time of 100 ms.  The finest mesh resolution was 
simulated with on a Cray XC30 cluster with Intel® Xeon® CPU E5-2670 @ 2.60GHz processors using 600 cores 
and required 25 hr for 100 ms of simulation time. 
  
A series of iso-surfaces of the liquid volume fraction at a value of 5 = 0.5 are shown in Figure 5 for a range of times 
starting from 6 ms to 20 ms for the UC = 0.25	>>.  After 6 ms the liquid jet has emerged from the nozzle but not yet 
impinged on the disk.  After 7 ms, the jet impinges on the disk and forms a high velocity liquid film on the surface of 
the disk as pressure forces the flow outwards.  At 8 ms the liquid film leaves the surface of the disk and forms a 
liquid sheet.  At the leading edge of the sheet ligaments and droplets are formed and subsequently shed due to the 
high velocity film entering a stagnant gas-phase flow.  The liquid sheet continues to spread outwards, shedding 
droplets along the way.  By 13 ms, the high velocities induced by the initial jet impingement (and observed at 9 ms) 
have resided.  By 20 ms the liquid sheet has reached a radial distance of ~70 mm from the center of the disk. 
  
As the sheet transports radially outward, the sheet velocity decreases due to momentum exchange with the 
surrounding air.  Eventually, due to the sheet thinning as it expands radially and due to instabilities in the flow, the 
sheet breaks up. Experimental observation suggests that for this flow rate and disk/nozzle configuration, the sheet 
transitions into ligaments and droplets at a radius of ~ 165 mm from the disk center [14].  In the simulations, the 
sheet breakup occurs at a radius of about 25 mm, 160 mm, and 155 mm for the three mesh resolution results shown 
in Figure 6.  The 1 mm mesh resolution case clearly under predicts the sheet breakup distance, due to a lack of 
refinement necessary to sufficiently resolve the phase interface.  Refining the mesh to 0.5 mm and subsequently to 
0.25 mm results in a breakup distance that closely matches the experimental observation to within 10 mm.  For 
these cases, the sheet falls below the local refinement zone at a radial distance between 150 and 200 mm.  
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Figure 5.  Iso-contours for liquid phase fraction 5 = 0.5 showing the phase interface at a series of times ranging from 6 ms to 20 
ms for the UC = 0.25	>> resolution case.  Iso-contours are colored by velocity magnitude. 

 

 
Figure 6.  View in the −b direction of liquid surface iso-contours (5 = 0.5) demonstrating the sheet breakup distances for the 

three mesh resolutions: a) UC = 1	>>, b) UC = 0.5	>>, and c) UC = 0.25	>>. 
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Figure 7.  View in the −d direction of the liquid surface (5 = 0.5) demonstrating the extent of the sheet breakup distance in 

relation to the mesh refinement regions. 

A representation of the film flow on the surface of the disk is shown in Figure 8.  The thickness of the liquid film as 
it exits the disk is of interest, as this sheet thickness influences the size distribution of droplets formed upon breakup.  
Experimentally, while direct measurements of the sheet thickness for this flow rate are not available, estimates for 
the film thickness at the edge of the disk based on analytical models place the value at ~ 1.0 to 1.2 mm [14].  The 
film thickness from the simulations, determined as the distance above the disk at which the liquid phase fraction 
drops to 0.5, is shown in Table 2. The simulated values are approximately in the expected range. 

 
Figure 8.  Representation of the liquid volume fraction in the near field of the nozzle and deflector for UC = 0.25	>>. 

Table 2.  Film thickness sampled at the edge of the disk for three mesh refinements. 

 ef = g	hh ef = i. j	hh ef = i. kj	hh 
Film thickness [mm] 1.33 1.29 1.03 

 
Summary and Conclusions 
Simulating the atomization processes of a sprinkler has the potential to allow for enhanced insight into the key 
physics and controlling parameters.  This approach also has the potential to be used as a predictive tool to estimate 
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the spray injection profiles. In this study, the atomization of an idealized sprinkler geometry was simulated and 
comparisons were made to experimental data. An innovative isoAdvector scheme allowed for maintaining a sharp 
interface even with relatively coarse mesh resolution.  A mesh refinement study was used to identify requirements 
for simulating sheet breakup distance.  Mesh resolutions of 1 mm provided insufficient refinement, as the sheet 
breakup distance was greatly under predicted due to numerical diffusion of the interface, while a mesh resolution 
of 0.5 mm closely matched the experimentally determined value.  A final mesh resolution of 0.25 mm was also 
simulated, resulting in finer detail in the region of the flow following sheet breakup.  Ultimately, a mesh resolution of 
less than 0.25 mm will be required to resolve the flow features necessary to accurately predict atomization 
processes.  Comparisons for film thickness predictions were also made, showing the simulated values for the finest 
mesh resolution closely resemble the values estimated from analytical models.   
 
This study establishes the feasibility of using VOF modeling to adequately obtain injection patterns.  The numerical 
model can subsequently be used to provide insight into sprinkler geometry effects on spray characteristics and to 
eventually lead to simulating realistic sprinkler geometries to obtain the atomization results necessary to initialize 
the sprinkler spray in fire suppression simulations. 
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Abstract 
In the present study, using the open source OpenFOAM code, a numerical simulation is performed taking the adaptive 
mesh refinement (AMR) technique during solution. Formation of liquid sheet after the impact of two identical cylindrical 
jets at various conditions is studied. Since the flow pattern depends upon the Reynolds and Weber numbers, numerical 
tests are conducted at a variety of flow velocities and Reynolds numbers to demonstrate the effect of these parameters 
on the sheet formation. It is then concluded that at various conditions, different instabilities occur in the flow; hence, 
different sheet formations a flow patterns happen.  
In this study, impact of two dissimilar cylindrical fluid jets is successfully simulated for the first time in literature. Actually, 
water and oil jets are taken into account and their impact behavior is studied. In the presence of the surrounding air, an 
unstable sheet will form after impact due to the high injection speed of the jets. As depicted in the results, since the inertia 
and other physical characteristics of the two fluids are dissimilar, different phases are more intensely diffused.

Keywords: Two phase flow, Injector, Impingement jet, numerical solution, Dynamic mesh. 

Introduction 
Atomization is defined as a process of producing a large number of droplet from a liquid spot [1]. In the atomization 
process, liquid jet or a sheet of liquid are broken apart due to high kinetic energy content, exposure to high velocity 
air/gas or the mechanical energy transferred to the system in the form of rotational movements of vibrations. Due to 
random characteristic of atomization, the produced spray consists a large spectrum of various size of diameters. More 
recently, on account for a wide range of spray utility, liquid atomization has been turned out to be a fascinating subject.  
The spray produced in the Impingement jet injectors has a variety of industrial applications. Impingement injectors are 
among the most common fuel injectors in turbine engines. Such injectors are also utilized to control droplets in 
combustion, recreational fountains and also to provide uniform painting/coating [2]. Impingement jet injectors are widely 
used in liquid propellant and solid propellant motors due to their simplicity in manufacturing as well as high efficiency and 
excellent atomization characteristics. They have also been recently in the center of attention due to their low cost and 
high efficiency. Combustion performance of liquid rocket engines highly depend on mixture uniformity which is created 
by impingement jet injector. Impingement jet injector is an appropriate method to control droplet size as well as spray 
distribution which are highly applicable in industry. This injector is used in liquid rocket jet where reactants are produced 
by impinged fuel and oxidizer jets [3]. 
In such injectors, impact of two cylindrical jets leads to liquid sheets. Overall shape and thickness of the sheet is 
dependent upon the impacting angle between two jets, diameter of the jets, velocity and physical characteristics of the 
jets [4]. A variety of impingement jet injectors exist, which are used for different fluids (liquid, gas or gel) and are based 
on different parameters such as motor conditions, cooling of the walls in the combustor and its length, mixture ratio and 
the operating pressure [5].  
Although studies on Impingement jet injectors date back to a long time ago, simulations of such injectors are so scarce 
in literature due to complexities inherent in multiscale two-phase flows and the computational difficulties in such 
simulations. In a first simulation, Inoue et al. [6] presented a numerical study to provide characteristics of the impingement 
jet injectors. Their results were then compared with experimental findings and analytical solutions. Despite the shape of 
liquid sheet being periodic, their simulation was incapable of providing accurate measures for ligaments and droplets 
during collapse due to coarse mesh and inadequate mesh studies.  
In 2013 Arienty et al. [7] investigated the effect of mesh refinement on the calculations of the jet atomization. In this 
research, interfacial surface is analyzed by an appropriate combination of VOF and Level Set, using impingement jet 
atomization by means of CLSVOF formulation. Doing this so, collapse of the produced sheet by means of two jets with 
a high velocities at various levels of a refined mesh was investigated and compared with each other.   
Dong-Jun Ma et al. [8] have also used numerical simulations to study the behavior of impingement injectors and 
atomization patterns. In this simulation, they used refined adaptive mesh to study initial atomization. They also studied 
the non-Newtonian impingement jets and obtained two distinct flow patterns.  In the most recent study and simulation, 
X. Chen et al. [9] investigated the flow using VOF method along with the refined adaptive mesh.  They also provided the 
details of the flow behavior in a vast range of Reynolds and Weber numbers and compared their findings with the 
experimental data. 
In the present study, the open source solver (Open-FOAM) is utilized to provide a numerical simulation for the flow of 
Impingement jet injectors in a variety of conditions. For the models under study, refined dynamic meshes are utilized 
which can significantly minimize the computational cost and provide a reliable solution for two phase flows with different 
liquid flow sizes after collapse (comprising droplets and ligaments). Moreover, in this study, impact of two jets with distinct 
physical properties is simulated for the first time. 
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Flow Physics and Governing Equations 
Studies show that when two jets collide, a sheet is formed perpendicular to the colliding plane, as shown in figure (1). 
 

 
Figure 1. Schematic collapse of two impingement jets [3]. 

 
If the two jets are concentric, the resulting sheet will be circular otherwise the sheet will have an oval or leaf shape. To 
express the spray characteristics properly, a variety of parameters such as collision angle, jet velocity, jet radius, radial 
position and sheet thickness must be taken into account. After formation of the sheet, waves generate over the sheet 
and develop until the sheet is transformed into droplets. The resulting sheet of fluid has an oval cross section and its 
principal axis lies in the plane of impingement. The size of droplets in an impingement jet injectors is directly proportional 
to the sheet’s thickness. The sheet thickness on the other hand is inversely dependent upon the radial distance to the 
collision point and also some other miscellaneous parameters of the flow. 
Actually development the flow in the atomization can be divided to four categories as follows: jet impingement, sheet 
oscillation, ligament formation, and droplet formation. Impingement waves grow due to hydrodynamic instability, and 
hence form disturbances with high amplitude. As a result, sheet is broken up. After impingement of two jets, a sheet is 
produced which is oriented from the impingement point, where the oscillated sheet breaks up and becomes instable. 
This is because, the waves are created on this sheet and spread on them radially. As a result, capillary instabilities are 

formed and converted in to the droplet by means of Rayleigh instabilities [10]. 
Injectors have usually simple configurations but the two phase flow and the contact of distinct phases in the injector is 
highly complicated. Flow is usually transient with some parts being turbulent and rotational. Considering a generic control 
volume comprising two sub-control volumes with a common interface, the governing equations and stress tensor for 

each incompressible phase are described as Eqs. (1-3) 

(1) 𝐷𝐷(𝜌𝜌𝑖𝑖𝑢𝑢𝑖𝑖)
𝐷𝐷𝐷𝐷 = 𝛻𝛻.𝛱𝛱𝑖𝑖 + 𝜌𝜌𝑖𝑖𝑔𝑔 

(2) 𝛻𝛻.𝑢𝑢𝑖𝑖 = 0 
(3) Πi = −piI + µi(∇ui + (∇ui)T) 

Where the subscripts i denotes each of the first or second phases of the fluid. Also, 𝜌𝜌 and 𝜇𝜇 represent the density and 

viscosity, respectively. For the interface of liquid-gas Γ which is observable in the atomization process, impermeability 
condition holds and there is no mass transfer between the two phases, hence the continuity equation yields 

(4) 𝑢𝑢1 = 𝑢𝑢2 𝑓𝑓𝑓𝑓𝑓𝑓  𝑥𝑥 𝜖𝜖 𝛤𝛤 

Variations of the normal stress over the interface is balanced with surface tensions. Taking the coefficient of surface 
tension to be constant, Laplace-Young boundary condition for conservation of momentum over the interface is defined 
as 

(5) 𝛱𝛱1 − 𝛱𝛱2 = 𝜎𝜎𝜎𝜎𝜎𝜎  𝑓𝑓𝑓𝑓𝑓𝑓  𝑥𝑥 𝜖𝜖 𝛤𝛤 

Where k is the curvature radius of the interface and n is the unit vector perpendicular to the interface as well as 𝜎𝜎 is 
surface tension coefficient. To provide a numerical simulation of the flow model, interface of fluid and gas should be 
determined accurately. The motion of interface is described with Eq. (6) where scalars are defined differently according 
to following the interface. 

 𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

+ 𝑢𝑢.𝛻𝛻𝛻𝛻 = 0 (6) 

In the VOF method, C is the volume fraction. Moreover, physical quantities such as density, viscosity, normal function 

and curvature are defined for the VOF method as Eqs. (7-10) 

(7) 𝜌𝜌 = 𝜌𝜌2 + (𝜌𝜌1 − 𝜌𝜌2)𝐶𝐶 
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(8) 𝜇𝜇 = 𝜇𝜇2 + (𝜇𝜇1 − 𝜇𝜇2)𝐶𝐶 
(9) 𝑛𝑛 = ∆𝐶𝐶 |𝛥𝛥𝛥𝛥|⁄  

(10) 𝑘𝑘 = −𝛻𝛻.𝑛𝑛 
 

Solution Method 
The main purpose of this numerical solution is to simulate the flow of two liquid jets impingement under different 
conditions. The simulation is carried out in OpenFOAM. In OpenFOAM, there are different solvers for simulation of 
multiphase flows in which one of the most well-known solvers is the InterDyMFoam used to simulate two phase, 
isothermal and incompressible based on VOF method. Energy equation is not utilized in this solver. 
In simulations of colliding jets, the two liquid jets collide and a thin sheet is formed in the vicinity of the two jets, Figure 
(2).  

 
Figure 2. Schematic collision of two jets [10] 

 
The domain for the present study is a cube purely air-filled domain as the initial condition. In order to eliminate the 

boundary condition effects, the volume is considered with the dimension 50 30 25d d d× × , where d  is jet radius. The 

fluid used in this study is Newtonian at standard temperature and pressure conditions. Gravity force is neglected due to 
negligible implications. 
In accordance to atomization characteristics and two phase flow simulations where there are various length scale, mesh 
refinement modeling is carried out. All domain is solved with coarse size of mesh. In addition, the implemented method 
for refining the mesh is carried out at different stages. In this simulation the main areas which requires refinement mesh 
are as follows: 1- impingement area with high curvature 2- area of liquid sheet formation 3- area of rim at surrounding of 
the liquid sheet 4- areas with small size of droplet. Meanwhile, the size of cells at the rest of areas (where there is no 
liquid and are located at a specific distance from the impingement area), is constant. The schematic of the solution 
domain is displayed at Figure (3).  

 

 
b) magnified view near the liquid sheet edge with different size of 

grid mesh 

 
a) two dimensional view of domain with different sizes of mesh, 

adapted in the region of liquid sheet formation 
 

Figure 3. Schematic of the solution domain 
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According to the physics and conditions of the problem, two jets are considered on the upper edge as the input with an 
velocity boundary condition. The nozzle has a circular geometry and the liquid jet is pumped into the domain with a 
volume fraction of unity during the solution. In other boundaries, far field conditions hold which are zero pressure gradient, 
zero velocity gradient and zero volume fraction. If the flow direction is inward, the tangential component would take a 
constant value. 

 
Results 
As a result, the sheet breaks up into ligaments and these ligaments further will be breaks into droplets. In Figure 4, 
verification of an example model with the analytical and numerical ones presented in Refs. [11-12] are provided. As can 
be seen, the length and shape of the formed sheet is in a very good agreement with experimental results.  
 

  
 

Figure 4. Validation of one model with numerical and analytical simulations. 

 
Experimental and simulation conditions for collision of the jets at low velocities are taken as the simulations performed 
by Bremond and Villermaux [11]. The injected liquid is water-glycerin with a diameter and jet velocity of 400 micro meters 
and 3.3 meters per second, respectively. Collision angle of the two jets is also taken to be 89 degrees. According to the 
experimental conditions, Reynolds and Weber numbers of the flow are 40.4 and 58.8, respectively. Based on the physics 
of the flow, a stable sheet is formed according to the balance of surface tension forces, centrifugal force and inertial force 
at the edge of the sheet. For such conditions, when the two jets with low velocities collide, they will finally form a single 
jet after formation of the sheet, if surface tension force and inertial force are balanced. 
 

     

10t ms=  8t ms=  6t ms=  4t ms=  2t ms=  

Figure 5. Numerical solution of collision of the two jets for the 2 89oα =  , 58.8We = , Re 40.4= , 3.3j
mu
s

=   
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Figure 6. Close-up view of the collision of two jets with condition 2 89oα = , 58.8We = , Re 40.4= , 3.3j
mu
s

= . 

 
At the peak point of the sheet and after a unit jet formation, the prescribed jet is ultimately break into a large droplets, 
where this breakup is consistent with capillary instability. The results of the simulation is illustrated in Figures 5 and 6 for 
development of liquid sheet bounded by a rim.  
In low velocities and high viscosities, the fluid can be followed by segregated form of the sheet by means of two 
impingement jets. After impingement, whole fluid is bounded by an edge surrounding the sheet. Injected fluid flows along 
of the surrounding edge of the sheet. After that, two fluids are impinged until a jet or a secondary liquid film will be formed 
at the lower peak point of the sheet. Increasing of the velocity in this case will cause small grains at the surrounding 
edges, caused by small disturbances, and thus the sheet is disintegrated. In another simulation with an enhanced flow 
rate and Reynolds number, results are depicted in Figure 7. In this simulation the nozzle diameter is 𝐷𝐷 = 400𝜇𝜇𝜇𝜇 and 
collision angle of the two jets is 60 degrees. The jet velocity under this condition is 18.5 m/s and the Weber and Reynolds 
numbers are 2987 and 11724, respectively. 
 

 

Figure 7. Numerical solution to collision of two jets for the 2 60oα =  , 2987We = , Re 11724= , 18.5j
mu
s

= , a) 0.2 

msecond b) 0.3 msecond, c) 0.46 msecond 

Large amplitude hydrodynamic instabilities which is typically known as the collision wave, can be observed on the sheets 
of Fig.7. These waves have high frequency which are dominant in sheet collapse for high velocities and high collision 
angles. In addition, advancing the sheet through the time (0.2 millisecond – 0.46 millisecond) and forming the final shape 
of the sheet can be followed in Fig. 7.a – Fig. 7.c. 
One of the most significant advantages of the present study is the refined mesh algorithm. To make it more clear, we 
may compare the number of computational cells for the present algorithm which is 5408549 with the traditional and 
uniform mesh (with the smallest cell being defined according to the smallest cell in the dynamic simulation) which is 
491520000 (almost 91 times larger).  
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(a) Re 294=  , 152We =  

 

 
(b) Re 3536= , 353.5We =  

 

 
(c) Re 11724= , 11724We =  

Figure 8. Sheet formed as a result of a 60 degree collision with different Reynolds and Weber numbers 
 

 
In Figure 8, three different formation modes of the sheet are depicted for a variety of Reynolds numbers. As the jet 
velocity increases, if the film of liquid grows sufficiently, some random holes would appear in the sheet. For further 
increments of the liquid velocity, gas inertia may lead to formation of some waves over the surface of the sheet and 
creates a rugged surface. These perturbations also create asymmetric waves with increasing radial amplitudes. In 
general, the overall flow pattern is dependent upon the Weber and Reynolds numbers. As mentioned earlier, increasing 
the jet velocity or the Reynolds number make liquid sheet unstable. In this case, by increasing of the velocity, the 
properties of the sheet will highly depend on the jet velocity and liquid properties. Increasing velocity also disappear the 
rim of the sheet, and hence collapse is seen at near lower peak point. The main reason for this instability is the direct 
interaction of the sheet with gaseous media surrounding the sheet. In this way, the rapid growth of the wave on the sheet 
would be occurred, and when the wave is reached to its critical value the collapse will be happened. As it is pointed out 
in the beginning of the simulation, two liquid jets at low Weber and Reynolds numbers will form leaf like sheet bounded 
by a rim. Increasing of the velocity may create small satellite droplets at the surrounding of the edges caused by small 
disturbances which may result in the sheet breakup. Formation of the droplets can be formulated following by the 
Rayleigh of capillary instabilities. In this case, a liquid droplet will be formed which its size will be increased as the velocity 
increases. 
In order to simulate heterogeneous fluid impacts, the multiphaseInterFoam solver which is a typical in OpenFOAM, is 
utilized. This solver employs the same equations as the InterFoam solver and uses the same sets of codes to simulate 
incompressible and isothermal two phase flows by means of VOF method. Energy equation is not included in this solver. 
The only distinction of the multiphaseInterFoam solver with InterFoam is that the former is not restricted for two phase 
flows and can be used for multiphase flow simulations as well. 
For this solver all phases are considered to be incompressible. Moreover, a fluid must be taken as the base fluid which 
is usually the air for the most applications. The rest of present phases with a phase ratio between zero to one are 
compared with the base fluid. Also, according to the number of fluids used, a separate surface stress must be defined 
between any two phases of the flow. 
Iterative loops are commonly used in this solver to determine the physical quantities such as density and viscosity. The 
loop for determination of the surface tension is different. The surface tension is indeed calculated between two phases 
and is defined as Eq. 11 

 𝐹𝐹𝑠𝑠 = 𝜎𝜎 �∇. � ∇𝛼𝛼
|∇𝛼𝛼|�� (∇𝛼𝛼) 

(11) 

Where ∇𝛼𝛼 is the normal vector to the interface of the two phases and 𝜎𝜎 is the surface stress. 
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In this simulation, two oil and water liquid jets which have different properties are impinged with each other. In this case, 
by considering of air, a multi-phase flow will be formed which an instable sheet would be formed due to high velocity of 
the injected jets. As it will be shown in the results section, since the inertial and properties of two fluid are not equal, 
advancing each fluid on the surface of the other is different. It means the extension of each fluid in the gaseous medium 
is different and balancing between inertia force, viscosity and surface tension is a crucial role in the shape of unlike 
impinging jets.  
 

 
(a) Side view of two unlike jets 

 

 
(b) Top view of two unlike jets 

 
Figure 9. Unstable sheet formed by the collision of two jets of water and oil  

 
Conclusion 
In this study, the behavior and physics of formation of a sheet as a result of collision of two cylindrical jets in the laboratory 
condition is investigated. According to the flow physics and injection conditions, collision of the two jets can cause a 
variety of instabilities in the sheet. To this aim, using the open sourced OPENFOAM code, numerical simulation is 
performed with adaptive refined mesh to characterize the formation of the flow after collision of two cylindrical jets of 
liquid. Results of the present study are also verified with analytical, experimental and other numerical simulations. In the 
numerical simulations performed, different experimental conditions are studied for a variety of Reynolds and Weber 
numbers. It is found that in different conditions due to the variety of instability conditions that can occur, the shape of the 
sheet and flow is different. 
Dynamic mesh refinement makes it possible to start the solution with coarse meshes and refine the mesh as required in 
the critical and sensitive regions. This will finally reduce the computational costs and make it possible to provide solutions 
of two-phase flows, i.e. sprays with different dimensions, which require very tiny mesh sizes. 
In addition, simulation of two unlike impinging jets was done by a refined mesh for water and petroleum. The shape of 
the sheet and breakup mechanism of sheet in unlike fluid are generally similar to like fluid and penetration of each liquid 
in to another can be observed in the simulations. 
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Abstract 

The present paper explores the use of time resolved infrared IR thermography combined with high-speed imaging 

to describe the liquid-surface interfacial heat transfer phenomena occurring at droplet/wall interactions. Custom 

made calibration and post-processing methods are proposed and discussed. The results show that the 

methodology proposed captures very well particular details on droplet dynamics and heat transfer, allowing to 

identify air bubble trapping at the impact region as well as the temperature variations at the formation of the rim. 

Furthermore, the calibration proposed here allowed amending some physically incorrect results that were often 

obtained with the IR camera’s default calibration. The combined analysis of droplet dynamics (e.g. the spreading 

factor) with the radial temperature profiles, heat flux and cooling effectiveness computation allowed establishing 

qualitative and quantitative trends on the effect of various parameters on the heat transfer occurring at 

droplet/wall interactions. Particularly, the effect of the initial surface temperature is observed to play a minor role, 

as long as it is low enough to prevent the occurrence of boiling. On the other hand, extreme wetting scenarios, 

such as superhydrophobicity limit the heat transfer between the spreading droplet and the surface. However, the 

thermal analysis reveals that a major reason for this is not related to the reduced contact time of the droplet on 

the surface (due to rebound) or air entrapment, but is rather associated to the reduced wetted area caused by the 

high contact angles. 

Keywords 

Droplet impact, heated surfaces, wettability, superhydrophobicity, Infrared high-speed thermography. 

Introduction 

Transport phenomena occurring at liquid-solid interfaces run a wide range of processes in various numerous 

applications. For instance, cooling systems are vital in different applications and at diverse temporal and spatial 

scales, such as electronics cooling, nuclear and chemical reactors, refrigeration systems, thermal generation of 

electricity or even in the food industry. Focusing on electronics cooling, the thermal management of 

microprocessors is argued to be the largest limitation to the development of new processors in the near future, 

which demands for innovative cooling strategies. Popular strategies include liquid cooling with phase change, 

such as pool boiling and spray cooling and often address surface modification to enhance the heat transfer 

processes, e.g. [1-2]. In any of these cases, the heat transfer is mostly governed by the mechanisms occurring at 

the liquid-(modified) surface interface. Despite being studied for many years, an accurate description of these 

processes is not provided yet, as it demands for experimental data obtained under demanding conditions, with 

high spatial and temporal resolutions. A clear example of these limitations is the study of droplet wall/interactions. 

Despite being studied for more than a century by many researchers as reviewed for instance in [3-4], the complex 

relation between droplet dynamics and heat transfer is far to be understood. The current knowledge on 

droplet/wall interactions recognizes wettability as playing a fundamental role in droplet dynamics and heat transfer 

processes. However, the accurate description of its effect is also still far from being completely described. 

Particularly, rudimentary knowledge is still achieved when complex surfaces with modified topography and/or 

chemistry are used [5]. This knowledge is even sparser when the complexity of the surfaces includes hierarchical 

structures, such as those present in biomimetic surfaces, which requires demanding static and dynamic wetting 

characterization methodologies, as recently reported by [6]. Infrared (IR) thermography has been recently 

explored as a high potential alternative to the intrusive measuring methods often used, based on thermocouples, 

which can provide important information on droplet impact under such particular boundary conditions [7-9]. 

However, many of these studies are focused on sessile droplets [10] or in particular boiling regimes such as the 

film boiling [11] where wettability plays a secondary role. Furthermore, care must be taken in the calibration and 

post-processing methods to obtain reliable measurements. Within this scope, the present paper explores the use 

of time resolved infrared thermography with high spatial resolution, combined with high-speed imaging to describe 
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the droplet-surface interfacial heat transfer phenomena occurring during droplet impact onto heated surfaces. 

Custom made calibration and post-processing methods are proposed and discussed. The experimental impact 

conditions consider the effect of different parameters such as impact velocity and fluid properties. Emphasis is 

given to the effect of wettability (hydrophilic vs superhydrophobic surfaces). 

 
Material and methods 

Experimental set-up and working conditions 

Droplets are generated at the tip of a hypodermic needle and fall by action of gravity on the heated surface. Water 

and ethanol are chosen as working fluids to address the effect of surface tension (partial wetting vs well wetting 

fluid) on the heat transfer processes occurring at the liquid-surface interface. The main physico-chemical 

properties of the working fluids is summarized in Table 1. 

Table 1. Thermo-physical properties of the fluids used in the present work. 

Properties Water Ethanol 

Saturation Temperature - Tsat [ºC] 100 78.3 

Density – ρ [kg/m
3
] 1000 757 

Dynamic viscosity - µ x10
-3

[Ns/m
2
] 1.05 1.19 

Surface tension - σ x10
-3

[10 −3 N/m] 72.88 22.8 

 

Droplet initial diameters D0 range between 2.4mm<D0<3mm±0.2mm and the impact velocities V0 are varied 

between 0.8m/s and 2m/s. The impact surface is a stainless steel electrically heated foil, with 20m thick, 20mm 

wide and 100 mm long. The heating assembly consists in copper electrodes clamped on the top of the stainless 

steel foil, which is then glued on the top of an insulating thermal glass. This entire assembly is then placed on a 

stainless steel support for an easier positioning. The bottom side of the stainless steel foil used for IR 

thermography is black matt painted to increase the emissivity (εr=0.95). The surface is considered to be smooth, 

even after application of a chemical coating to turn it superhdrophobic. (variations in the average and in the peak-

to-valley roughness, measured with a profilemeter Dektak 3 from Veeco are smaller than 20nm). This commercial 

coating called Glaco® is mainly a perfluoroalkyltrichlorosilane combined with perfluoropolyether carboxylic acid 

and a fluorinated solvent. 

Wettability is characterized measuring the quasi-static advancing and receding and the static contact angles, 

using an optical tensiometer (THETA from Attention). The static contact angle, measured by the sessile drop 

method was θ=81.7º±1º for the uncoated surface and =162.5º for the coated surface. The quasi-static advancing 

and receding angles were used to evaluate the hysteresis of the foil (i.e. the difference between the quasi-static 

angles), which was always larger than 20º±1º for the hydrophilic foils tested here and always lower than 10º for 

the coated superhydrophobic surfaces. A detailed description of the experimental procedure taken to characterize 

the wettability of the surfaces can be found in [6]. 

The topography and wettability of each foil are carefully evaluated before and after droplet impact to assure 

consistent boundary conditions for each impact event. Furthermore, care was taken to assure that the initial 

surface temperature was reproducible before each new droplet impact. 

An infrared IR-high speed camera (ONCA-MWIR-InSb from Xenics - ONCA 4696 series) is placed below the 

heated target, while a high-speed camera (Phantom v4.2) is mounted to take side views of the droplets. During 

impact, simultaneously but not synchronized high-speed video and high-speed thermographic images are taken 

to record the dynamic behavior of the droplets. The acquisition frequency and resolution are 2200fps, 

512X512px
2
 and 1000fps and 150x150px

2
 for the high-speed video and high-speed thermographic camera, 

respectively. For each experimental condition considered here, five tests were performed to assure reproducibility 

of the experiments. 

 

Post-processing methods 

Image post-processing is used to obtain the initial diameter D0, the impact velocity V0, the spreading diameter D(t) 

and the spreading factor =D(t)/D0. The curves are averaged from at least 3 events taken at similar conditions.  

The radial temperature profiles were obtained after post processing the IR images using a homemade MatLab 

code which allowed converting the raw IR images to temperature data. For the calibration method, a custom-
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made cavity based blackbody radiator device was designed and assembled. For each imposed temperature at 

the cavity and after achieving a stable condition for which the temperature is homogeneous in the cavity, the 

measured temperatures are converted into radiated energy flux (W/m
2
) performing an energy balance and plotted 

against the received intensity signal in ADU’s (Analogic to Digital Units). Then a polynomial curve is fitted to these 

data. This calibration is performed considering a pixel by pixel approach. As for the post-processing procedure, a 

number of steps must be performed and a sequence of filters was developed and applied, as follows: 

 

1) Background removal filter 

To remove background noise from the the image, obtaining real temperature variations requires removing the 

image background. While a common background filter removes the background (the grey scale value) leaving 

visible changes in the following frames, the custom-made filter designed here considers the temperature 

variations to be relative to the background temperature. The developed filter is applied to each pixel as given in 

equation 1: 

vid∗(xp, yp, tn) = (
vid(xp,yp,tn)−vid(xp,yp,1)

vid(xp,yp,1)
) avTemp + avTemp                       (1) 

where vid is a 3d matrix with the temperatures for each pixel and for different timesteps, vid* is the resulting 

matrix, xp and yp are the Cartesian coordinates for the pixel, tn the timestep and avTemp is the average 

background temperature.  

2) Noise removal filter 

A median filter was used to perform noise removal. This filter has the potential to remove random bad pixel noise 

from the picture. It uses a MATLAB function that outputs the median of a 3-by-3 neighbourhood of the input pixel.  

Measurement uncertainties 

The main uncertainties associated to droplet dynamics are summarized in Table 2, while Table 3 depicts the 

uncertainties associated to the main parameters used to describe the heat transfer process at droplet/wall 

interaction. 

Table 2. Uncertainties of the main parameters used to describe droplet dynamics. 

Parameter Uncertainties (rel. or abs) 

Droplet diameter before impact 𝐷𝑜 

[mm] 

 Spreading diameter 𝐷 [𝑚𝑚] 

 

𝑈𝐷 = ±160𝜇𝑚 

𝑈𝐷𝑜
= ±160𝜇𝑚 

Spreading factor =𝐷 𝐷𝑜⁄ [-] 

 

𝑢𝐷 𝐷𝑜⁄ 𝑚𝑎𝑥 = ±37% 𝑎𝑡 (𝐷 𝐷𝑜 = 0.17)⁄    

𝑢 𝐷 𝐷𝑜⁄ 𝑚𝑖𝑚 = ±7% 𝑎𝑡 (𝐷 𝐷𝑜 = 3.86)⁄  

Impact velocity 𝑉0[𝑚 𝑠⁄ ] 𝑈𝑉𝑜
= 0.08 [𝑚 𝑠⁄ ] 

 

Table 3. Uncertainties of the main parameters used to describe the heat transfer process during droplet spreading. 

Parameter Uncertainties U (rel. or abs) 

Temperature T[K] 𝑈𝑇 = ±1𝐾 

Temperature difference ΔT [K] 𝑈∆𝑇 = ±1.4𝐾 

𝑢∆𝑇𝑚𝑎𝑥 = ±14% 𝑎𝑡 (∆𝑇 = 10 𝐾) 

𝑢∆𝑇𝑚𝑖𝑛 = ±1.7% 𝑎𝑡 (∆𝑇 = 78 𝐾) 

Non-dimensional temperature T*[-] 𝑈𝑇∗𝑚𝑎𝑥 = ±0.04 𝑎𝑡  (𝑇∗ = 1) 
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𝑈𝑇∗𝑚𝑖𝑛 = ±0.02 𝑎𝑡 (𝑇∗ = 0.3) 

𝑢𝑇∗𝑚𝑎𝑥 = ±6% 𝑎𝑡 (𝑇∗ = 0.3) 

𝑢𝑇∗𝑚𝑎𝑥 = ±4% 𝑎𝑡 (𝑇∗ = 1) 

Imposed volumetric heat flux 

𝑞′′′[𝑊 𝑚3⁄ ] 

𝑢𝑞′′′ 𝑚𝑎𝑥 =  ±12%  𝑎𝑡(𝑞′′′ = 6.5 ∙ 106 [𝑊 𝑚3⁄ ])  

 

Radial distance r [mm]  𝑈𝑟 = ±200 𝜇𝑚 

 

Results and discussion 

Simultaneous analysis of droplet dynamics and thermal processes 

Although the IR and the high-speed cameras were not perfectly synchronized, the simultaneous images captured 

during droplet impact and spreading allow understanding the qualitative relation between droplet dynamics and 

the heat transfer processes occurring during the spreading. Hence, Figure 1 depicts the impact of a water droplet 

(D0=2.6mm, V0=0.8m/s) on the smooth uncoated (i.e. hydrophilic) stainless steel foil, initially heated at TW0=80ºC. 

The figure shows the side view of the impacting droplet and the corresponding thermal images taken on the 

heated foil (bottom view) during impact and spreading. The corresponding temperature profiles, from the center of 

the droplet (r=0mm) to the rim of the lamella are shown at the bottom images. The figure clearly shows the 

sudden temperature decrease at r=0mm, at the point of impact, which quickly recovers to the rim, at the early 

instants after impact. A steeper temperature difference between the center of the droplet and the rim is then 

observed at later instants after impact, near the maximum spreading (t=6ms), which remains for later stages, 

during recoiling, for the wetted area, while heat is removed at the liquid-solid interface. The rim is perfectly 

identified in the thermal images, which can be related to the temperature profiles, by the slight bump, associated 

to the change in the thickness of the lamella.  

 

Figure 1. Correspondence between the high-speed images taken to the droplet (dynamic behaviour) and the IR thermal images 

taken to the surface in contact with the spreading droplet (heat transfer process) and to the resulting temperature profiles taken 

at various instants after impact. The water droplet D0=2.6mm impacts the smooth stainless steel surface at V0=0.8 m/s. Initial 

surface temperature TW0= 80ºC. 

Evaluating the calibration method 

To infer on the efficacy of our calibration method, some preliminary images were taken using the camera’s default 

calibration, which were then compared to those taken using the custom-made calibration. For illustrative purposes 

the result of applying our calibration process is discussed for the impact of water droplets at 2m/s and 0.8m/s, for 

initial foil temperatures of 60ºC, 100ºC and 110ºC. Real working temperature values is provided, so small 

variations can be observed around these reference values.  
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Figure 2 depicts the temperature variation on the foil, as a function of the spreading radius, of a water droplet 

(D0=2.6mm) impacting on the smooth and hydrophilic stainless steel foil at V0=0.8m/s at the initial foil temperature 

TW0=107ºC (Figure 2a) and TW0=117ºC (Figure 2b). Particularly, this Figure compares the results obtained using 

the camera’s default calibration (Figure 2a) with those attained after applying our calibration and post-processing 

method (Figure 2b). The different curves in each plot correspond to different time instants after impact. Hence, at 

the time instant immediately after impact (e.g. t=1ms) the temperature decrease observed on the impact region of 

the foil (central region of the droplet) due to the contact with the cold liquid is small and swiftly recovers for the 

small spreading factor that is still observed at that instant. This trend contrasts with the higher temperature drops 

at later time instants after impact. Despite the small variations that occurred in the initial impact conditions, which 

could not be entirely controlled, the Figure clearly shows that during the spreading phase (all the points before 

t=13ms), the calibration and post-processing method proposed here are able of capturing the effect of air 

entrapment air in the stagnation point (the point of droplet impact) often referred in the literature, e.g. [7], which is 

related to the small temperature decrease that is observed from the point of impact (r=0mm) to the immediately 

subsequent points. 

   

a)          b) 

Figure 2. Temperature variation on the stainless steel foil (smooth and hydrophilic, with an equilibrium angle =87.1ºI) during 

impact and spreading of a water droplet (D0=3mm, U0=0.8m/s), for an initial foil temperature of: a) TW0=107ºC. The results were 

obtained from the thermal images after applying the camera’s default calibration. These results were taken for an ambient 

temperature Tamb=21ºC; b) TW0=117ºC. The results were obtained after applying our custom-made calibration and post-

processing method. The ambient temperature in this case was Tamb=24ºC. 

 

The calibration and post-processing procedures proposed here also allowed amending some physically incorrect 

results that were often obtained with the camera’s default calibration. For instance, in Figure 2a, for the curve 

obtained at t=23ms after impact, the foil temperature at the impact region (r=0mm) is slightly lower than the 

ambient temperature, which is not possible, being corrected in our custom-made method. 

As the temperature profiles alone are not enough to characterize the heat transfer process, further analysis can 

be performed by computing the heat flux and the so-called cooling effectiveness , as defined by [7].  Considering 

an axisymmetry condition at the center of the droplet, the heat flux removed by the droplet from the foil q” can be 

written as: 

 𝑞" = 𝑞0
" + 𝑘𝛿

𝜕2𝑇

𝜕𝑟2 − 𝜌𝐶𝑝𝛿
𝛿𝑇

𝛿𝑡
              (2) 

Here, k, Cp and  are the thermal conductivity, density, heat capacity and thickness of the heated foil, 

respectively. Assuming that there is no phase change of the liquid during droplet impact and spreading, [7] define 

as cooling efficiency , the ratio between the actual sensitive heat removed by the droplet and the maximum 

sensitive heat that can be theoretically removed: 

𝜀 =
∫ ∫ 𝑞"𝑑𝐴𝑑𝑡

𝐴𝑡

(𝑚𝐶𝑝∆𝑇)𝑤𝑎𝑡𝑒𝑟
               (3) 

These quantities were used to evaluate the effect of various parameters in droplet dynamics and heat transfer. 

The results were analysed to describe the heat transfer processes coupled with the fluid flow and dynamic 

characteristics during droplet impact.  

 

Effect of the initial surface temperature TW0 

Although the detailed results cannot be shown here, due to paper length constrains, the analysis of the 

temperature profiles, the heat fluxes and the cooling effectiveness shows a negligible effect of the initial surface 

temperature, as all the curves obtained at different initial surface temperatures tend to collapse. Exception was 
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made to the curve obtained at TW0=110ºC, which tends to converge for higher values of the cooling effectiveness, 

which may be attributed to the beginning of the liquid phase change and to an incipient boiling. 

 

Effect of liquid surface tension 

To infer on how good our method captures the physics governing the fluid dynamics and heat transfer processes 

at droplet/wall interactions, the effect of the liquid surface tension is addressed here comparing the thermal 

processes occurring at the impact of water and ethanol droplets for initial surface temperatures below saturation. 

Given the lower surface tension of ethanol, the spreading factor is much larger than that of water, so the lamella is 

also much thinner. Furthermore, after spreading, good wetting fluids like ethanol tend to proceed the spreading for 

very long time intervals after impact, without recoiling, in a regime controlled by capillary forces [12-13], often 

aided by the formation of a precursor film [12]. This reduced thickness of the lamella of the ethanol droplet 

became an obstacle when performing the experiments, since for initial foil temperatures above saturation, the 

applied electrical current is very high deforming the stainless-steel foil. These deformations are not relevant for 

the spreading of the water droplets but are enough to cause the ethanol lamella to slip away from the 

measurement area, being impossible to capture IR images under those conditions. Hence, measurements could 

be performed for ethanol only at the lowest impact velocity (V0=0.8m/s) and for initial foil temperatures of 40ºC 

and 60ºC. The spreading factor =D(t)/D0 obtained for water and ethanol droplets is depicted in Figure 3. The 

maximum spreading factor is reached at 7ms after impact for ethanol and 5ms after impact for water. Naturally, 

the wetted area of the spreading ethanol droplet is larger than that of water. 

 

Figure 3. Temporal evolution of the spreading factor for a water and an ethanol droplet impacting on the smooth and uncoated 

hydrophilic stainless steel surface at V0=0.8m/s. TW0=60ºC. 

Comparing the heat flux removed by the water and the ethanol droplet, as depicted in Figure 4, the heat flux peak 

is more accentuated for the water droplet. This is due to the the thicker lamella edge, caused by a higher surface 

tension and naturally to the higher values of the thermal properties of the water. So, overall the heat flux removed 

by the water is about twice that removed by the ethanol. The fact that the temperature difference to the saturation 

temperature is different in both liquids seems not to have a significant effect in this case.  The radius is made non-

dimensional since the initial diameter of the ethanol droplets is slightly smaller than that of the water droplets. 

  

a) t=2ms after impact            b) t=4ms after impact 

Figure 4. Heat flux along the radius for or a water and an ethanol droplet impacting on the smooth and uncoated hydrophilic 

stainless steel surface at V0=0.8m/s. TW0=60ºC. 
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Although the heat flux is difficult to compare between the water and the ethanol droplets, the cooling effectiveness 

can be easily compared for both liquids, as it considers the effect of both the droplet's initial diameter and thermal 

properties. The cooling effectiveness computed as a function of the non-dimensional time t*=tV0/D0, for the 

ethanol and water droplets is depicted in Figure 5, which clearly shows a higher cooling effectiveness for ethanol.  

 

Figure 5. Comparison between the cooling effectiveness of a water and an ethanol droplet impacting on the smooth and 

uncoated hydrophilic) stainless steel surface at V0=0.8m/s. TW0=60ºC. 

This result may seem odd, following the previous analysis of the heat flux. Nevertheless, considering the definition 

of the cooling effectiveness (the total heat removed is divided by the maximum possible heat removed) this result 

is actually plausible. Since ethanol has worse thermal properties, the maximum possible heat removed is also 

lower than that of water, so in the end the cooling effectiveness considering the improved wetted area is actually 

higher for ethanol. It is worth noting, however, that this better cooling effectiveness is not associated to a better 

cooling performance, as one must evaluate all the parameters and effectively access the heat that is removed 

from the surface, which is naturally larger for water.  

 

Effect of surface wettability 

To infer on the effect of wettability, the heat flux (Figure 6) and cooling effectiveness (Figure 7) are compared for 

the impact of a water droplet (D0=2.6mm, V0=0.8m/s) on the stainless steel foil, with and without the Glaco® 

coating. As aforementioned, the coated foil becomes superhydrophobic, depicting equilibrium angles with water of 

=162.5º with a hysteresis always lower than 10º. Although the spreading factor is similar for both droplets, the 

shape of the rim is quite different. Hence, while in the hydrophilic case, the droplet spreads and wets the surface, 

in the superhydrophobic case, the shape of the rim reduces the true wetted area, thus reducing the liquid-solid 

contact area. The superhydrophobic surface also promotes the complete rebound of the droplet, which occurs 

approximately at t=20ms after impact. Consequently, the heat flux depicted in Figure 6 is considerably smaller for 

the superhydrophobic surface. The heat flux peaks at the contact edge are also smaller. The peak observed at 

t=4ms is associated to the maximum spreading diameter which occurs at that time instant (Figure 6b).  

 

a) t=2ms after impact            b) t=4ms after impact 

Figure 6. Heat flux during the spreading of a water droplet on a hydrophilic vs superhydrophobic surface (D0=2.6mm, 

V0=0.8m/s, TW0=100ºC). 

 

The lower cooling effectiveness computed as a function of the non-dimensional time t*=tV0/D0 for the 

superhydrophobic surface is therefore not only related to the reduced contact time between the droplet and the 

surface due to droplet rebound, but also due to the reduced wetting contact area resulting from the high contact 

angles. Despite the spatial resolution does not allow the clear detection of very thin layers of air, it is good enough 

to detect bubble entrapment, as discussed in Figure 1. From this perspective, the presence of an air layer 

precluding droplet contact with the superhydrophobic surface is not evident, except at the contact line edges 
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where an important part of the heat transfer takes part. Hence, the reduced contact area due to the shape of the 

droplet visualization seems to play a major role in the heat transfer process, although a more detailed analysis 

and relative quantification is required in the near future to confirm these trends. 

 

Figure 7. Cooling effectiveness as a function of the non-dimensional time t
*
, for a water droplet spreading on a hydrophilic vs 

superhydrophobic surface (D0=2.6mm, V0=0.8m/s, TW0=100ºC). 

 

Conclusions 

The present paper analyses the liquid-surface interfacial heat transfer phenomena occurring at droplet/wall 

interactions combining the use of time resolved infrared thermography with high-speed imaging. The results show 

that the methodology proposed captures well particular details on droplet dynamics and heat transfer, allowing to 

identify air bubble trapping at the impact region as well as the temperature variations at the formation of the rim. 

The combined analysis of droplet dynamics (e.g. the spreading factor) with the radial temperature profiles, heat 

flux and cooling effectiveness computation allowed establishing qualitative and quantitative trends on the effect of 

various parameters on the heat transfer occurring at droplet/wall interactions. Hence, the effect of the initial 

surface temperature is observed to play a minor role, as long as it is low enough to prevent the occurrence of 

boiling. The physico-chemical properties of the working fluids naturally play a vital role in the heat transfer 

process, so the heat fluxes obtained during the spreading of a water droplet are much larger than those obtained 

during the spreading of an ethanol droplet (up to two times higher). However, the cooling effectiveness of the 

ethanol droplet is actually higher than that of the water droplet given its larger spreading area, which is accounted 

in the effectiveness, together with the properties of the fluids. The superhydrophobic wetting regime limits the heat 

transfer between the spreading droplet and the surface, as expected, given the particular dynamic behaviour of 

the droplets within this regime (limited droplet-surface contact due to air entrapment and occurrence of rebound). 

However, the thermal analysis reveals that a major reason for this is not related to the reduced contact time of the 

droplet on the surface (due to rebound) or air entrapment, but is rather associated to the reduced wetted area 

caused by the high contact angles. 
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Abstract
Heat and mass transfers at the impact of a droplet onto a hot solid surface are investigated experimentally. Millimeter-
sized water droplets impinges onto a perfectly flat sapphire surface heated at 600°C. The temperature of the liquid
inside the droplet is measured using the two-color laser-induced fluorescence (2cLIF) technique. Water is seeded
with a temperature-sensitive fluorescent dye, while a nanosecond pulsed laser is used for the excitation of the fluo-
rescence. The ratio of fluorescence signal detected in two appropriate spectral bands allows to determine the liquid
temperature. One advantage of this non-intrusive optical technique is that it eliminates adverse effects associated
with signal variations caused by droplet shape during its impact. In parallel, the temperature of the solid surface
is characterized using infrared thermography. The latter measurements are made possible by the deposition of a
nanosize coating of titanium aluminium nitride (TiAlN) on the upper surface of the sapphire window. Thanks to the
high frame rate of the IR camera, the time evolution of the heat flux distribution at the solid surface can be recon-
structed. A comparison of IR and 2cLIF techniques enable to correlate the heating of the liquid with the cooling of
the wall. This reveals that most of the heat removed from the solid surface is devoted to the heating of the liquid,
the energy used for liquid vaporization being significantly lower.

Introduction
Many industrial applications require a rapid cooling of surfaces from high temperatures. Among the cooling tech-
nologies, spray cooling is certainly one of the most attractive for the thermal management of high heat flux systems.
Compared to jet impingement, it has the capability of cooling a relatively wider surface area with a single nozzle.
It also has an unrivalled cooling efficiency, meaning that significant quantities of coolant liquid can be saved to re-
move the same amount of heat. These features explain why it is widely employed in many industrial applications,
especially in metal production and processing industry. However, while it is applied for decades, its integration re-
mains a complex and cumbersome process because of still incomplete knowledge of the fluid flow and heat transfer
characteristics. In particular, scientific investigations focused on individual droplets are still required to understand
the underlying physics behind the interactions between droplets and a hot solid surface. When a drop impacts a hot
wall, different behaviours are observed. The drop can spread over the solid surface and remain attached to it due
to wettability forces. It can splash and creates several smaller secondary droplets or simply rebounds. Extensive
experimental investigations were carried out in the past to characterize the parameters influencing the drop behavior
at the impact. Among them, some can be related to the dynamic of the impacting droplets (velocity, diameter, etc.),
the physical properties of the liquid (viscosity, surface tension, etc.), and the solid surface (temperature, roughness,
thermal effusivity, etc.) [1]. Descriptions of an impact are usually made on the basis of correlations with dimen-
sionless numbers characterizing the relative magnitude of the forces acting on the impinging droplet, i.e. Reynolds,
Weber and Ohnesorge numbers.
Regarding heat transfers, almost all the studies were focused around the heat removal from the solid surface, whose
temperature was monitored using either thermocouples embedded in the wall thickness [2] and more recently by IR
thermography [3, 4]. Coupled with an inverse model, these measurements made quantification of the heat removed
from the wall and the cooling efficiency [4] possible .Recently, Jung et al. [3] used IR thermography to characterize
the temporal evolution of the heat flux at the wall during the impact of millimeter-size water droplets. A sapphire
window, transparent in the IR up to 5 µm, is coated with a nanometer layer of platinum on the impact surface.
Direct observation of the platinimum deposit through the sapphire allows to reconstruct the heat flux evolution with
almost no limitation in temporal resolution other than the frame rate of the IR camera. Even though platinum is very
reflective and therefore not very emissive (ε ≈ 0.04), accurate measurements of the surface temperature could be
achieved.
The contributions of liquid evaporation and liquid heating to the overall heat exchange between the droplet and the
wall are not obvious to evaluate if measurements are restricted to the wall heat flux. The droplet heating can be
characterized using the two-color laser-induced fluorescence thermometry (2cLIF) which is one of the few proven
techniques available to measure the temperature of droplets [5]. The liquid (in this case water) is seeded by a
temperature-dependent fluorescent dye. The capabilities of the technique for studying the drop impact was initially
demonstrated on mono-sized droplet streams impinging obliquely a heated wall [6]. Dunand et al. [7] made use of
a laser sheet and two cameras in order to visualize the temperature of the impacting droplets. However, using a
CW laser, measurements suffer from serious limitations. Light intensity within the laser sheet was not sufficient to
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shorten the exposure time of the cameras enough to obtain instantaneous images of the impinging droplets. More
recently, several improvements to the 2cLIF technique were made by [8] to achieve single shot measurements of
the temperature using nanosecond pulse laser.
The present study relies on these previous works for the development of optical diagnostics adapted to the charac-
terization of heat and mass transfers at the drop impact on heated solid surfaces. The focus is put on the film boiling
regime, in which a thin vapor film at the interface between the droplet and the solid surface prevents the deposition
of liquid on the wall surface. Ultimately, the experimental results will help understanding the coupling between the
droplet deformation at the impact and the heat and mass transfers. They will also be useful benchmarks to validate
detailed numerical simulations which are taking into account phase change and heat transfers.

Experimental set-up

Laser diode

Photodiode

Sapphire windows 

(∅ = 1", thickness:5 mm)

Falling 

droplet

Needle

Optical barrier

Thermocouple

Syringe driver

Heated

holder

Thermal shield

Water 

cooling

Thermal 

regulation

Adjustable
height 

Water 

+ dye

Cartridge heater

Figure 1. The experimental setup

The experimental setup is presented in Figure 1.
Millimeter-sized drops are generated in a very repro-
ducible manner by a syringe. When the drop pending
to the end of the needle exceeds a certain size, it de-
taches itself. A 400 µm base diameter needle is used
to produce water drops with a diameter of 2.5 mm. The
frequency of the droplet detachment is controlled by
means of a syringe drivers which allows delivering a
constant liquid flow rate. The free-falling droplets im-
pinge a sapphire window (1" in diameter and 5 mm
thick) placed on a steel holder which is heated at 600°C
using cartridges heaters (4×250 W). Owing to the large
thermal conductivity of sapphire (about 40 W/m/K), the
temperature of the solid surface is uniform and and
nearly equal to that of the steel holder. A thermal shield
is necessary to prevent heating of the liquid inside the
needle caused by the hot air plume rising from the sap-
phire window. The tip of the needle is placed into a cav-
ity of a few millimeters arranged inside a metallic plate
which is cooled down by a water circulation. Moreover,
the fluorescent solution passes into a heat exchanger
before entering the needle. A thermocouple, placed at
a short distance from the droplet in the cavity, is used
to control the ambient temperature. This provides a good approximation for the temperature of the pendant droplet,
because the same setpoint is imposed in the thermal regulations with the heat exchanger and the thermal shield.
The needle is moved up and down to modify the impact velocity. Finally, an aperture managed in the steel holder
allows using a sapphire window for a backside illumination and/or visualization of the impinging droplet.

Droplet temperature measurements
A pulsed Nd: YAG laser at 532 nm (Quantel Brillant B, pulse energy E = 450 mJ, pulse duration dt = 5 ns) is utilized
for the excitation of the fluorescence. The laser beam is much larger than the droplets, which yields an illumination
of the whole liquid volume during the droplet deformation. The repetition rate of the pulsed laser (10 Hz) is by
far too low to resolve temporally the impact process. However, a time reconstruction is possible owing to the fact
that droplets can be produced repeatedly with exactly the same size. An optical barrier consisting of a laser diode
and a photodiode, placed a few millimeters above the sapphire surface, makes the detection of the fall of a droplet
possible. The time delay between the detection by the barrier and the triggering of the laser pulse is varied by a
small increment in order to explore, droplet after droplet, the whole period of an impact. As displayed in Figure
2, droplets are observed by means of two CCD cameras (Allied Vision Tech Prosilica GT3300 B/C GigE Camera
3296 x 2472, 12 bits, 5.5 µm) each one equipped with an interference filter for the detection of the fluorescence in
a specific spectral band. The optical system also includes an objective lens (SIGMA APO MACRO 150 mm F2.8
EX DG OS HSM and its teleconverter ×2) and a beamsplitter mounted in front of the cameras. A high pass filter
(λ > 542 nm) is added between the objective lens and the beamsplitter to eliminate more efficiently the laser light.
Examples of temperature measurements based on 2cLIF can be found in the literature. Application are related to
single-phase liquid flows [8], monosized droplet streams [7] and sprays [5]. In most of these applications, a CW
laser was used to induce fluorescence. However, for the purpose of instantaneous imaging, it is very advantageous
using pulsed laser sources, which allow delivering a considerable amount of energy over a very short period of
time (typically a few ns). According to Chaze et al.[8], the fluorescence Fλ signal emitted at a wavelength λ in an
elementary volume V of liquid can be expressed by:

Fλ = η
Ω

4π
ε0 φλ

I0
(1 + I0/Isat)

C V. (1)

In this expression, I0 corresponds to the laser intensity, C is the molar concentration of the dye molecules. η is the
transmission efficiency of the fluorescence light to the detector. Ω denotes the solid angle of the collection. ε0 is
the molar extinction coefficient of the fluorescent molecules at the excitation wavelength of the laser beam. φλ is
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Figure 3. The two detection bands selected for the
application of the 2cLIF technique using the couple of dyes

to the fluorescence quantum yield. Isat is the saturation intensity of the fluorescent dye (typically a few MW/cm2

[8]). In Eq.(1), parameters ε0, φλ and Isat are temperature dependent. While φλ decreases with temperature due
to collisional quenching, the saturation intensity Isat follows an inverse trend [8]. As a result, fluorescent dyes can
lose some of their temperature sensitivity at high laser irradiance. In the following, fluorescein disodium (FL) is used
as its temperature sensivity arises exclusively from ε0 and therefore it retains a high and unchanged temperature
sensitivity regardless of the laser irradiance [8]. FL is mixed with sulforhodamine 640 (SR640) whose fluorescent
emission does not vary with temperature. Figure 3 shows the detection bands selected for the experiments. In the
region [540 nm – 560 nm], only FL has a contribution to the signal while the emission of SR640 is predominant above
640 nm. Taking the ratio of the signals detected in the two emission bands allows to eliminate the dependence on
the droplet shape, since the fluorescence emitted in the two detection bands is affected almost identically by light
dispersion at the droplet surface. The ratio R of the signals in the detection bands can be determined by:

R = R0
ε0,FL (T )

ε0,FL (T0)
(2)

where R0 is a reference ratio measured at a known temperature T0. The fluorescence ratio R calculated by di-
viding the images of the two cameras is converted into temperature using a calibration curve. The calibration
was carried out in a glass cell in which the fluorescent solution was heated progressively from 20°C to 80°C.
Images were recorded in the two detection bands and the fluorescence ratio was determined. For a mixture
CSR640 = 0.7.10−6M and CFL = 2.10−4M (used later to investigate the drop impact), the temperature sensitivity
of the fluorescence ratio R can be valuated at 2.7%/°C, meaning that R/R0 ≈ exp {−0.027 (T − T0)}. An offset of
a few pixels between the images of the two cameras may remain despite a careful alignment of the beamsplitter.
A polynomial transform is created to obtain a perfect matching between the coordinates of the pixels in the images
of the two cameras. This polynomial function is determined with the help of a dotted grid placed in front of the
detection system. In Eq.(2), T0 is assimilated to the temperature measured by the thermocouple inserted in the
thermal shield (Figure 1). It is assumed that the droplets do not heat up significantly when they travel in the hot air
plume above the sapphire window.

Measurements of the temperature and heat flux at the solid surface
The temperature of the impact surface is characterized by means of an IR camera (FLIR ORION SC7000) which
incorporates a cooled InSb detector that operates in the 1.5- to 5.5-µm waveband. The camera is capable of
capturing up to 400 fps at full resolution (320 x 240 pixels). Windowing makes acquiring the images at a few
thousands fps possible, however at the expense of the number of pixels. Bottom view images of the impact surface
can be recorded thanks to the transparency of the sapphire substrate below 5µm. The IR camera is equipped with
a high-magnification lens with a large numerical aperture. The acquisition sequence is triggered by the passage of
the droplet through the optical barrier. The top face of the sapphire window is coated with a thin film of TiAlN (typical
thickness: 300nm) which is resistant to the oxidation and stress encountered at high temperature. Furthermore,
this coating has a high emissivity in the detection band of the camera (ε = 0.926) which is almost independent of
temperature. A first benefit of a high emissivity is that the radiative emission from the surface is sufficiently large to
shorten the integration time of the camera to a few tens of µs and thus to resolve temporally the impact process.
Because of the high surface emissivity, reflections of environment radiations (especially those coming from the
heated holder) are very limited and can be safely ignored in the processing of the images. The level of the random
noise does not exceed 0.1% of the signal which yields an error of about 0.5°C on the evaluation of the temperature.
This error remains acceptable in comparison to the temperature variations of the solid surface observed during an
impact, which are typically of the order of a few tens of degree.
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Experimentally, a windowing is used to increase the acquisition frame rate of the camera. A windows of 60x80 pixels
was chosen allowing a frame rate of 3.5 kfps. In a first test, a non-uniformity correction (NUC) is performed in order
to obtain a flat field without any dispersion of the numerical level when there is no droplet and that the conditions
are perfectly stationary. A good approximation of the variation in temperature of the wall surface for each pixel i in
the image can be expressed by:

∆Ti(t) = Ti
(
t = 0−) [∆Ni(t)/Ni(t = 0−)

]1/4
(3)

This expression implies that the camera is linear in flux and ε remains constant with time but knowing the value
of ε is not necessary given that the temperature before impact Ti

(
t = 0−) is known (the wall temperature being

regulated at 600°C). The wall heat flux is deduced from the wall temperature measurement thanks to an inversion of
an axisymmetric analytical heat conduction problem. The geometry of the problem is presented in Figure 4. Under
the hypothesis of axysymmetry, the transient heat transfer equation can be written:

z=0

z=e

rr=R
Sapphire 
window

Heated holder z

Figure 4. : Geometry of the system
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∂T

∂t
(4)

With the following boundary conditions :

T = Tholder, at r = R, (5)
∂T

∂r
= 0, at r = 0, (6)

T = Tholder, at z = e, (7)

λ
∂T

∂z
= q(r, z = 0, t), at z = 0 (8)

The heat flux q(r, z = 0, t) is assumed to be the contribution of the droplet only and it is therefore the target of the
inversion. Indeed, the heat flux associated with natural convection is negligible in comparison with the heat flux
induced by the impact of the droplet (typically on the order of a few MW/m2). For the inversion, the reduced variable
θ = T − Tholder is introduced then a Hankel transform in space is applied (∗̃) [9]. This yields:

θ̃n(z = 0, t) = Z̃n(t)⊗ q̃n(z = 0, t) (9)

This equation establishes a relationship between the nth mode of the temperature at the front face θ̃n(z = 0) and
the nth mode of the heat flux induced by the drop impact q̃n(z = 0) in the Hankel transform. Z̃n denotes the
thermal impedance, which depends on the thermal properties and the geometry of the wall. It can be expressed
analytically using in addition to the hankel transform, a Laplace transform in time [9].The number of modes to be
considered for the resolution of Eq.(4) is generally chosen using a trial and improvement method. It has to be
adapted to the geometry and to the transient period. Presently, 70 modes are considered in the computations.
Radial profiles of temperature are extracted from the images assuming a radial symmetry of the problem and the
Hankel transformation is applied to them, which allows obtaining θ̃n(z = 0, t). Eq.(9) is put in a matrix form for the
inversion:

[q̃n] =
[
Z̃n
]−1 [

θ̃n
]

with
[
θ̃n
]

=
[
θ̃n(t1), ..., θ̃n(ti), ..., θ̃n(tend)

]
(10)

Here,
[
θ̃n
]

is the vector of the temperatures measured at all discrete time steps t1, ..., ti, ..., tend of the acquired
sequence of images. The last step of the inversion consists in applying the Hankel reverse transformation to get the
estimated heat flux in the real space.

Heating of the impacting droplets
The experiments consisted in varying the falling height of the droplet and thus its impact velocity V . The Weber
number We = ρ V 2d

/
γ, which compares the kinetic energy of the droplet (∼ ρ V 2) to its surface energy (∼ γ/d),

ranges from 10 to 140. The wall temperature is set to 600°C, while the initial droplet temperature is maintained at
20°C. Figures 5 to 8 show instantaneous images of the temperature taken at different times during the impact. Side
and bottom views are recorded for each impact condition.To interpret these images, it should be kept in mind that the
imaging system does not provide optical sectioning of the droplet. The images roughly correspond to an average of
the temperature in the depth of the droplet given that the depth of field of the cameras is several millimetres. In the
following description, the spreading, the recoiling and the fragmentation of the droplet are considered separately.

Spreading: The spreading phase lasts about 3-4 ms. Even if the bulk of the droplet maintains its initial temperature
in the early stage of the spreading, there is a thin liquid layer close to the interface with the vapor film, where the
liquid temperature quickly reaches about 100°C. However, this liquid layer is too thin to be observed on the side
view images. Its contribution to the bottom views is all the more important than the liquid thickness is small. In
the case of We = 10.2, the heating is rather moderate during the spreading. In Figure 5, it is difficult to point out
a region where the heating is more intense. At higher Weber numbers (Figures 6-8), bottom views show a higher
temperature band around the edge of the droplet at t = 1 ms and 2 ms. At these times, the ejected lamella is
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much thinner than the central region of the droplet, which helps observing a heating of the liquid in the bottom
views. Provided a sufficiently large impact velocity, the lamella rapidly takes a gaussian shape surrounded by an
annular rim, which is growing due to the deceleration by the surface force opposed to the spreading [10]. Liquid is
progressively heated while flowing along the hot wall from the core of the lamella in the direction of the rim at the
edge of the droplet. In Figure 8, the liquid temperature apparently reaches almost 80°C in the region of minimum
thickness just before the entrance of the rim. Afterwards, in the rim, the hot liquid coming from the lamella rapidly
mixes with colder liquid already accumulated there. Disturbances on the rim of the spreading drop can be easily
observed for We = 92 at the early stage of the impact. These disturbances increase with time leading to a spatter
with characteristics fingers. Disturbances of smaller amplitudes also develop for lower Weber numbers but much
more slowly. Even for We = 10.2, the droplet does not keep a perfectly circular shape in the bottom views. It was
proposed that fingering is caused by the Rayleigh–Taylor instability because a heavier fluid liquid rim is decelerated
with respect to a lighter one air during spreading [11, 12]. The magnitude of the initial deceleration determines the
number of fingers and their growth rate. At t =4 ms and 5 ms, it can be seen for We = 92, both on the side and
bottom images, that the fingers are colder than the thinner regions in the rim.

Fragmentation of the rim and splashing: For We = 92, the previously mentioned fingers detach from the rest
of the rim causing the fragmentation of the rim and ultimately the splashing of the droplet. The temperature of the
secondary droplets resulting from the rim fragmentation evolves very little with time. It is of the order of 55°C-60°C.
In parallel, the lamella becomes so thin at the end of the spreading that it breaks. When this occurs, the temperature
of the thin liquid sheet (about 80°C) is much larger than that of the surrounding liquid in the rim. Holes usually open
in the vicinity of the rim where the lamella is thinner. The holes rapidly expands following the Taylor-Culick theory
[13]. During this process, hot liquid ligaments are created because of the opening and expansion of several holes
at the same time.

Recoiling and bouncing: The recoiling of the droplet is initiated by the surface forces acting on the rim edge. The
case We = 64.7 has some similarities with We = 92. Here also, several holes open the lamella at the end of the
spreading phase. However, the rim does not break up and the empty space replacing the lamella narrows during
the recoiling phase. For We = 10.2 and We = 30.6, the temperature is not uniform when the droplet takes off from
the solid surface at about t = 12 ms . For We = 30.6, the temperature is lower at the top end where a satellite
droplet nearly detaches. In Figure 5, mixing currents are visible at t = 9 ms and t = 12 ms, while the droplet is
about to leave the wall. Hence, the flow induced by the droplet deformation is not capable of a full mixing of the
liquid when the impact velocity is weak in the bouncing regime, typically for We ≤ 30.

t=0 ms t=2 ms t=3 ms t=5 ms t=9 ms t=12 ms

20 22 24 26 28 30 32 34 36 38 40 42

T (°C)

Figure 5. Side and bottom views of the temperature field within an impacting droplet at We = 10.2

t=0 ms t=1 ms t=4 mst=2 ms t=6 ms t=12 ms t=17 mst=8 ms

T (°C)

20 25 30 35 40 45 50 55

Figure 6. Side and bottom views of the temperature field within an impacting droplet at We = 30.6
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t=0 ms t=1 ms t=2 ms t=4 ms t=6 ms t=8 ms

T (°C)

20 30 40 50 60 70 80

Figure 7. Side and bottom views of the temperature field within an impacting droplet at We = 64.7
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Figure 8. Side and bottom views of the temperature field within an impacting droplet at We = 92

Evolution of the heat flux removed at the solid surface
Figure 9 displays the evolution of the solid surface temperature measured during the impact of a droplet at We =
140. Measurements situated at the same distance from the droplet center in these images are first averaged. Then,
the obtained radial temperature profile is used in the inversion to respect the axial symmetry of the model (Eq.4).
The estimated heat flux densities q (r, z = 0) is also presented in figure 9. The heat flux density is maximal shortly
before the end of the spreading phase and vanishes progressively thereafter. The obtained values for the heat flux,
a few MW/m2, compare with the literature[3, 4]. The images of the solid surface temperature show some finger-like
structures. There are important similarities with the fingering patterns reported by Khavari et al.[14] in the transition
boiling regime for the contact area between the droplet and the solid wall. Thus, it may be a reminiscence of the
same phenomenon at higher wall temperatures in the film boiling regime.

Influence of the impact velocity
Figure 10 shows the temporal evolution of the droplet heating for all the tested impact velocities. The reported
values are calculated from the spatial averages of the side and bottom images presented in Figures 5-8. Whatever
the Weber number, it is observed that the heating evaluated from the bottomview images is systematically larger
than that determined from the sideview images. Obviously, both meet at the end of the impingement. Median
evolutions, corresponding to the solid curves in Figure 10, are assumed to be closer to the true volumic heating of
the droplet. The heating increases with We, but there is a saturation, meaning that We has almost not influence on
the final liquid temperature in the splashing regime contrary to the bouncing regime. This trend has already been
observed by Castanet et al.[6] and Dunand et al.[4], who also measured an heating of about 40°C in the case of
splashing droplets with an initial temperature of 20°C. The duration of the heating decreases with We. At low impact
velocity, the heating period covers both the spreading and the recoiling phases. For We = 10.2, the heating is about
one third of its final value at the end of the spreading. On the contrary, most of the heating takes place during the
spreading for We ≥ 64.7. For the high Weber numbers, the heating has reached (or is about to reach) its final value
just before that the fragmentation of the rim takes place. Hence, measurements reveal that the fragmentation of
the droplet in itself has little effect on the final heating. For comparison, the energy removed from the wall was also
calculated by time and space integration of the heat flux determined by the inverse model. The results, shown in
Figure 11, are very similar to those presented before for the droplet heating in Figure 10. For instance, the same
stagnation of the energy and the same reduction of the period of intense heat exchange can be observed at the
high Weber numbers. Both IR and 2cLIF measurements indicate that the heat exchange with the wall is greatly
enhanced by the creation of surface under the droplet that takes place during the spreading phase. The creation
of surface seems to be the one of the main reason for the differences observed among the experimental cases. In
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addition, the thickness of the vapor film is also influenced by the impact velocity of the droplet as explained in the
following.

t= 1.6 mst = 0 
ms

2mm

t = 0.8 ms t = 2.4 ms t = 3.2 ms t = 4.7 ms t = 6.4 ms t = 9.6 ms
a)

b)
560 565 570 575 580 585 590 595 600

T (°C)

0 1 2 3 4 5 6 7
𝑀𝑊/𝑚2

Figure 9. Results of the IR thermography in the case We = 140 (a: temperature distribution at the solid surface, b: heat flux
density q (r, z = 0) derived from the inverse model).
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Figure 10. Temporal evolution of the spatially averaged
droplet heating
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Figure 11. Temporal evolution of the energy removed from
the solid surface

The wall heat flux estimated from the IR measurements can be used to evaluate the thickness of the vapor film h.
Assuming that h is small, even if vapor has a low thermal conductivity, the heat transfer through the vapor film is
largely dominated by heat conduction. It can be stated therefore that:

q (r, z = 0) ≈ λv(TW − TSAT )/h (11)

where q (r, z = 0) is the heat flux extracted at the solid surface, TW the temperature of the solid surface and TSAT the
saturation temperature of the liquid equal to 100°C. The thickness of the vapor film varies spatially and temporally.
The thickness of the vapor film h varies in time and space. It takes a minimum value when the heat flux density is
maximum. This occurs shortly before the end of the spreading as seen in Figure 9. Figure 12 shows the influence of
the Weber number on the minimum thickness of the vapor film hmin. As expected, hmin decreases with the impact
velocity. The thickness of the vapor film is about 1-2 µm, which is typically one order of magnitude lower than the
vapor film thickness reported in the literature for sessile droplets (ie. at thermal equilibrium and for We = 0) [15].
For the high We, the thickness of the vapor film still decreases with We, but very moderately.
Finally, the emphasis was placed onto the comparison between the contributions to the energy heat balance. The
heat removed from the wall Esolid and the sensible heat transferred to the liquid Eliquid are determined at the end
of the impacts based on the measurements. The difference between these two quantities is related to the energy
Evapor used to evaporate a mass flow ṁ of liquid during the impact:

Evapor = Lv

∫
ṁ dt =

1

1 + Ja
(Esolid − Eliquid) (12)

where Ja is the Jakob number defined by Ja = H (Tfilm)/L (TSAT ), H (T ) = ρvCpvT et L (T ) = ρv (Lv + CpvT )
and Tfilm = (TW + TSAT )/2. Here, Ja is about equal to 0.35. In Figure 13, Esolid, Eliquid et Evapor are displayed

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0).
EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA

288



ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain

as a function of the Weber number. The value of Esolid and Eliquid are very close whatever the Weber number.
Hence, almost all of the energy removed from the wall is used to heat up the liquid. Evaporation typically accounts
for less than 10% of the heat taken from the solid wall. The variations observed for Evapor in Figure 13 are not really
significant because Evapor compares to the experimental uncertainty estimated at about 0.1J.
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Figure 12. Influence of the Weber number on the minimum
thickness of the vapor film
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Figure 13. Influence of the Weber number on the heat
exchanged between the solid surface, the liquid droplet and

the vapor layer

Conclusions
The heating of the impacting droplet and the cooling of the solid surface in the film boiling regime were quantified
accurately using two non-intrusive optical techniques. Measurements show an important effect of the Weber number
on the heat transfers. As the Weber number increases, the exchange surface increases and the thickness of the
vapor film decreases, which induces an increase in the heat removed from the wall and in the heating of the liquid.
However, when increasing the Weber number, the influence of the impact velocity becomes less and less noticeable.
There is almost a saturation of the heat extracted from the solid surface in the splashing regime of impact. In the
case of the millimeter-sized droplets considered in this study, almost all the cooling of the solid wall results from the
sensible heating of the liquid. This shows the great interest in modelling the deformation and the thermal convection
within the impacting droplets to predict the intensity of the wall cooling.
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Abstract 
In the present work, we experimentally investigated the effect of initial liquid droplet size on the evaporation in the 
heterogeneous droplet. Spherical carbon and water were used for particle and liquid droplet comprising the 
heterogeneous droplet. four initial droplet volumes of 1, 2, 3 and 4 μl were considered when the diameter of the 
particle was 5 mm. The heterogeneous droplet was suspended with a rod at 20 cm away from the radiator which 
surface temperature was fixed to 473 K. Ambient temperature and relative humidity remained 296 K and 40 %, 
respectively, during the experiment.  
As the results, the evaporation rate of 4 μl case increased about 1.8 times compared with that of 1 μl case. The 
evaporation rate increased almost linearly with the volume ratio, and that is related closely with the contact surface 
between particle and water droplet. Contact surface area remained almost constantly with time, whereas it 
increased with the initial volume of water droplet. The energy from radiator can be accumulated at the contact 
surface at the side of particle, thereby intensifying the evaporation of water droplet because more heat transfers 
from particle to droplet through the contact surface. Consequently, the initial volume of liquid droplet is one of the 
influence factors on the evaporation rate in the heterogenous droplet.  

Keywords 
Contact surface area, Evaporation rate, Heat transfer, Heterogeneous droplet 

Introduction 
Drop evaporation is an important topic of interest because it plays a crucial role in many engineering applications 
such as spray drying, fuel injection into combustion engines, medical care, controlling the deposition of particles on 
solid surfaces, rapid cooling by drop wise heat exchange and also occurs in natural processes such as rain, fog, 
dew, snow formation and is used in meteorological estimates [1]. Nowadays, one of the most important directions 
of development in the field of fire extinguishing technologies is the improvement of heat exchange between 
extinguishing liquid and combustion products in flame zone and in its close vicinity [2]. Firstly, sprinkler systems are 
intended to either control the fire or to suppress the fire. For instances, sprinklers are used to control the heat 
release rate of the fire to prevent building structure collapse, and pre-wet the surrounding combustibles to prevent 
fire spread. Lastly, water curtain, which is a thermal and smoke control system in a fire hazard, is mainly used to 
diminish radiative heat transfer from fire and prevent spreading of smoke. In the development and deployment of 
practical systems, it is very important to understand how the flame extinction characteristics depend on droplet 
diameter, number density, and overall water loading. 
The traditional approach of droplet breakup when spraying extinguishing liquid received a lot of criticisms. In real 
practice the droplets of extinguishing liquid coalesce during their motion through flames. Moreover, soot particles 
in fire plume or ceiling jet flow have potential for adhering to the surface of water drops released from a nozzle at 
ceiling. When size of soot is comparable with that of drop, which is called as a heterogeneous droplet [3], 
evaporation rate of the droplet steeply increases, then it can cause explosive breakup. These effects complicate 
the problem of selection of initial droplet sizes and their control during the motion to absorb the fire energy as well 
as to expel both the oxidant and flammable combustion products. Piskunov, Shcherbinina and Strizhak [4] 
investigated the features of evaporation, boiling and explosive breakup of water droplets containing a non-
transparent inclusion when immersed in gaseous environment at high temperatures corresponding to typical fires. 
They conducted experiments with droplets containing 1 mm size non-transparent and non-metallic inclusions. The 
previous researches [3, 4] were mainly focused on the explosive breakup phenomena of the droplet and showed 
that shape and size of inclusions have an influence on evaporation rate of droplet associated with total evaporation 
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time or explosive breakup time in only high temperature range near film boiling regime. In practical engineering 
applications, it is very important in predicting the beginning and the end of nucleate boiling or film boiling regime at 
the interface between solid and liquid as well as instantaneous droplet sizes. This is because nucleate vapors on 
the surface of inclusion dramatically change heat transfer characteristics. For example, in the high temperature or 
film boiling regime, the quench proceeds rather slowly as liquid-solid contact is minimized by the rapid formation of 
an insulating vapor blanket at the droplet-solid interface [5]. Therefore, it is firstly necessary for understanding heat 
transfer phenomena in heterogenous droplet to develop a practical engineering model for evaporation including 
nucleate/transition/film boiling.  
In the present work, we experimentally investigated the effect of initial liquid droplet size on the evaporation in the 
heterogeneous droplet before nucleate boiling regime as a basic study. Carbon and water were used for particle 
and liquid droplet comprising the heterogeneous droplet. four initial droplet volumes of 1, 2, 3, and 4 μl were 
considered when the diameter of the particle was 5 mm. The heterogeneous droplet was suspended with a rod at 
20 cm away from the radiator which surface temperature was fixed to 473 K. Ambient temperature and relative 
humidity remained 296 K and 40 %, respectively, during the experiment.  
 
Material and methods 
To measure the volume change of the droplet, the experimental system consists of a telocentric lens (NAVITAR) 
combining two CMOS cameras (SONY, 5 Mega-pixels, 1fps and SONY, 8 Mega-pixels, 15fps) and multi-arrayed 
LED lamp (100W) as shown in Figure 1. All captured images were converted the gray scale of pixel intensities to 
determine the interface among multiphase materials such as water, air and particle as shown in Figure 2.  With the 
captured images, the droplet volume of water volume was calculated by Image-J software using the LB-ADSA (low-
bond axisymmetric drop shape analysis) method [6] under the assumption of axisymmetric droplet. 
 

 

Figure 1. Schematic and picture of experimental apparatus. 

Heterogeneous droplet consisted of a particle and a deionized(DI) water droplet. To investigate the effect of initial 
water droplet size, the diameter of particle was fixed to 5 mm whereas the volume of water droplet was changed 
from 1 μl and 4 μl. The spherical particle was manufactured with by a micro milling machine and was made up of 
graphite. The heterogenous droplet was suspended with a thin rod. Very narrow holes, which diameter and depth 
are about 0.5 mm, were drilled on the surface of the particle for inserting tips of the rod and thermocouples. Two K-
type thermocouples (measurement range: 200 ~ 1250 K, error 0.4 %, OMEGA®) were used to measure the surface 
temperature of particle and the diameter of tip was 25 μm. The particle was bonded with the rod by using an 
adhesive had very lower conductivity not to influence the heat and mass transfer related with evaporation. The 
radiator consisted of quartz plate (W x H x D: 230 mm x 85 mm x 10 mm) and resistance coils and was used to 
heat the heterogenous droplet and it was 20 cm away from the droplet at the opposite site of the rod. The quartz 
surface temperature of radiator was adjusted by electrical power controller (Model: MT4Y, Autonics®) to remain 473 
K. The spatial and temporal deviations in the surface were within ± 10 K and ± 1 K, respectively, in the steady 
state. The dosing system of water droplet consisted of pump, syringe and needle. As shown in Figure 2, the water 
droplet was placed on the top of the particle as much as a setting volume by using a syringe pump (LSP01-1A, 
Longerpump®) with a syringe (1001TLL, Hamilton®). The internal diameter of needle was 0.3 mm. Ambient 
temperature and relative humidity remained 290 K and 40 %, respectively, during the experiment. For each case, 
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the experiments were carried out with five replicates and three data samples were used for the analysis of 
evaporation after the image processing. 
 

 

Figure 2. Heterogenous droplet suspended with a rod and converted images for image processing over time. 

 
Results and discussion 
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Figure 3. Total evaporation time with the initial volume of water droplet. 

Figure 3 shows total evaporation time with the initial volume of water droplet. Total evaporation time (𝑡𝑡F) linearly 
increased with the initial volume of water droplet (𝑉𝑉d_o)as shown in Figure 3. The evaporation time of 4 μl case 

increased about 2.3 times compared with that of 1 μl case. Also, Figure 4 shows the variation of volume of water 
droplet with normalized time (𝑡𝑡n) which was defined as the ratio of any instantaneous time (t) to the total evaporation 
time (𝑡𝑡F) in each case. In each point of line in Figure 4. The volume of water droplet linearly decreases after at least 
tn=0.2 in all cases, that is, evaporation process reached a quasi-steady state.  
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Figure 4. Evolution of volume of water droplet. 
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Figure 5. Evaporation rate during the quasi-steady state evaporation. 

Figure 5 shows evaporation rate with the volume ratio of the initial volume of water droplet (𝑉𝑉d_o) to the volume of 

particle (𝑉𝑉p) during the period of quasi-steady state evaporation. Here, the evaporation rate, 𝑚̇𝑚𝑒𝑒 [kg/s], is the product 

of water density and the decrease rate of droplet volume during the quasi-steady evaporation, i.e., 𝑡𝑡n > 0.2 in Figure 
4. The evaporation rate of 4 μl case increased about 1.8 times compared with that of 1 μl case. The evaporation 
rate increased almost linearly with the volume ratio, and that is associated with the contact surface area between 
the droplet and the particle illustrated in Figure 6. In terms of thermal-physical property, the particle is an opaque 
and non-evaporating material, and it has larger thermal conductivity in comparison with water. The energy from 
radiator, therefore, can be accumulated at the contact surface at the side of particle, thereby intensifying the 
evaporation of water droplet.  
In this study, contact surface area was calculated by image processing and Figure 7 shows the evolution of contact 
surface area with normalized time. Contact surface area remained almost constantly with time, whereas it increased 
with the initial volume of water droplet. Therefore, the initial volume of liquid droplet is one of the influence factors 
on the evaporation rate in the heterogenous droplet. 
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Figure 6. Schematic of the heterogeneous droplet. 
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Figure 7. Evolution of contact surface area with normalized time. 

 
Conclusions 
In the present work, we experimentally investigated the effect of initial liquid droplet size on the evaporation in the 
heterogeneous droplet as a basic study.  
 

- Total evaporation time linearly increased with the initial volume of water droplet. The evaporation time of 
4 μl case increased about 2.3 times compared with that of 1 μl case. 

- The evaporation rate of 4 μl case increased about 1.8 times compared with that of 1 μl case. The 
evaporation rate increased almost linearly with the volume ratio. 

- Contact surface area remained almost constantly with time, whereas it increased with the initial volume 
of water droplet. The energy from radiator can be accumulated at the contact surface at the side of particle, 
thereby intensifying the evaporation of water droplet because more heat transfers from particle to droplet 
through the contact surface. 

 
Consequently, the initial volume of liquid droplet is one of the influence factors on the evaporation rate in the 
heterogenous droplet.  
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Nomenclature 
𝑚̇𝑚𝑒𝑒 evaporation rate [kg/s] 
𝑡𝑡F total evaporation time [s] 
𝑡𝑡n normalized time [-] 
𝑉𝑉d volume of water droplet at any instantaneous time [μl] 
𝑉𝑉d_o Initial volume of water droplet [μl] 

𝑉𝑉p volume of particle [μl] 
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Abstract 
The Collaborative Research Center (CRC) SFB-TRR 75 was established in January 2010 to focus on the dynamics 
of basic drop processes, and in particular on processes involving extreme boundary conditions, for example, near 
thermodynamic critical conditions, very low temperatures, under strong electric fields or in situations involving 
extremely large gradients. The CRC is a joint initiative of the University of Stuttgart, the TU Darmstadt and the 
German Aerospace Center (DLR) in Lampoldshausen, operating with 17 projects structured into three main 
research areas and involving researchers from numerous faculties: Mathematics, Chemistry, Electrical Engineering, 
Aerospace Engineering, Mechanical Engineering, Informatics and Computer Sciences. Some of the topics pursued 
at the CRC include 

• The behaviour of supercooled and potentially electrified droplets in clouds
• The impact of Supercooled Large Droplets (SLD) on aircraft icing
• The behaviour of strongly electrified drops on insulator surfaces, which can be found on high voltage

power lines, affecting the partial discharge behaviour and performance and durability of the insulator.
• Trans-critical injection conditions of fuel with flash boiling in rocket combustion chambers
• Atomization and vaporization of droplets at high pressures and temperature, as occurring in future

combustion systems

This article provides an overview of the projects being carried out at the SFB-TRR 75 and highlights scientific results 
from selected subprojects. The main purpose of the paper is to familiarize colleagues with this extensive and 
dedicated research effort in the area of drop dynamics and to motivate and initiate future collaboration with others 
in this field. 

Keywords:  drop dynamics, extreme boundary conditions, supercooled large droplets, spray combustion, rocket 
engine sprays, flash boiling. 

Introduction 
Drops and drop dynamics are ubiquitous, in nature, e.g. in clouds, fog, rain, or spindrift, and in many engineering 
systems e.g. in gasoline or Diesel engines, gas turbines, aero-engines, rocket engines, spray cooling processes, 
chemical reactors, or agricultural sprays. Despite the fact that interest and research into the behaviour of droplets 
has begun very early, e.g. (Plateau, 1873) (Rayleigh, 1878) many fundamental aspects of droplet behaviour and 
drop dynamics remain unclear, especially under extreme ambient conditions. Under such extreme ambient 
conditions, the prediction and simulation of drop behaviour is often unreliable, moreover, standard literature on the 
topic of drop dynamics, e.g. (Lefebvre, 1989) (Pruppacher & Klett, 1978) (Frohn & Roth, 2000) often treat drops 
under only moderate ambient conditions. Therefore, in the particular area of drops under extreme ambient 
conditions different topics were identified for further basic research, with the aim to improve our understanding and 
predictive capabilities of both naturally occurring and engineering systems involving droplets.  
Following the insight that complex droplet dynamic processes are determined by the interaction of very fundamental 
processes, the first 4-year period of the SFB-TRR 75 was dedicated to the behaviour of single droplets. In the 
current period, which runs from 2014–2017, the physical understanding and the methodology gained in the first 
phase are applied to small clusters of droplets to better understand their interaction. In the final period of the CRC 
in the years 2018 – 2021, the research will focus on ensembles of drops, or sprays. 
The SFB-TRR75 is structured into three main research areas comprising 17 subprojects, listed below together with 
the responsible researcher(s): 

Research Area A: Methods and Fundamentals 

• TP-A1 Interactive visualization of droplet dynamic processes (T. Ertl / F. Sadlo)
• TP-A2 Development of numerical methods for the simulation of compressible droplet dynamic processes

under extreme conditions (C.-D. Munz) 
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• TP-A3 Analysis and numerics of front and phase field models for droplet dynamics (C. Rohde / V. Schleper) 
• TP-A4 Molecular dynamics simulations of droplet evaporation in the non-linear response regime (F. Müller-

Plathe) 
• TP-A5 Simulation of the mechanical deformation and movement of droplets under the influence of high 

electric fields (T. Weiland / E. Gjonaj) 
• TP-A6 Development and application of new thermodynamic models for interfaces based on classical 

density functional theory (J. Groß) 
• TP-A7 Modelling and simulation of droplet collisions and explosions of droplets at high pressure and far 

from equilibrium (D. Bothe) 

Research Area B: Free Droplets 

• TP-B1 Investigation of the behaviour of supercooled droplets concerning evaporation, condensation and 
freezing at different boundary conditions (B. Weigand / N. Roth) 

• TP-B2 Experimental investigation of droplet evaporation under extreme conditions by temporally highly 
resolved laser diagnostic methods (G. Lamanna / A. Dreizler) 

• TP-B3 Modelling and simulation of droplet evaporation in different gas environments under supercritical 
conditions (A. Sadiki / J. Janicka) 

• TP-B4 Experimental investigation of transient injection phenomena in rocket combusters at vacuum with 
flash evaporation (M. Oschwald / C. Manfletti) 

• TP-B5 Modelling and simulation of the flash evaporation of cryogenic liquids (A. Kronenburg) 

Research Area C: Droplets with Wall-Interactions 

• TP-C1 Numerical simulation of the transport processes during drop impingement onto heated walls with 
special consideration of the evaporating three-phase contact line (T. Gambaryan-Roisman / 
P. Stephan) 

• TP-C2 High resolution measurements of heat transfer during drop impingement onto a heated wall with 
particularly consideration of evaporation at the three phase contact line (P. Stephan / 
T. Gambaryan-Roisman) 

• TP-C3 Impact of supercooled droplets onto cold surfaces (S. Jakirlic / C. Tropea) 
• TP-C4 Interaction of a single drop with a heated wall at high ambient pressures (I. Roisman / C. Tropea) 

• TP-C5 Mechanical and electrical phenomena of droplets under the influence of high electric fields 
(V. Hinrichsen) 

In Research Area A numerical and analytical methods are developed which are pre-requisites for conducting the 
work in the other research areas. Methods for visualization are developed in TP-A1. TP-A2 and TP-A3 are 
concerned with the development of numerical methods. In TP-A4 basic droplet dynamic processes are 
investigated by molecular thermodynamics. In TP-A5 simulations of the mechanical deformation and movement of 
droplets on polymer insulation surfaces with strong electric fields are investigated. TP-A6 investigates the non-
equilibrium thermodynamics of interfaces. Here the classical density functional theory is applied to mixtures of 
polar substances. In TP-A7 the focus is set on droplet collision processes. 

In Research Area B droplets free of solid boundaries are investigated. In TP-B1 droplet dynamics problems 
involving supercooled droplets in clouds and the formation of ice crystals in clouds are investigated. TP-B2 
investigates experimentally the evaporation of droplets under extreme thermodynamic conditions. The modelling 
and simulation of droplet evaporation in a foreign-gas environment under transcritical conditions are investigated in 
TP-B3, whereas the project TP-B4 investigates flash evaporation for the transient injection of propellant in a rocket 
combustion chamber. Project TP-B5 focuses on the numerical simulation of flash evaporation processes in strong 
cooperation with TP-B4. 

In Research Area C droplet-wall interactions are investigated. In TP-C1 and TP-C2 special focus is set on the 
three-phase contact line during droplet-wall interaction. In TP-C3 droplet-wall interactions are investigated for 
supercooled droplets on cold surfaces and in TP-C4 droplet-wall interaction is investigated for hot surfaces under 
high ambient pressures.  
Results from this CRC have been reported previously in (Weigand & Tropea 2014, 2015, 2016); the present article 
presents further results and progress in selected subprojects.  
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Electrohydrodyamic simulation of electrically controlled droplet generation  
(Cooperation TP-A5, TP-B1, TP-B2, TP-C3) Dreizler, Gjonaj, De Gersem, Lamanna, Ouedraogo, Preusch, 
Steinhausen, Weigand, Weiland 

In this study, the generation of drops from an electrically driven droplet generator is experimentally realized and 
numerically simulated. An electro hydrodynamic model for the simulation of droplet formation, detachment and 
motion in the droplet generator is introduced. The numerical approach is based on the coupled solution of the 
multiphase flow problem with the charge continuity equation. For the latter, a modified convection-conduction model 
is applied, taking into account conductive, capacitive as well as convective electrical currents in the fluid. This allows 
for a proper description of charge relaxation phenomena in the moving fluid. In particular, the charge received by 
the droplet after detachment is an important parameter influencing the droplet dynamics in the test chamber. 
Simulation results are shown for highly conductive acetone droplets and for low conductivity pentane droplets, 
respectively. The operation characteristic of the droplet generator is investigated by computing droplet sizes and 
detachment times with respect to the applied voltage. Further details of this work, in particular about the solved 
equations and numerical solution procedure, can be found in Ouedraogo et al., 2017. The presentation here will 
focus only on selected results. 
Electric fields can be used for controlled droplet generation, allowing for a reliable injection of liquid samples into a 
test chamber, even under extreme atmospheric conditions (Weckenmann et al., 2011). The strong electric field 
applied to a suspended droplet at the tip of a capillary produces the necessary momentum kick, causing the droplet 
to detach with a given volume and at a well-defined time instant. However, the process of droplet formation, its 
detachment from the tip of the capillary and, later, the droplet motion in the chamber represent a highly nonlinear 
and coupled problem, which can be described accurately only by means of numerical simulation. Such a detailed 
characterization of the droplet dynamics is necessary, in particular, for the prediction of device behaviour for 
different applied voltages, liquid types, and chamber atmospheric conditions. 

 

Figure 1: (a) Full model of the droplet generator including capillary, electrodes and test chamber. (b) Schematic 
view and main parameters of the simulation model 

The complete generator setup is shown in Figure 1(a). Its main components are a metallic capillary tube and two 
high voltage electrodes. The capillary is kept at ground potential, whereas the electrodes are connected to a high- 
voltage source. In order to prevent electric breakdown, the latter are embedded in two large insulator blocks. Both, 
the capillary and the electrodes are installed in a high-pressure test chamber capable of sustaining a high pressure, 
high temperature gaseous environment. The geometry of the droplet generator is not quite axisymmetric. 
Nevertheless, the electric field is nearly axisymmetric near the capillary tip. This is why a 2D-simulation approach 
is used. 
Observations show that droplet detachment time and charging behaviour, as well as the flow dynamics after 
detachment depend strongly on the electrical properties of the liquid phase. This is due to the modification of the 
local electric field pattern by the droplet. This is illustrated in Figure 2 , where the electric field and force distribution 
is shown for a highly conductive acetone and for a low conductivity pentane droplet. In the low conductivity case, 
electric fields penetrate much deeper into the liquid, featuring a clear field singularity at the tip of the capillary. 
Contrary to this, the electric field within conductive acetone droplets nearly vanishes. Furthermore, the different 
electric properties of the two liquids result in a substantially different distribution of the electric force density on the 
droplet surface. In order to emphasize the different droplet detachment and charging behaviour these two cases 
were analysed by separate numerical experiments. In the following, only the results of the n-pentane drop 
generation will be presented. 
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Figure 2: (a) Electric field and surface force distributions for pending (static) droplets assuming different electric 
properties of the liquid. (a): acetone (high conductivity) droplet. (b): n-pentane (low conductivity) droplet. 

The assumed electric conductivity of n-pentane is 20pS/m, corresponding to a charge relaxation time of ∼1s. Since 
this relaxation time is much larger than a typical voltage pulse duration of ∼30 ms, pentane droplets are always 
electrically charged. The results of the pentane droplet simulation are shown in Figure 3. The test chamber is at 
temperature 27 °C and pressure 1bar. A voltage pulse of 2.5 kV and duration 26.5 ms is applied. The static contact 
angles were estimated to θadv = 10° and θrec = 20°, respectively. As seen in Figure 3, the agreement between 
simulation and experiment is nearly perfect. In particular, the liquid thread developing at detachment time (last frame 
in Figure 3) very closely resembles the experimentally recorded image. Furthermore, the simulation reveals a 
different behaviour in the n-pentane case compared to the acetone one. As seen in frames 3 to 4 of the figure (at 
times 40 ms to 75 ms), the droplet is initially pushed up in the direction of the capillary when the external voltage is 
applied. When the voltage is switched off, the uncompensated weight of the droplet causes it to move down again 
and, eventually, detach. This is a completely different detachment mechanism than observed in the case of acetone 
droplets. It can be explained with the low electrical conductivity of n-pentane. In this case, electric fields penetrate 
deep into the liquid phase (see also Figure 2). Thus, electric charges are induced on the droplet surface as well as 
within the droplet and on the capillary tip. With the electric fields being concentrated close to the capillary tip in the 
upper half of the droplet, the effective electric polarization force points upwards, causing the droplet to ascend. This 
situation, however, may change again when the droplet bottom approaches the capillary tip. Thus, as long as the 
external voltage is not switched off, the droplet will perform oscillations around the capillary tip and may never 
detach. 

 

Figure 3: Pentane droplet dynamics: comparison between simulation and experiment for the droplet shape in the 
generator at different time instants during the detachment process. 

In summary, the droplet charging effect is demonstrated for pentane droplets as well as for acetone droplets under 
long voltage pulses. This investigation shows that due to the very different relaxation times, the charging behaviour 
of the two liquids is very different. This behaviour is closely related to the drop dynamics in the generator. In 
particular, the detachment mechanisms for acetone and pentane droplets are completely different due to their 
electric properties. For low conductivity (pentane) droplets, the detachment is primarily due to the uncompensated 
droplet weight, which dominates droplet dynamics only after the generator voltage is switched off.  
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Effect of nano-textured heater surfaces on evaporation at a single meniscus  
(TP-C1, TP-C2) Fischer, Gambaryan-Roisman, Sahu, Sinha-Ray, Stephan, Yarin 

Nanofiber coatings have shown a unique potential for heat transfer enhancement during drop impact cooling, 
nucleate boiling and flow boiling. In order to gain insight into the mechanisms of heat transfer enhancement invoked 
by the nanofiber coating, the evaporation of liquid in the vicinity of an apparent contact line of a single meniscus, 
where the liquid-vapor interface meets the nanotextured substrate, has been investigated. Experiments have been 
performed for stationary, advancing and receding menisci. It has been found that the local heat flux near a stationary 
apparent contact line increases by approximately 60% in the presence of nanofiber coating. The receding meniscus 
leaves behind an extended region, in which the pores within the nano-textured mat are fully or partially filled with 
evaporating liquid, contributing significantly to heat transfer enhancement. These phenomena can be attributed to 
very strong capillary forces acting within the porous media and retaining the cooling liquid in contact with the heater 
surface. Further details of this work can be found in Fischer et al., 2017. The presentation here will focus only on 
selected results. 
Increasing heat release from electronic devices and miniaturization of such devices pose serious challenges for 
heat removal from the heated surfaces. One of the promising and low-cost methods of surface modification is 
coating of a high-powered substrate with electrospun nanofibers, which has shown a significant increase in cooling 
rate during drop impact cooling, pool boiling and flow boiling in minichannels. The nanostructured surfaces are also 
capable of suppressing the Leidenfrost effect when coolant drops impact onto a high-temperature surface. The 
observed heat transfer enhancement during drop impact onto nanofiber mats has been attributed to two distinct 
phenomena: to hydrodynamic focusing,which prevents the liquid splashing after drop impact, and to imbibition of 
the liquid into the pores after the initial spreading phase. The imbibition of liquid into the porous structure leads to 
a two-order of magnitude increase of the substrate area available for evaporative cooling in comparison to the drop 
impact onto an uncoated substrate. 

 

Figure 4: Experimental setup. (a) capillary slot apparatus. (b) target surface. (c) nanofiber mat. 

A series of experiments has been performed using the experimental setup described in Fischer et al. (2015). The 
experimental setup is schematically shown in Figure 4a. A single capillary slot with a width of 1.4 mm is formed 
between a polished copper wall kept at a constant temperature and a heater wall, which consists of a 4 mm thick 
infrared-transparent CaF2 glass substrate with a three-layer coating. The first coating layer is a CrN black layer, 
enhancing the surface emissivity, and the second layer is a pure chromium layer acting as a resistance heater. 
Each of these two layers has a thickness of approximately 400 nm. The third layer consists of nanofibers formed 
by electrospinning of 9 wt% Polyacrylonitrile solution (PAN; Mw = 150 kDa) in N,N-dimethylformamide (DMF). The 
nanofibers were electrospun for 60 s onto the chromium-coated substrate (see Figure 4b). The nanofiber mat 
thickness was 50–70 µm, and the fiber diameter varied in the range 200–300 nm. The SEM image of the nanofiber 
mat deposited over the glass substrate is depicted in Figure 4c. To improve the adhesion of the nanofiber mat to 
the glass substrate and prevent its delamination, the edges of the nanofiber mat were wetted with ethanol at the 
sidewalls. 
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The temporal evolution of temperature at the backside of the black layer was recorded by an infrared (IR) camera 
with a frame rate of 1000 Hz, spatial resolution of 29.27 µlm/pixel and a field of view of 224 pixel x 224 pixel. The 
IR camera was calibrated in situ. The two-dimensional temperature distribution was then used for computation of 
the time-dependent distribution of the heat flux transferred from the heater surface to the fluid (liquid or vapour). 
The calibration process and the method for determination of the local heat flux are described in Fischer et al. (2015). 
The quantitative difference in the heat flux distribution 
for a non-moving meniscus is quantified in Figure 5, 
in which the heat flux line profiles for non-moving 
menisci for the plain chromium surface and chromium 
surface with nanofibers are shown as functions of the 
vertical coordinate. In this diagram, the coordinate 
origin has been placed at the position of the maximal 
heat flux. The data have been spatially averaged over 
184 pixel rows and time-averaged over 250 frames. 
The maximal heat flux on the nanofiber-coated 
surface exceeds the maximal heat flux on the plain 
chromium surface by approximately 60%. In addition, 
the region of the higher heat flux is about 8% wider in 
the case of the coated surface than for plain chromium 
surfaces. Both results indicate a significant heat 
transfer enhancement due to the nano-textured heater surface. 

The two-dimensional heat flux distribution 
at the solid-fluid interface for the receding 
meniscus is shown in Figure 6. If the 
substrate is not coated with nanofibers, 
the region of high heat flux is sharply 
localized around the apparent three-
phase contact line, showing qualitatively 
the same behaviour as for the non-moving 
meniscus. In contrast, if the substrate is 
coated, the region of high heat flux is 
distributed over an extended area. This 
effect is illustrated in Figure 7, showing 
the heat flux profiles at different time 
instants. In this figure, the data for each 
time instant have been averaged over 184 
pixel rows. It is clearly seen that the region 
of high heat flux having a length of about 
1–1.5 mm moves with approximately 
constant velocity in the direction of 

 

Figure 5: Heat flux profiles for a non-moving liquid-vapour 
interface at the saturation temperature Ts = 53.6±0.6°C and 

the average wall superheat ∆Tw = 4.4±0.2 K 

 

Figure 6: Heat flux fields for a receding meniscus. (a) Plain chromium surface; (b) chromium surface coated with 
PAN nanofiber mat. The meniscus receding velocity in both cases is 10 mm/s. The saturation temperature is Ts = 

52.9±0.6°C and the average wall superheat ∆Tw = 3.6±0.2 K . 

 

Figure 7: Heat flux profiles at different time instances for a receding 
meniscus on a chromium surface coated with PAN nanofiber mat. The 
saturation temperature Ts = 52.9±0.6°C and the average wall superheat 

∆Tw = 3.6±0.2 K. The meniscus receding velocity is 10 mm/s. 
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receding motion of the meniscus. It can be suggested that the receding meniscus leaves behind a region, in which 
the pores within the mat are fully or partially filled with the evaporating liquid. This effect is caused by strong capillary 
forces exerted by the porous structure and by the viscous forces decelerating the dewetting flow. 
Evaporation of liquid at single non-moving, receding and advancing menisci on a nanofiber-coated heater surface 
has been investigated experimentally. The heat flux distribution has been determined from the temperature field 
measured by infrared thermography. We have shown that the evaporation near a non-moving meniscus in the 
presence of nanofibers results in the enhancement of maximal heat flux transferred from the heater by about 60% 
and in an increased length of high heat flux area by about 8%. We have confirmed experimentally that the receding 
meniscus on a coated heater surface leaves behind a broad wetted region. The deposited liquid layer evaporates 
and thus significantly contributes to higher heat transfer rate. The behaviour of a single evaporating meniscus 
formed near a heater with nanofiber coating explains the mechanisms of heat transfer enhancement recently 
observed for two-phase flows on heated nanofiber-coated surfaces. 
 
Transient effects in ice nucleation of a water drop impacting onto a cold substrate [13] 
(TP-C3) Schremb, Roisman, Tropea 
 
The impact of supercooled water drops and subsequent icing of the impact surface is a severe hazard for 
transportation such as air traffic, shipping and road traffic, but is also a frequent problem for power supply systems 
and wind turbines. It is a highly complex process comprising several physical mechanisms from hydrodynamics 
and thermodynamics. Drop impact may be accompanied by heat transfer due to non-isothermal drop impact [14], 
is followed by nucleation of the liquid [13] and finally results in solidification of the liquid which is potentially 
influenced by the solid wall [15]. Due to its stochastic nature based on Brownian motion of molecules, nucleation is 
the most complex process involved, and is influenced by many different parameters such as the liquid temperature, 
the impact conditions, fluid flow and heat transfer during impact, the impact surface morphology, chemical properties 
of the impinging drop, etc. 
So far, nucleation of supercooled water has only been investigated for simple configurations such as a liquid at rest, 
or in a defined shear flow or temperature gradient. Within the CRC, we’ve examined the stochastic nature of 
nucleation for the first time in the context of the complexity of a drop impact. Therefore, impact experiments have 
been performed numerous times under constant conditions to allow statistical analysis. It has been shown that in 
contrast to the nucleation rate of sessile drops, the nucleation rate during drop impact is not constant in time. It is 
the highest directly after impact and decreases with time. Based on a statistical nucleation model derived from 
Poisson statistics, the average number of nucleation sites per unit area on the wetted surface has been calculated. 
As shown in Fig. 8 for the case of inclined drop impact onto polished aluminum (8a) and normal impact onto 
sandblasted glass (9b), the number of nucleation sites per unit area of the wetted surface (λs) increases with time. 
However, the rate of increase of the nucleation rate decreases with time, although classical nucleation theory 
predicts constant nucleation rates for constant conditions. 
 

a) 

 

b) 

 

Figure 10. Evolution of the average number of nucleation sites per unit area, λs, during drop impact. a) Impact of 
water drops at 14.3 °C onto polished aluminum at -17.0 °C. The drop diameter, impact velocity and impact angle are 

3.09 mm, 4.09 m/s and 30°, respectively. b) Normal impact of supercooled water drops onto a sandblasted glass 
surface at the same temperature as the drops. The drop diameter and impact velocity are 3.2 mm and 2.2 m/s, 

respectively. 

The reason for this transient behavior of nucleation has been found by a comparison of the time scales of the 
physical processes involved. While all other processes take place on a time scale much smaller than the time during 
which nucleation significantly changes, only the dissolving of air bubbles, which are commonly known to serve as 
nucleation sites, may be identified as relevant for a change of the nucleation rate. These air bubbles are entrapped 
during spreading over the surface and their size is of the order of the size of the surface roughness elements. To 
proof this hypothesis, experiments have been repeated with degassed water drops. In the case of an impact of 
degassed water drops, air bubbles entrapped during impact are dissolved much faster than in the case of non-
degassed drops, as shown in Fig. 9 a) and b) for spread drops 40 ms after normal impact onto sandblasted glass. 
Therefore, less nucleation sites are available in the case of degassed water, resulting in a lower nucleation rate and 
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a slower decrease of the relative number of liquid drops over time, which is the average probability of a drop to be 
liquid, as shown in Fig. 9 c). 
 

a) 

 

b) 

  

c) 

 

Figure 11. Influence of the liquid’s gas content on nucleation of supercooled water drops after normal impact onto a 
sandblasted glass surface. The drop diameter is 3.2 mm, the impact velocity is 2.2 m/s and both the drops and the 

surface are at -11 °C. a) Gas bubbles entrapped during drop spreading over the rough surface. Gas content according 
to saturation at 1 atm. b) Less gas bubbles due to increased dissolving of bubbles in the case of degassed drops. Gas 

content according to saturation at 0.1 atm. c) Temporal evolution of the relative number of liquid drops Nliq/N0. 

Conclusions 
This paper has shown the structure of and the work carried out in the Collaborative Research Center SFB-TRR 75: 
“Droplet Dynamics under Extreme Ambient Conditions”. The work in the current funding period of this CRC focuses 
on single drops and small groups of drops. Future work will consider large number of drops and in many instances 
the behaviour and application of sprays under extreme ambient conditions. Also further projects involving industrial 
participation are planned.  
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Abstract 

The present study addresses a detailed experimental and numerical investigation on the impact of water droplets 
on smooth heated surfaces. High-speed infrared thermography is combined with high-speed imaging to couple 
the heat transfer and fluid dynamic processes occurring at droplet impact. Droplet spreading (e.g. spreading ratio) 
and detailed surface temperature fields are then evaluated in time and compared with the numerically predicted 
results. The numerical reproduction of the phenomena was conducted using an enhanced version of a VOF-
based solver of OpenFOAM previously developed, which was further modified to account for conjugate heat 
transfer between the solid and fluid domains, focusing only on the sensible heat removed during droplet 
spreading. An excellent agreement is observed between the temporal evolution of the experimentally measured 
and the numerically predicted spreading factors (differences between the experimental and numerical values 
were always lower than 3.4%). The numerical and experimental dimensionless surface temperature profiles along 
the droplet radius were also in good agreement, depicting a maximum difference of 0.19. Deeper analysis 
coupling fluid dynamics and heat transfer processes was also performed, evidencing a strong correlation between 
maximum and minimum temperature values and heat transfer coefficients with the vorticity fields in the lamella, 
which lead to particular mixing processes in the boundary layer region. The correlation between the resulted 
temperature fields and the droplet dynamics was obtained by assuming a relation between the vorticity and the 
local heat transfer coefficient, in the first fluid cell i.e. near the liquid-solid interface. The two measured fields 
revealed that local maxima and minima in the vorticity corresponded to spatially shifted local minima and maxima 
in the heat transfer coefficient, at all stages of the droplet spreading. This was particularly clear in the rim region, 
which therefore should be considered in future droplet spreading models.  

Keywords 

Droplet impact, smooth heated surface, high-speed infrared thermography, VOF, vorticity. 

Introduction 

Understanding the fluid dynamic and heat transfer mechanisms of droplet impact on heated surfaces is relevant 

for a wide range of applications, from fire sprinklers to cooling applications. A popular solution for microprocessors 

cooling is based on spray impingement [1-2]. The elementary representation of a spray composed by arrays of 

single droplets impacting onto a heated surface is not straightforward in many of the aforementioned applications, 

but the complexity of the observed phenomena relays on the study of single droplet impacts to understand the 

basic governing processes. Such approximation is not so far from the real systems for microelectronics cooling, 

which actually deal with single droplets or with very sparse sprays [1,3]. In many of these applications, liquid 

phase change is promoted to take advantage of the latent heat of evaporation. However, efficient cooling can be 

obtained only from sensible heat [4]. Although droplet spreading on heated surfaces has been extensively studied 

in the literature [4-6], the complex coupling between the fluid dynamics and the heat transfer processes has not 

yet been completely described. An important limitation in many of the aforementioned studies is that they quantify 

the heat transfer mainly based on surface temperature measurements at the centre of the impact to the surface, 

using thermocouples. An alternative approach has been followed more recently by some authors who 

characterize the spatial and temporal evolution of the temperature field on the surface and/or in the droplet during 

spreading [7-9]. The resulting data, when carefully processed provide unique information, important to validate 

more complex numerical models of the droplet/wall interaction process. 

In fact, following the pioneering work of [10], who proposed the “Marker and Cell” (MAC) finite difference method 

to solve the Navier-Stokes equations, other methods have been used to solve numerically the problem of drop 

impact onto heated surfaces such as the Lagrangian approach [11], the immersed boundary method (IBM) [12] 

and the Level Set (LS) [13]. In [13], the authors highlight different regions of heat flux along the radial direction of 

the impacting surface, which can be related with the flow in the lamella. They report that a dip in the heat flux was 
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noticed close to the droplet rim when the film becomes thinner and thus unable to remove as much heat as the 

other regions of the spreading droplet. More recently in [6], a VOF based approach is used. The authors were 

able to solve the conjugate problem of fluid flow and heat transfer during the impact of water droplets onto a 

heated surface, at surface temperatures low enough to prevent boiling. Liquid properties were a function of local 

temperature. In [6] a region of high heat flux close to the contact line is reported. The authors related the 

presence of this region with higher evaporation rates occurring in the contact line. 

Despite the completeness of the different models proposed so far in literature, their validation was as 
aforementioned mostly based on the comparison only with experimental measurements of the surface 
temperature at the centre of droplet impact. Instead, the present study addresses a more detailed validation 
process, in which the entire calculated temperature field of the surface in contact with the spreading droplet is 
compared with the temperature fields obtained experimentally, for different time instants during droplet impact and 
spreading. The experimental data were gathered combining high-speed IR thermography with high-speed 
visualization. Main emphasis is put on the sensible heat removed by the droplet and in how the flow field of the 
droplet can be related with heat and mass transfer phenomena. 
 

Material and methods 

Experimental arrangement and methodology 

Water droplets formed at the tip of a hypodermic needle and fed by a syringe pump impact on the heated surface 

by action of gravity. The impact velocity of the droplets is varied by adjusting the height of the needle. The initial 

droplet diameter is fixed at D0=2.6±0.1mm. The impact Weber numbers, We=V0
2
D0/, where  is the liquid 

density,  the surface tension and D0 and V0 the initial droplet diameter and impact velocity, respectively, range 

between 24 and 151. The initial surface temperature TW(in) was varied between 333.15K and 373.15K and the 

ambient temperature was kept at Tamb=293±2K. The heated surface is a stainless steel foil electrically heated by 

copper electrodes clamped on its top. The foil is glued on the top of an insulating thermal glass and the whole 

assembly is then fixed on a stainless-steel support for an easier positioning. The bottom side of the foil which is 

used for infrared (IR) thermography is black matt painted to increase the emissivity (ε=0.95). The foil is 20μm 

thick, 20mm wide and 100mm long.  

Wettability is characterized measuring the quasi-static advancing and receding and the static contact angles, 

using an optical tensiometer (THETA from Attention). The static contact angle, measured by the sessile drop 

method was θ = 81.7º±1º. The quasi-static advancing and receding angles were used to evaluate the hysteresis 

of the foil (i.e. the difference between the quasi-static angles), which was always larger than 20º±1º for the 

hydrophilic foils tested here. The surface is considered to be smooth, with a mean roughness amplitude of the 

order of 0m±0.02m, as evaluated by a Dektak 3 profile meter (Veeco). A detailed description of the 

experimental procedure taken to characterize the wettability of the surfaces can be found in [14]. 

An infrared IR-high speed camera (MWIR-InSb from Xenics 179 - ONCA 4696 series) and a high-speed camera 

(Phantom v4.2) are placed bellow the heated surface and on the side, respectively, to capture simultaneous (but 

not synchronized) thermal and dynamics images of the impacting droplet.  

The IR images were taken at 1000 fps and 150x150px
2
, while the high-speed images were taken at 2200 fps and 

512X512 px
2
. The measurements taken for each experimental condition are averaged from five events, to assure 

reproducibility of the observed phenomena. Care was taken to assure that the initial surface temperature and 

wetting conditions were reproducible before each new droplet impact. The impact velocity is evaluated by image 

post processing, as the vertical displacement of the droplet before impact divided by the time elapsed (i.e. three 

successive frames of the high-speed video). The initial D0 and spreading D droplet diameters are also evaluated 

from image post-processing, with a home-made routine, as in [15], being then used to determine the spreading 

ratio D/D0. The radial temperature profiles were obtained after post processing the IR images using a home-made 

MatLab code, which converts the raw IR images to temperature data.  

To eliminate the effect of the initial surface temperature, which is varied within the experimental campaign, a non-

dimensional temperature is considered, which is defined as T
*
: 

𝑇∗ =
[𝑇𝑤(𝑟,𝑡)−𝑇𝑎𝑚𝑏]

[𝑇𝑤(𝑖𝑛)−𝑇𝑎𝑚𝑏]
           (1) 

where 𝑇𝑤(𝑟,𝑡) is the temperature of the bottom of the foil. at time 𝑡 after droplet impact and at a distance 𝑟 from 

the center of the droplet (point of impact). Temperature profiles are obtained by plotting 𝑇
*
 as a function of the 

non-dimensional radial distance 𝑟/𝐷0. 

The imposed volumetric heat flux 𝑞′′′ is evaluated as: 

𝑞′′′ =
𝑉∙𝐼

𝑒∙𝐿∙𝑊
           (2) 
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being 𝑉 and 𝐼 the applied voltage and resulting current passing through the stainless steel foil. 𝑒, 𝐿 and 𝑊 

are the thickness, length and width of the foil, respectively. 

Measurement uncertainties 

The main uncertainties associated to droplet dynamics are summarized in Table 1, while Table 2 depicts the 

uncertainties associated to the main parameters used to describe the heat transfer process at droplet/wall 

interaction. These uncertainties are evaluated following Abernethy et al. [16]. For the quantities taken from image 

analysis, the uncertainties depend on the definition of the boundaries of the droplet in pixels (±2pixels in the worst 

case scenario). More details can be found in Valente et al. [17]. 

 

Table 1. Uncertainties of the main parameters used to describe droplet dynamics. 

Parameter Uncertainties (rel. or abs) 

Droplet diameter before impact 𝐷𝑜 

[mm] 

 Spreading diameter 𝐷 [𝑚𝑚] 

 

𝑈𝐷 = ±160𝜇𝑚 

𝑈𝐷𝑜
= ±160𝜇𝑚 

Spreading ratio 𝐷 𝐷𝑜⁄ [-] 

 

𝑢𝐷 𝐷𝑜⁄ 𝑚𝑎𝑥 = ±37% 𝑎𝑡 (𝐷 𝐷𝑜 = 0.17)⁄    

𝑢 𝐷 𝐷𝑜⁄ 𝑚𝑖𝑚 = ±7% 𝑎𝑡 (𝐷 𝐷𝑜 = 3.86)⁄  

Impact velocity 𝑉0[𝑚 𝑠⁄ ] 𝑈𝑉𝑜
= 0.08 [𝑚 𝑠⁄ ] 

Weber number We[-]  𝑢𝑊𝑒 𝑚𝑎𝑥 = ±15% 𝑎𝑡 (𝑊𝑒 = 24) 

𝑢𝑊𝑒 𝑚𝑖𝑚 = ±8% 𝑎𝑡 (𝑊𝑒 = 151) 

 

Table 2. Uncertainties of the main parameters used to describe the heat transfer process during droplet spreading. 

Parameter Uncertainties U (rel. or abs) 

Temperature T[K] 𝑈𝑇 = ±1𝐾 

Temperature difference ΔT [K] 𝑈∆𝑇 = ±1.4𝐾 

𝑢∆𝑇𝑚𝑎𝑥 = ±14% 𝑎𝑡 (∆𝑇 = 10 𝐾) 

𝑢∆𝑇𝑚𝑖𝑛 = ±1.7% 𝑎𝑡 (∆𝑇 = 78 𝐾) 

Non-dimensional temperature T*[-] 𝑈𝑇∗𝑚𝑎𝑥 = ±0.04 𝑎𝑡  (𝑇∗ = 1) 

𝑈𝑇∗𝑚𝑖𝑛 = ±0.02 𝑎𝑡 (𝑇∗ = 0.3) 

𝑢𝑇∗𝑚𝑎𝑥 = ±6% 𝑎𝑡 (𝑇∗ = 0.3) 

𝑢𝑇∗𝑚𝑎𝑥 = ±4% 𝑎𝑡 (𝑇∗ = 1) 

Imposed volumetric heat flux 

𝑞′′′[𝑊 𝑚3⁄ ] 

𝑢𝑞′′′ 𝑚𝑎𝑥 = ±12%  𝑎𝑡(𝑞′′′ = 6.5 ∙ 106 [𝑊 𝑚3⁄ ])  

 

Radial distance r [mm]  𝑈𝑟 = ±200 𝜇𝑚 
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Numerical methodology 

A VOF-based approach was used for interface capturing, with an enhanced VOF model implemented in 

OpenFOAM CFD Toolbox [18]. This enhanced model is coupled with the energy equation that accounts for two-

phase heat transfer in the liquid domain and with transient heat conduction in a solid domain. In the VOF method, 

a volume fraction field α identifies the volume of liquid within a cell. The volume of the gaseous phase is therefore 

given as (1- α). The value of α is 1 inside the pure liquid cells, 0 in the pure gas cells and between 0 and 1 in the 

cells containing the interface area. This procedure allows using a single set of continuity and momentum 

equations for the entire flow domain: 

Continuity equation 

∆ ∙ 𝑈⃗⃗ = 0  (3) 

Momentum equation 

𝜕𝜌𝑏

𝜕𝑡
+ ∇ ∙ (𝜌𝑏𝑈⃗⃗ 𝑈⃗⃗ ) = −∇𝑝 + ∇ ∙ 𝜇𝑏(∇𝑈⃗⃗ + ∇𝑈⃗⃗ 𝑇) + 𝜌𝑏𝑓 + 𝐹𝑠  (4) 

Interface advection 

𝜕𝛼

𝜕𝑡
+ ∇ ∙ (𝛼𝑈⃗⃗ ) = 0  (5) 

Energy equation 

𝜌𝑏𝑐𝑝𝑏

𝜕𝑇

𝜕𝑡
+ ∇ ∙ (𝑈⃗⃗ 𝜌𝑏𝑐𝑝𝑏

𝑇) = ∇ ∙ (𝑘𝑏∇𝑇)  (6) 

Here, 𝑈⃗⃗  stands for the velocity of the liquid, 𝑝 the pressure and 𝑇 the temperature. Gravitational forces are 

represented as 𝑓 while 𝐹𝑠 represents the volumetric surface tension forces. 𝑘𝑏, 𝜌𝑏, 𝜇𝑏 and 𝑐𝑝𝑏
are the thermal 

conductivity, the density, the dynamic viscosity and the heat capacity of the bulk liquid, respectively. These are 

calculated as:  

𝛾𝑏 =  𝛾𝛼 + 𝛾(1 − 𝛼) (7) 

The energy equation for the liquid (3) does not account for evaporation or diffusion of the liquid phase in the gas 

phase. This approximation is considered valid in the relatively small time scale that is investigated here. This is in 

agreement with the results reported, for instance by [12-13, 19-20]. The Continuum Surface Force (CFS) method 

proposed in [21] was used to model the surface tension as a volumetric force. The following equations stand: 

𝐹𝑠 = 𝜎𝜅(∇𝛼) (8) 

𝜅 = ∇(
∇𝛼

|∇𝛼|
) (9) 

where 𝜅 is the curvature of the interface and 𝜎 is the tension of the interface. Heat is transported only by 

conduction in the solid. The governing energy equation is therefore given as: 

𝜌𝑠𝑐𝑣𝑠

𝜕𝑇𝑠

𝜕𝑡
− ∇ ∙ (𝑘𝑠∇𝑇𝑠) = 𝑞𝑉

′′′   (10) 

where the subscript “s” indicates that the properties are of the solid only. The volumetric heat source is 

represented as 𝑞𝑉
′′′ [𝑊/𝑚3] and is homogenously distributed in the solid domain. 

 

Numerical domain and boundary conditions 

The set of equations described above is solved in an axisymmetric domain, represented by a 5°. An 8X8mm
2
 fluid 

domain in the X-Y plane was chosen to avoid the influence of the boundaries in the fluid flow. The dimensions of 

the solid domain were 8X0.020mm
2
, (20μm thickness of the heated foil). The mesh consisted of 640000 

hexahedral cells in the fluid domain and 4000 in the solid domain. In the fluid domain, the mesh progressively 

coarsens away from the initial droplet position by a grading factor of 5 in both X and Y directions (last to first cell 

dimension in each direction is equal to 5). This leads to a minimum cell size of 4μm and a maximum cell size of 

20μm. These cell dimensions assure the solution to be mesh independent. Before each simulation, an arbitrary 

thermal boundary layer was patched in the domain to facilitate the initial convergence of the coupling between the 

solid and liquid temperatures. A droplet with the same diameter and velocity as in the experimental conditions 

was patched as well, at the time instant just before it contacts with the heated surface. The solid was considered 

as a volumetric heat source. Constant contact angle was assumed between the fluid and the solid with a value of 

θ=81.7º, following the experimentally measured value. 

The PISO algorithm is used for pressure-velocity coupling, considering an Eulerian scheme for the time derivative 

and a Gauss linear for the gradient divergence as well as for the Laplacian terms. The flow field is assumed to be 

laminar. The conjugate heat transfer problem is solved by iteratively coupling of the temperature field and the heat 

flux between the solid and liquid domains, following a procedure similar to that reported in [22]. The simulations 
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were run with a variable calculation time step to assure a constant Courant number of 0.2. Numerical reproduction 

of some of the experimental results was performed to benchmark the code. An overview of the conducted 

simulations is reported in Table 3. 
  

Table 3 Thermo-physical properties of the fluids and solid used in the performed simulations. , Cp, kl,  and  and the liquid 
density, specific heat, thermal conductivity, kinematic viscosity and surface tension, respectively. 

 𝜌[kg/m
3
] 𝑐𝑝[J/kgK] kl [W/mK]  [m

2
/s] σ[N/m] 

Air
 

1 1006.4 0.025874 0.0000148 - 

Water 1000 4184 0.59844 0.000001 0.007 

Stainless Steel 7880 477 18 - - 

 
Results and discussion 

For comparative purposes between the experimental data and the numerical results, Figure 1 depicts a sequence 

of high-speed images, the corresponding numerical simulations (side view of the droplet) and IR images of the 

surface (bottom view) taken during the spreading of a water droplet at We=24 on the stainless steel foil, initially 

heated at TW(in)=353.15K. The figure anticipates a good agreement between the experimental data and the 

numerical predictions, regarding the shape of the spreading droplet and the temperature field. A quantitative 

comparison is shown in Figure 2, which depicts the temporal evolution of the calculated and measured spreading 

factors.  

t=0 ms 

    

t=2 ms 

    

t=4 ms 

    

t=6 ms 

    

        6±0.2mm                 6mm        
  

 
High speed images Num. droplet shape IR Tw field [K] Num. Tw field[K] 

Figure 1. Qualitative comparison between high-speed images, the corresponding numerical simulations (side view 

of the droplet), IR images of the surface (bottom view) and the corresponding calculated temperature field. The 

comparative analysis is performed for various time instants after the impact of a water droplet at We=24 on the 

stainless steel foil initially heated at Tw(in)=353.15K. 

 

Figure 2 supports the excellent agreement between the numerical and the experimental results. At the 

first stage of spreading (t<2ms) the observed discrepancies are mostly due to the uncertainty 
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associated to the definition of the instant of impact, t=0ms. Considering the temporal resolution of the 

high-speed recordings, the actual impact can occur up to 0.5ms before or after the frame chosen to 

establish the instant of impact. In the numerical simulation, on the other hand, the time resolution of the 

post-processed data is 0.1ms. Hence, particularly at these early stages after impact, the differences 

between the numerical and the experimental results can be considerable. However, as the spreading 

factor increases and, therefore the time after impact increases, the difference between numerical and 

experimental results reduces. At the maximum spreading diameter, the maximum difference between 

the experimentally measured and the numerically predicted spreading factor is 3.4%. 

 

Figure 2. Temporal evolution of the calculated and measured spreading factors for the impact conditions of Figure 1.  

 

A preliminary relation can be established between droplet dynamics and the heat transfer processes, comparing 

dimensionless surface temperature profiles T*, as defined in equation (1), along the dimensionless radial distance 

𝑟/𝐷0 at different instants after impact. Such profiles are depicted in Figure 3 for two different Weber numbers, 

We=24 and We=151 and for three different initial surface temperatures, namely TW(in)=333.15, 353.15 and 

373.15K.  

 

Figure 3. Dimensionless temperature profiles along the dimensionless radial distance for 1,2,3 and 4 ms after impact, for 

We=24 and We=151 and for three different initial surface temperatures, namely TW(in)=333.15, 353.15 and 373.15K.. 
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Given that the maximum spreading diameter for We=151 is reached 4ms after impact, the results are only 

presented and discussed up to this time instant. The figure clearly evidences a very good agreement between the 

experimental results and the numerical predictions, particularly towards the center of the impact (𝑟/𝐷0≈0), for all 

the conditions tested. For instance, for We=151, in the range of 𝑟/𝐷0<1.2 the maximum difference between the 

numerical and experimental profiles T* is 11%. For We=24 in the range 𝑟/𝐷0<0.5, the maximum difference in T* is 

5%. These differences are negligible, being within the uncertainty of the experimental measurements. Some 

discrepancies are however noticeable at higher values of 𝑟/𝐷0, in the region of the rim and of the gas-liquid-solid 

contact line. The contact line can be identified at the maximum value of 𝑟/𝐷0 before T*=1. T*=1 means that any 

temperature variation occurs on the surface, i.e. the surface is not wetted yet by the droplet. On the other hand, 

close to the contact line, a steep temperature variation occurs. Consequently, any small difference between the 

measured and the calculated position of the contact line can lead to substantial differences between the 

measured and the numerically predicted T* (up to 30% of the experimentally measured value). The rim is 

identified by the non-monotonic decrease in the temperature along 𝑟/𝐷0. Both experimental and numerical results 

show that the temperature does not decrease with increasing 𝑟/𝐷0, but local maxima and minima occur instead. 

This is particularly evident at 3 and 4ms after impact, for all the We numbers tested. Here, the maximum 

difference between the experimental and the numerical values of T* is 16% for We=151 at 4ms after impact and 

at 𝑟/𝐷0=1.75 and 11% for We=24 at 4ms after impact and at 𝑟/𝐷0≈1. Within the rim, the various heat transfer 

mechanisms occur in extremely small temporal and spatial scales. Hence, matching the experimental and the 

numerically calculated temperatures strongly depends on the relation between the instrumental and the numerical 

resolution. In the numerical simulations, the mesh size varies between 4μm up to 20μm and the reported 

numerical profiles were sampled with a sampling size of 80μm. The temporal resolution was 0.1ms. On the other 

hand, the spatial resolution of the IR camera was of 110μm/px, the temporal resolution of 483 the IR camera was 

1ms and the integration time was 200 μs. This means that the temperature variation captured by the IR camera 

could be integrated within a larger temporal-spatial domain and thus the resulting values can be spatially damped 

or temporally delayed up to a certain amount. Despite these limitations, the trend of the temperature profiles is 

very well captured by the numerical simulations.  

Three typical characteristic regions can be identified in the temperature profile: 1) The first is a steep increase in 

temperature at the entrance to the rim, 2) the second is the appearance of a temperature local minimum in the 

region within the rim and 3) the third is a steep decrease in temperature, observed near the contact line (Figure 

4). 

 

Figure 4. Measured and calculated temperature distribution along the dimensioless radial distance for a droplet impacting at 

We=24 on the surface initially heated at TW8in)=353.15K. 1, 2 and 3 identify the 3 characteristic regions of the temperature 

profile. 

 

These trends differ from those reported by for e.g. [20], who measured a constant temperature increase along the 

droplet radius due to the decreased convective heat transfer in the outward fluid direction. However, numerically, 

a temperature distribution similar to that obtained here was reported for instance by [13]. These discrepancies 

arising from experimental and numerical studies can be explained by further detailing the fluid dynamics within the 

droplet, specifically at the lamella and within the rim, in the attempt to relate the fluid dynamic behaviour with the 

heat transfer process. Such detailed study was performed for the impact of a droplet at We =24 and 

TW(in)=353.14K. The analysis performed, which is not presented here due to paper length constrains clearly 

evidenced large local temperature variations, particularly within the rim, where adverse flow can occur. In fact, 

there is a complex structure of vortices within the rim and in the lamella, which can be related with the local heat 
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transfer coefficients and with the aforementioned temperature variations. These vortex structures promote the 

mixing in the thermal boundary layer, which affects particularly the heat transfer process at the liquid-solid 

interface. In line with this, the vorticity was evaluated and correlated with the heat transfer coefficient at the centre 

of the first layer of fluid cells i.e. at a vertical distance of 2μm from the liquid-solid interface. The correlation 

between the resulted temperature field and the droplet dynamics was obtained by assuming a relation between 

the vorticity and the local heat transfer coefficient, in the first fluid cell i.e. near the liquid-solid interface. The two 

measured fields revealed that local maxima and minima in the vorticity correspond to spatially shifted local 

minima and maxima in the heat transfer coefficients, at all stages of the droplet spreading. This was particularly 

clear in the rim region. 

 

Conclusions 

This work concerns a detailed analysis of the spreading process of a water droplet on a heated smooth surface, 

coupling the fluid dynamics with the heat transfer processes. The experimental analysis comprises the 

combination of high-speed infrared thermography with high-speed imaging evaluate the spreading behaviour (e.g. 

the spreading ratio) together with detailed surface temperature fields along the spreading radius, during the 

spreading. The numerical simulations were conducted using an enhanced version of a VOF-based solver of 

OpenFOAM previously developed, which was further modified to account for conjugate heat transfer between the 

solid and fluid domains, focusing only on the sensible heat removed during droplet spreading.  

An excellent agreement is observed between the temporal evolution of the experimentally measured and the 

numerically predicted spreading factors. The numerical and experimental dimensionless surface temperature 

profiles along the droplet radius were also in good agreement. The temperature fields revealed a non-

homogenous cooling of the surface which was related with droplet dynamics. Hence, the coupled analysis of the 

fluid dynamics and heat transfer processes within the lamella evidenced a strong correlation between maximum 

and minimum temperature values and heat transfer coefficients with the vorticity fields in the lamella, which lead 

to particular mixing processes in the boundary layer region, at all stages of droplet spreading. This was 

particularly clear in the rim region, which therefore should be always accounted for in droplet spreading models.  
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Abstract
Gasoline direct injection (GDI) nozzles are manufactured to meet geometric specifications with length scales on

the order of a few hundred microns. The machining tolerances of these nominal dimensions are not always known
due to the difficulty in accurately measuring such small length scales in a nonintrusive fashion. To gain insight into
the variability of the machined dimensions as well as any effects that this variability may have on the fuel spray
behavior, a series of measurements of the internal geometry and fuel mass distribution were performed on a set of
eight nominally duplicate GDI “Spray G” nozzles provided by the Engine Combustion Network. The key dimensions
of each of the eight nozzle holes were measured with micron resolution using full spectrum x-ray tomographic
imaging at the 7-BM beamline of the Advanced Photon Source at Argonne National Laboratory. Fuel density
distributions at 2 mm downstream of the nozzle tips were obtained by performing x-ray radiography measurements
for many lines of sight. The density measurements reveal nozzle-to-nozzle as well as hole-to-hole density variations.
The combination of high-resolution geometry and fuel distribution datasets allows spray phenomena to be linked to
specific geometric characteristics of the nozzle, such as variability in the hole lengths and counterbore diameters,
and the hole inlet corner radii. This analysis provides important insight into which geometrical characteristics of
the nozzles may have the greatest importance in the development of the injected sprays, and to what degree
these geometric variations might account for the total spray variability. The goal of this work is then to further the
understanding of the relationship between internal nozzle geometry and fuel injection, provide input to improve
computational models, and ultimately aid in optimizing injector design for higher fuel efficiency and lower emissions
engines.

Keywords
GDI, nozzle geometry, fuel spray density, fuel injector, DISI, Spray G, ECN, gasoline

Introduction
To fully realize the benefits of a gasoline direct injection (GDI) engine, precise control over the amount of in-

jected fuel and the fuel-to-air mixing ratio is necessary. Any variations to the fuel spray distribution can affect the
combustion process, and by extension the fuel efficiency and emissions levels. Modern multi-hole GDI nozzles
generally feature a relatively complex step-hole geometry in which each hole might require knowledge of at least
nine dimensions to accurately model. Due to the importance of the injection process on the output metrics of a GDI
engine, a subset of internal combustion engine research has been dedicated to investigating the effects of nozzle
geometry on the corresponding fuel spray distribution. X-ray spray tomography measurements of three six-hole
GDI nozzles with varying hole patterns explored the effects of geometric asymmetries on the spray structure [1].
The authors found that the emitted fuel spray distribution varied between jet-like, hollow-coned, or crescent-shaped,
depending on the nozzle hole pattern. A study using a single-cylinder optical engine reported higher soot emis-
sions for a laser-drilled GDI injector in comparison to one manufactured using electrical discharge machining [2].
Research has also focused on elucidating the relationship between nozzle shape and cavitation, whose presence
can significantly perturb fuel spray characteristics such as the discharge coefficient, outlet velocity, spray angle,
and atomization behavior [3]. A converging diameter profile and a sufficiently rounded hole inlet corner were found
to decrease or eliminate geometric cavitation in comparison to a sharp-cornered, cylindrical geometry [4, 5]. In
addition, local asymmetries at the hole inlet have been shown to generate correspondingly asymmetric cavitation,
forming at the location where the fuel flow experiences the largest change in direction [5].

Research in the same vein has been carried out in collaboration with the Engine Combustion Network (ECN).
The ECN coordinates the sharing of well-characterized gasoline and diesel injection nozzles and standardized hard-
ware with experimental facilities worldwide. These facilities perform various diagnostics at established conditions
and share their findings publicly, with the intent of building a comprehensive database of experimental and computa-
tional measurements of the fuel injection and combustion processes. The ECN community’s target injector for GDI
studies is “Spray G”, an eight-hole solenoid-activated valve-covered orifice injector with a step-hole geometry [6]. A
number of nominally duplicate Spray G injectors, as identified by the last two digits of their respective serial numbers,
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have been in circulation at multiple facilities for experimental diagnostics. Nozzle geometry measurements of Spray
G #28 exposed 7% variability in hole area and a factor of two variability in the inlet corner radius. Complementary
spray tomography measurements showed significant plume-to-plume mass flux variations [7]. Simulation results
for Spray G using nominal geometry have revealed strong asymmetric transients in the internal flow structure [8],
which are expected to respond to geometric asymmetries such as an azimuthally-varying inlet hole corner radius.
These findings support an inextricable link between the internal nozzle geometry and the fuel spray distribution,
and as such, the need to expose which geometric features are responsible for spray variability. In addition, an
understanding of spray sensitivity to geometric variations can provide more educated tolerances to manufacturing
designers.

A number of experimental measurements have been executed using Spray G hardware. Optical techniques
were implemented to investigate fuel spray characteristics [9]. Schlieren and diffused back illumination were used
to characterize the vapor and liquid penetration [10], shadowgraphy and Mie scattering have provided spray visual-
ization [11], and phase Doppler anemometry has been used to measure fuel droplet sizes and velocities [11, 12], to
name a few. Intrusive techniques, such as patternation, can provide a footprint of the spray mass distribution [13].
Rate of injection and rate of momentum measurements have also been successfully demonstrated on Spray G #26
[14].

To isolate hole-to-hole spray variations, measurements must be made in a noninvasive manner and near to the
nozzle exit before plume interactions significantly influence the density field. These dense regions of the spray do
not lend themselves well to optical techniques on account of multiple scattering which causes short optical depths.
At low energies, x-rays are only weakly scattered by the spray, with photoelectric absorption instead being their main
mode of interaction with the fuel [15]. As such, x-rays generated by a benchtop or synchrotron source are useful
in obtaining quantitative density measurements in multiphase flows [16, 17]. A benchtop x-ray system coupled with
polycapillary optics has been previously used to obtain density measurements of the fuel spray emitted by a six-hole
GDI injector [18]. In general, the inherent divergence of the x-ray source limits the spatial resolution, and the lower
flux limits the temporal resolution and signal–to–noise ratio. The high photon flux of a third-generation synchrotron
source, such as the Advanced Photon Source (APS) at Argonne National Laboratory, provides the sub-microsecond
temporal and micron spatial resolution that is desired for investigating fuel sprays. The 7-BM beamline at the APS
is tailored for such experiments, including time-resolved measurements of the ensemble-averaged projected fuel
density with micron spatial resolution [19], as well as shot-to-shot statistics [20]. Measuring the projected density at
a few lines of sight is useful for modeling the density field of simple sprays such as those from a single-hole nozzle
[21]. However, for a more detailed quantification of the density distribution of a more complicated spray structure
such as one from a multi-hole injector, a full tomographic reconstruction can be implemented [1, 7, 22, 23].

There exist various methods for measuring the internal nozzle geometry. Depending on the shape, the di-
mensions of a silicone mold of the hole can measured with a scanning electron microscope [24]. Single-micron
resolution of geometric features is possible using optical microscopy, but the technique is limited by the depth of
focus and location of the minimum hole diameter, past which measurements cannot be made [25]. Computed to-
mography (CT) can be implemented to obtain the nozzle geometry by making use of x-rays and scanning the object
for a wide range of angles. Tomographically reconstructing the projection images provides a full three-dimensional
representation of the scanned section of the nozzle. A benchtop x-ray source may be used to generate the requisite
x-rays, but, once again, the angular divergence of the beam limits the spatial resolution. Sub-micron resolution
with a benchtop source is possible, but is generally reserved for low-density materials [26]. Synchrotron sources,
such as the APS and the European Synchrotron Radiation Facility, for example, are particularly well suited for CT
measurements due to their highly brilliant x-ray sources, and each maintains a facility that specializes in x-ray mi-
crotomography measurements of low-density samples [27, 28]. Within the last few years, a new instrument has
been added to the 7-BM beamline at the APS that allows for high-resolution CT imaging of injection nozzles. With
this complementary capability, the 7-BM facility now supports measurements of the nozzle geometry as well as the
density field with minor modifications to the experimental setup.

The following sections outline the experimental setup for performing nozzle tomography and spray tomography
experiments at the 7-BM beamline. We summarize the methodology followed to obtain the dimensions of eight
Spray G nozzles, as well as the time-resolved density field at 2 mm downstream of the nozzle tip. We then provide
results from multiple linear regression analysis that couples the effects of geometric features on the steady-state
density field. These findings highlight the key players that may be responsible for spray variability, and provide a
prioritized list of geometric features that may be critical for accurate representation in future computational efforts,
as well as machining with high precision during the injector manufacturing process.

Material and methods
All experiments were performed at the 7-BM beamline of the APS [29]. The eight Spray G injectors that

contributed to this study are numbers 12, 17, 18, 21, 22, 25, 26, and 29. The coordinate system that is used to
describe the nozzle geometry is consistent with that provided on the ECN website [6]. Specifically, the origin is
located at the tip of the nozzle. The z-coordinate is positive in the direction of the spray, the x-coordinate is positive
in the direction of the electrical connector, and the y-coordinate is transverse to the x-coordinate.

For nozzle tomography measurements, the beamline operated in “white beam” mode, which enables access
to the unfiltered broadband (white) beam from the bending magnet source. This mode is necessary to image
the internal nozzle geometry because the white beam provides increased flux at higher photon energies that are
capable of penetrating through the dense steel. Figure 1 schematizes the experimental setup. Each Spray G nozzle
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Figure 1. Schematic of the experimental setup for nozzle tomography (not to scale).

was mounted vertically in a specifically designed V-block holder that ensured nozzle stability during rotation. The
holder was secured to two orthogonal stages that provided adjustment of the center of rotation. The pair of linear
stages were mounted on an air-bearing rotation stage. From the APS storage ring, the polychromatic x-ray beam
passes through a set of white beam slits that delimit the footprint of the x-ray source. Downstream of the slits, two
metal filters, a 250 µm copper and subsequent 25 µm molybdenum filter, are placed in the beam path to reduce heat
load on the nozzle. A rotating chopper downstream of the filters further minimizes the heat load by limiting beam
exposure to 10% duty cycle, synchronized with the camera’s frame rate. As the beam passes through the nozzle
tip, x-ray photons are absorbed by the metal, creating spatial contrast in the beam cross-section. The outgoing
x-ray photons that penetrated through the nozzle are absorbed by a lutetium aluminum garnet (LuAg) scintillator,
and re-emitted as visible light. The propagation distance between the nozzle and scintillator was reduced to 48 ±
1 mm in order mitigate phase effects that would otherwise increase the uncertainty in the geometry measurements
by blurring the air/nozzle interface. The output image from the scintillator is magnified with a 5x long-distance
microscope to a field of view (FOV) of 2.25 × 1.4 mm and pixel resolution of 1.17 µm. The diffraction-limited
resolution of the raw images, determined by imaging an Xradia resolution target in the same tomography setup,
is 1.5 µm. For nozzle tomography measurements, θ = 0◦ corresponds to the electrical connector pointing in the
+x direction. Each nozzle was rotated from 0◦ to 180◦ at 0.1◦ steps, with 5 images recorded and subsequently
averaged at each angle to increase the image contrast. Additional information with regard to the optimization of the
imaging process may be found in previous work [30]. In brief, the process has been iteratively improved in order to
minimize image manipulation during post-processing, and consequently preserve as much as possible the spatial
resolution of the raw images. The resulting image stack undergoes tomographic reconstruction to transform the
nozzle projections into x−y slices through the nozzle body. The software that was used to perform the reconstruction
is TomoPy, an open-source Python code developed for synchrotron tomography [31]. The reconstruction algorithm
is a direct Fourier-based method called Gridrec [32]. The spatial uncertainty associated with the full imaging and
post-processing procedure is 1.8 µm, determined from calibration of three steel pin gauges ranging in diameters
between approximately 100 and 250 µm.

Figure 2. Schematic of the experimental setup for spray tomography (not to scale). The pressure chamber is shown as being
transparent to visualize the location of the spray and x-ray transparent windows.

Spray tomography measurements were carried out using a monochromatic beam at 8 keV energy. The working
fuel was a gasoline surrogate, Viscor 1487, doped with 3.1 wt% Rhodia DPX9 cerium additive to increase the signal-
to-noise ratio. The density and viscosity of the fuel, measured by a third party laboratory, are 810.1 µg mm−3 and
1.240 mm2 s−1 at standard temperature and pressure.

A schematic of the experimental setup is shown in Figure 2. Each injector was mounted vertically, spraying
down, in a steel pressure chamber that allows for the injector’s full rotation. The injection pressure was maintained
at approximately 19 MPa by a piston accumulator system. The back pressure was held constant at 0.3 MPa, and the

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0).
EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA

315



ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain

electronic injection duration was set to 680 µs. The injector fired at 3 Hz into an ambient temperature environment
that was pressurized with N2, which also provided a constant purge flow of 4 standard L min−1 in order to inhibit
fuel droplet formation on the windows during data acquisition. The x-ray source was focused to a beam size of 5
× 6 µm. A transverse scan was carried out 2 mm downstream from the nozzle tip for 0◦ ≤ θ ≤ 180◦ at 2◦ steps.
A total of 113 points spaced 80 µm apart were measured at each rotation angle with a temporal resolution of 3.68
µs. The outgoing beam intensity was averaged for 16 spray events at each measured position. The upstream
beam intensity, I0, was measured using a diamond x-ray beam monitor. As the beam passes through the spray,
it becomes attenuated to an intensity I by the fuel in the beam path on account of photoelectric absorption. The
attenuation of the beam is related to the amount of fuel in the beam path via the Lambert-Beer law, which provides
a measure of the projected density, M , of fuel at the measured location [15],

M (µg mm−2) =
1

µ
log

(
I0
I

)
, (1)

where µ (mm2 µg−1) is the mass absorption coefficient, found through calibration of the working fluid. The
projected density measurements at the recorded 90 lines of sight are reconstructed using TomoPy’s penalized
maximum likelihood algorithm with weighted linear and quadratic penalties [33]. The result of the reconstruction is
a time-resolved ensemble-average density field, ρ(x, y, t), at z = 2 mm downstream of the nozzle tip. It should be
noted that in this experiment setup, θ = 0◦ corresponded to the electrical connector pointing upstream to the beam
propagation direction, as opposed to the nozzle tomography setup, in which the electrical connector was orthogonal
to the beam direction. The inconsistency in the θ = 0◦ position relative to the beam between the spray and nozzle
tomography experiments was accounted for in the analysis to ensure that the nozzle holes were properly indexed
between the two measurement techniques.

Data Analysis
To remove background noise from the density field measurements, values that were less than 10% of the

maximum density were masked at all time steps and all measured locations. In general, this threshold omitted
approximately 2.5% of the total mass in the field from the analysis. In order to measure the fuel density corre-
sponding to each hole, local minima in the density field were determined between holes by azimuthally resolving
the steady-state density field. Wedge-shaped bins extending from the spray’s steady-state center of mass through
the local density minimum were used to isolate the density field associated with each nozzle hole (see Figure 4).
The binning procedure is collectively exhaustive in θ. The density field in each bin was integrated in both the x- and
y- coordinate to arrive at the planar integrated mass (PIM),

PIM (µg mm−1) =

∫
A

ρ(x, y, t) dA. (2)

Ten dimensions of interest were measured per each nozzle hole. Figure 3 displays the relevant dimensions
superposed on the isosurface of a Spray G injector to illustrate the high spatial resolution of the measurements. The
measured radii of curvature, lengths, diameters, and the drill angle are denoted by prefixes “R”, “L”, “D”, and “A”,
respectively. The numbering scheme of the dimensions starts at 1 from the sac exit and successively increases in
the direction of flow. The drill angle is calculated by tracking the centroid through the hole, and calculating the angle
between the line through the center of mass (dashed in Figure 3) and the z-axis.

Figure 3. Measured hole dimensions of Spray G from x-ray nozzle tomography results.

In order to measure the dimensions summarized in Figure 3, each hole was individually rotated so that its
horizontal axis aligned with the x-axis. A canny edge detector with a built-in Gaussian filter of specified standard
deviation σ = 3 was used to locate the hole cross-section at each slice along the z-plane [34]. A least-squares

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0).
EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA

316



ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain

ellipse fitting algorithm [35, 36] was then used to measure the hole diameter and eccentricity. In general, because
the eccentricity of the holes was typically less than the spatial resolution, an average of the diameters along the
major and minor axes is quoted as the hole diameter. Any pixel location where the root-mean-square (RMS) error
of the elliptic fitting exceeded 20 was removed from the analysis. The total uncertainty in the hole diameter mea-
surements includes the spatial resolution, the RMS error associated with the elliptic fitting, and the error associated
with approximating the cross-section as a perfect circle of 0 eccentricity. This error was typically dominated by the
spatial resolution of 1.8 µm. In order to locate the hole inlet, a data point near the center of the hole was chosen as
a starting point for a running average of the diameter, moving in the direction of the hole inlet. At each pixel location,
the running average was updated, and the location of the hole inlet was defined as the point at which the diame-
ter exceeded 3% of the running mean. A similar procedure was used to locate the hole and counterbore outlets.
This technique proved successful in capturing the hole inlet and outlet locations because of the relatively cylindrical
diameter profiles of both the hole and counterbore. The 3% threshold was chosen due to its ability to qualitatively
capture the actual inlet and outlet locations. The hole outlet radius of curvature as well as the counterbore fillet were
determined by fitting a 5th order polynomial to the hole corner profile and fillet, respectively. The radius of curvature
was calculated using,

C (µm) =
(1 + y′2)3/2

y′′
, (3)

where y′ and y′′ are the first and second derivatives of the fitted polynomial, respectively [29]. The radius
of curvature corresponding to the corner was taken to be equal to Cmin. Because it more accurately captured
the curvature, a 6th order polynomial fit was used to model the hole inlet corner profile. Even though nominal
dimensions are quoted in Table 1, it should be made clear that this work does not make an effort to compare
measured to ideal dimensions, on account of the fact that the thresholds used to obtain the latter are unknown.
For this reason, comparison between measured and nominal dimensions remains a subject for future work. The
important point to note is that the same thresholds and methods of calculating nozzle dimensions are applied to all
eight nozzles in order to maintain any errors associated with the data analysis as systematic errors, which would in
turn not affect the relative trends in geometric variability.

Multiple linear regression analysis was used to fit a linear relationship between the steady-state PIM and the
measured nozzle dimensions. Each nozzle hole was treated as a sample point, allowing statistics to be carried out
on n = 64 observations. The PIM was averaged during the steady portion of the spray, between 0.5 < t < 0.7 ms.
The general model for multiple linear regression, given n observations, is,

yi = β0 + β1xi,1 + β2xi,2 + ...βmxi + εi for i = 1, 2, ...n, (4)

where yi is the predictor variable (the average PIM), x1...xm are the explanatory variables (the dimensions
listed in Figure 3), β0...βi are the coefficients, and ε is a normally distributed random variable to account for any
noise in the data. To solve for the coefficients, a least-squares approach is used wherein the linear regression model
attempts to minimize the sum of squared residuals between the observed and predicted values. In essence, this
model attempts to describe the average PIM as a linear weighted function of the nozzle dimensions. The value of
the adjusted coefficient of determination, R2, is used to assess goodness of fit as well as to indicate whether or not
the addition of a geometric feature improves the overall predictability of the model.

Results and discussion
To illustrate typical analysis results of spray tomography measurements as well as the binning procedure, Figure

4 plots the mean steady-state density field, ρ̄(x, y, t), for Spray G #12, with and without masking density values that
fall below a specified 10% threshold. All measured Spray G nozzles feature a well-atomized fuel spray at 2 mm
downstream from the nozzle tip, with typical maximum liquid volume fractions of approximately 0.03, as observed
in previous work [7].

Figure 5a plots the PIM for all eight Spray G nozzles, in which the time of commanded start of injection occurs
at t = 0 ms. There is some variability in the apparent start and end of injection, as evidenced by the temporal spread
of the PIM profiles.The apparent start of injection and the injection slope during the needle opening stage are not
a strong function of injection pressure in GDI nozzles [37]. Aside from geometric variability, this may potentially be
attributed to variable needle lift behavior. Needle motion measurements using x-ray phase contrast imaging at the
APS have been previously obtained for Spray G #28 [8]. It would be instructive to perform such measurements on
the current injector set; this endeavor remains a topic for future work. In addition to the temporal spread, the PIM of
Spray G #22 is noticeably lower than that of the other injectors. Nevertheless, the variability in the steady-state PIM
across all injectors is 2.4%, which seems minor. Both Spray G #12 and #17 exhibited repeatable injector dribble
after the end of injection. Figure 5b displays this injector dribble, as well as hole-to-hole mass variations, for Spray
G #17. The hole numbering is consistent with that provided on the ECN website [6]. The mean variability in the
hole-to-hole PIM for all eight injectors is 4.2%. Table 1 provides a summary of the statistics for each measured
dimension, calculated by treating each nozzle hole as an independent observation, i.e. with n = 64 samples. In
order to compare the variation from the mean value, we define the relative standard deviation (RSD) as,

RSD = σ/µ, (5)
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(a) Unmasked mean density field. (b) Masked mean density field (mask is depicted by the white region).
The crosses mark the center of mass of the holes (white) and the bulk
spray (black). The data are binned into eight collectively exhaustive bins
depicted by the white lines emanating radially from the center.

Figure 4. The mean density field for Spray G #12, temporally averaged between 0.5 and 0.7 ms.

(a) (b)

Figure 5. Planar integrated mass as a function of time for (a) all eight Spray G nozzles and (b) Spray G #17.

where µ and σ are the sample mean and standard deviation, respectively. This parameter shows the variability in
relation to the mean, allowing for comparison among nozzle dimensions that vary in magnitude.

Generally, the largest variability is among the hole inlet and outlet corner radii. Table 2 lists the results of the
multiple linear regression analysis, as well as the standard errors. 33.2 % of the variability in the mean mass can
be explained by variations in the inlet hole corner radius, the hole length, and the counterbore upstream diameter.
The hole inlet corner radius has the strongest correlation with PIM variation. Because the coefficient is positive,
the PIM is predicted to increase with increasing inlet hole radius. Simulations using the nominal geometry showed
that the inlet corners can produce a pressure drop high enough for vapor formation [8]. However, the nominal
geometry mesh features very sharp corners, and it is unknown whether this effect would still occur using a modified
mesh with the prescribed dimensions listed in Table 1. In addition, inspection of select isosurfaces reveals voids
at the hole inlet as large as 10 µm in diameter, which can perturb the internal flow as the fuel enters the hole [38].
Increasing the inlet hole corner radius is expected to decrease the propensity for cavitation formation, which would
in turn increase the discharge through the hole, in agreement with the regression analysis. The existence of vapor
in the holes may also explain the temporal fluctuations in the PIM during steady injection, as shown in Figure 5 [8].
Time-resolved measurements of the needle motion and injection rate would provide further insight into this notion.
The regression model also predicts that a larger counterbore upstream diameter decreases the mean steady-state
mass. A potential reason for this may be increased area for mixing of fuel with ingested ambient gas inside the
counterbore. Lastly, hole length is positively correlated with the mean PIM. An increase in hole length results in a
larger ratio of length to diameter (L/D), which has been previously shown to suppress atomization [39].
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Table 1. Hole dimensions measured by x-ray nozzle tomography, as well as nominal dimensions from the manufacturer.

Feature ID Mean (µm) Standard deviation (µm) RSD (%) Nominal (µm)

D1 175 1.14 0.65 165
D2 176 1.00 0.57 165
R1 4.93 0.88 18 0
R2 2.54 0.47 18 0
L1 150 10.50 7.0 170
A1 38 0.47 1.3 37
D3 394 1.29 0.33 388
D4 394 1.27 0.32 388
R3 65 3.30 5.1 40
L2 402 11.18 2.8 470

Table 2. Regression coefficients and standard errors.

Predictor Variable Value Standard error

Constant, β0 17.90 0.095
R1, Hole inlet corner radius 0.43 0.110

L1, Hole length 0.020 0.009
D3, Counterbore upstream diameter -0.21 0.074

Conclusions
Measurements of the time-resolved density field at z = 2 mm downstream of the nozzle tip were obtained

for eight nominally duplicate eight-hole Spray G nozzles using x-ray spray tomography. In addition, critical hole
dimensions were retrieved from geometry measurements obtained by x-ray nozzle tomography. Both experiments
were carried out at the 7-BM beamline of the APS at Argonne. Analysis of the PIM of each nozzle revealed subtle
variations in the apparent start and end of injection timing among the injectors, as well as injector dribble from
a few holes for two of the injectors. A multiple linear regression model was implemented to model the variability
in the mean hole mass as a function of the hole’s geometric features. Approximately 33% of the variation in the
steady-state mass can be attributed to variations in the hole inlet radius of curvature, hole length, and counterbore
upstream diameter. The remaining measured dimensions did not improve the predictability of the model. In general,
the variability in the nozzle dimensions was low except for the hole inlet and outlet corner radii.

There are a variety of avenues to explore with regard to the future direction of this analysis. The strength of the
statistical model may be improved by the addition of more Spray G nozzle holes, specifically targeting outlier injec-
tors that may be expected to feature large variability. Integrating rate of injection and needle motion measurements
into the analysis is also possible. The effect of nozzle upstream conditions on specific holes should be investigated
by running an analysis that considers the spatial location of each hole, rather than treating all holes as independent
observations. Considering the maximum and minimum dimensions in the analysis, as well as azimuthally resolv-
ing the inlet and outlet corner radii, may also prove useful in explaining more of the mass variability. In addition,
quantifying surface roughness and the frequency of voids should be considered. Further data acquisition and data
mining could explore such considerations in the future. At present, the analysis helps highlight which dimensions
may need to be treated more carefully in both computational modeling efforts as well as in manufacturing practices,
and conversely, which ones do not seem to strongly affect the ejected mass. Lastly, it should be noted that the
linear regression model can only predict correlation, and not a cause-and-effect relationship. As such, the model
findings will require further experimental and numerical investigation to prove causality between the relevant nozzle
dimensions and fuel spray characteristics.
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Abstract 

Flashboiling denotes the phenomenon of rapid evaporation and atomization at nozzles, which occurs when fluids 

are injected into ambient pressure below their own vapor pressure. It happens in gasoline direct injection (GDI) 

engines at low loads, when the cylinder pressure is low during injection due to the closed throttle valve. The fuel 

temperature at the same time approaches cylinder head coolant temperature due to the longer dwell time of the 

fuel inside the injector. Flash boiling is mainly beneficial for atomization quality, since it produces small droplet 

sizes and relative broad and homogenous droplet distributions within the spray. Coherently, the penetration depth 

normally decreases due to the increased aerodynamic drag. Therefore the thermal properties of injectors are 

often designed to reach flash boiling conditions as early as possible. At the same time, flash boiling significantly 

increases the risk of undesired spray collapsing. In this case, neighbouring jets converge and form a single jet. 

Due to the now concentrated mass, penetration depth is enhanced again and can lead to liner or piston wetting in 

addition to the overall diminished mixture formation. 

In order to understand the underlying physics, it is important to study the occurring phenomena flashboiling and 

jet-to-jet interacting i.e. spray collapsing separately. To this end, single hole injectors are built up to allow for an 

isolated investigation of flashboiling. The rapid expansion at the nozzle outlet is visualized with a microscopic high 

speed setup and the forces that lead to the characteristic spray expansion are discussed. Moreover, the results 

on the macroscopic spray in terms of penetration, cone angles and vapor phase are shown with a high speed 

Schlieren setup. Resulting droplet diameters and velocities are measured using LDA/PDA. 

As a result, we find a comprehensive picture of flash boiling. The underlying physics can be described and 

discussed for the specific case of high pressure injection at engine relevant nozzle geometries and conditions, but 

independently from neighbouring jets. These findings provide the basis to understand and investigate flashboiling 

and jet-to-jet interaction as distinct, but interacting subjects rather than a combined phenomenon. 

Keywords 

Flashboiling, GDI, Single-Hole-Injector, High-Speed, LDA/PDA 

Introduction 

With the introduction of gasoline direct injection (GDI) systems in significant shares in the worldwide market, new 

challenges for spray and combustion layout were generated, originating from the increased injection pressure as 

well as the hotter injector and fuel temperatures due to the changed injector mounting position.  

Figure 1. p-T diagram of iso-octane with possible fuel conditions for different injection systems 
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Figure 1 shows estimated possible injection conditions relative to the boiling curve of the fuel surrogate iso-octane 

for different injection systems, particularly. One effect that is in focus ever since GDI entered the market is 

flashboiling. It denotes the phenomenon of rapid evaporation and atomization at nozzles, which occurs when 

fluids are injected into ambient pressure below their own vapor pressure and correlates to the lower right corner in 

Figure 1. In GDI engines, this happens at low loads, when the cylinder pressure is low due to closed throttle 

valves. At the same time, the dwell time of the fuel inside the injector increases due to low injected mass and low 

engine revolutions, causing the fuel to approach cylinder head coolant temperature. During injection the pressure 

then drops below the fuels vapor pressure as indicated in Figure 2 for an exemplary fuel pressure of 15 MPa and 

the fuel-surrogate iso-octane, where the vertical arrow displays an isenthalpic throttling from in-injector conditions 

to chamber conditions. The horizontal arrows mark the separation of liquid and vapor phase due to superheating, 

with the respective arrow length representing vapor and liquid fractions. Real gasoline fuel in contrast to iso-octan 

is a multi-component mixture. This means that the boiling curve is no well-defined line but the mixture evaporates 

in a certain range instead. This means for real fuel, a small fraction of the mixture is superheated under nearly all 

conditions. Iso-octane however is a good average for the components in real fuel and shows comparable 

behaviour. 

 

Figure 2. p-h-diagramm of iso-octane with an exemplary injection from 15 MPa fuel pressure to 0.03 MPa ambient pressure at 

363 K fuel temperature 

Flashboiling is usually described as a three step process [1],[2]. When the degree of superheating is so high that 

enthalpy cannot be emitted by heat transfer and evaporation at the free surface, evaporation starts within the fluid 

volume, causing the formation of gas bubbles. This effect is referred to as nucleation. Those nuclei grow during 

the next step which is referred to as bubble growth, till they reach an instable size. In the last state of flashboiling 

they collapse, which leads to the creation of new free surface and consequently boosts atomization [3]. Wood 

shows a decrease in the Sauter-Mean diameter D32 of 42% for a flash boiling spray [4]. The spray used however 

is a six-hole spray, that shows considerable collapsing under flash boiling conditions.  In this case, neighbouring 

jets converge and form a single jet. Due to the now concentrated mass, penetration depth is enhanced again and 

can lead to liner or piston wetting in addition to the overall diminished mixture formation. Zeng shows this 

behaviour for an eight-hole injector [5]. For low degrees of superheating, spray width is enhanced and penetration 

depth decreased. For higher degrees of superheating the spray collapses and the spray penetration increases 

again while the spray width decreases. Krämer points out that flashboiling and jet-to-jet interaction are separate 

phenomena that however influence each other  [6]. In order to understand the underlying physics of both effects, 

it is important to study the occurring phenomena flashboiling and jet-to-jet interacting i.e. spray collapsing 

separately. To this end, in this paper single hole injectors are used to allow for an isolated investigation of 

flashboiling. 

 

Material and methods 

The injector used is a common GDI solenoid injector which however has just one single hole. To keep the inflow 

conditions as realistic as possible, the hole is not placed centrally but on a usual reference circle, resulting in a jet 

height-angle of 30° from injector axis. Both hole diameter and L/D ratio are unchanged from the original multi-hole 

design. The injectors are investigated with three different measurement techniques and results from four 
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operation points (OP) are shown in this paper as depicted in Table 1. Each OP is defined by fuel pressure, fuel 

temperature, chamber pressure, chamber temperature and the injection duration ti. 

Table 1. Operation Points 

OP Tfuel pfuel Tchamber pchamber ti DSp DSh 

1 
303 K 

15 MPa 298 K 

0.1 MPa 

1.5 ms 

0,08 -0,53 

2 0.03 MPa 0,28 -0,19 

3 
363 K 

0.1 MPa 0,77 -0,03 

4 0.03 MPa 2,58 0,27 

 

All measurements are performed with iso-octane as a fuel surrogate, due to its well-known properties. The degree 

of superheating generally can be represented by two expressions, the ratio of vapor pressure to ambient pressure 

as shown in equation (1) or the ratio of inherent enthalpy of the fluid to the enthalpy of phase transition as shown 

in (2). The latter is partly similar to the dimensionless Jacob-number that however often is defined in a volume-

specific way [7]. 

 

𝐷𝑆𝑝 =
𝑝𝑠𝑎𝑡(𝑇𝑖𝑛𝑗)

𝑝𝑎
 (1) 

𝐷𝑆ℎ =
ℎ𝑖𝑛𝑗 − ℎ𝑙

ℎ𝑣 − ℎ𝑙
 (2) 

Index “sat” refers to saturation conditions at the state point on the boiling curve defined by the thermodynamic 

quantity given in brackets. Index “inj” refers to the conditions inside the injector, while index “a” refers to ambient 

i.e. chamber conditions. h is the enthalpy and indices “l” and “v” refer to the liquid and vapor phase. While the first 

definition is common in technical applications, because the necessary values are gained more easily also for real 

multi-component fuels, the enthalpy-based definition provides more information. A negative value means the fluid 

is not superheated while values between 0 and 1 give the amount of fuel that can be evaporated solely by the 

inherent enthalpy of the fuel, and a value above 1 means that full phase transition can be achieved during 

flashboiling. The values from both definitions are given in Table 1. In this case, only OP 4 provides real 

superheated conditions, while OP 2 and 3 show the effects of reducing chamber pressure and increasing fuel 

temperature respectively, without crossing the boiling curve of iso-octane. 

Three measurement techniques are used to examine the spray. The full spray behaviour is visualized by high 

speed Schlieren imaging. To this end a folded Z-type Schlieren setup with 6 inch parabolic field mirrors is used. 

The light source is a high-power LED array in cw-mode, the camera a Photron SA-Z high-speed-camera that is 

used at a repetition rate of 20 kHz. The images are used to determine macroscopic spray paramters e.g. 

penetration depth and cone angle. Due to its sensitivity towards gradients in the refractive index, the Schlieren 

measurement technique is sensitive towards both liquid and vapor phase. To verify the obtained results, they 

were compared to results from two different integral spray measurement techniques, Mie scattering and 

shadowgraphy. It can be shown that for the operation points considered in this publication, the Schlieren 

measurement technique shows the same results as the other two techniques that are only sensitive towards the 

liquid phase due to their measurement principle. This means that a separation of liquid and vapor phase does not 

occur in the spray on a macroscopic scale and that the results are therefore not depending on the sensitivity of 

the measurement technique towards gaseous fuel. This however is only true for operation points with comparably 

slow heat transfer from the surrounding gas phase and therefore low evaporation rates. 

To provide microscopic spray parameters i.e. droplet sizes and velocities, a commercial Dantec fibre PDA system 

is used. In total 119 measurement positions are investigated for each operation point, with a repeat count of 60 

injections for each position. All measurement positions lie in a common plane through both injector and jet axis as 

depicted in Figure 6. 

Finally the nozzle near region is investigated by line of sight close up measurements in ultra-high-speed with 

framerates of 5 and 2 million frames per second to investigate the initial process of flashboiling itself. To this end 

a SI-AD 500 high power flash lamp and a Kirana camera were used, both provided by Specialised Imaging, in 

combination with a Questar QM-100 long distance microscope as well as a Navitar 12x Zoom Lense. 

 

The effect of flashboiling on macroscopic spray parameters  

A jet usually is described by two basic macroscopic parameters, its penetration depth and its jet cone angle. For 

the latter, a large number of definitions are in use, depending of the particular application. In this paper, a 
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definition proposed in [8] is used. In addition, the jet volume is calculated under the assumption of an axis-

symmetrical spray-shape. To give a visual impression of the effect of flashboiling on the spray shape, in Figure 3 

raw images for each OP are compared at a similar time after actuating of the injector i.e. after electrical start of 

injection (eSOI).  

 

    

Figure 3. Raw Schlieren images 1000 µs after eSOI for a) OP1 (303 K / 0.1 MPa), b) OP2 (303 K / 0.03 MPa), c) OP3 (363 K / 

0.1 MPa) and d) OP4 (363 K / 0.03 MPa)  

Even though injection pressure and duration are kept constant, the spray form changes significantly between the 

four OPs. On the upper side of the spray, for each OP a small fog of droplets is visible, that is most likely caused 

by the changed inflow of the single hole nozzle. This however can be neglected in evaluation and the jet itself 

behaves comparable to a jet from a multi hole injector. The different spray forms are also visible in the temporal 

evaluation of the high speed images. 

 

  

Figure 4. Total penetration depth and spray cone angle relative to time after eSOI for OP1 (303 K / 0.1 MPa), OP2 (303 K / 0.03 

MPa), OP3 (363 K / 0.1 MPa) and OP4 (363 K / 0.03 MPa) 

Figure 4 on the left shows the temporal development of the total spray penetration depth (absolute distance 

between spray front and nozzle outlet). Note that at around 105 mm the end of the optical access and therefore 
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the maximum possible penetration depth is reached. Generally an increase in penetration depth can be found for 

OPs with lower ambient density and therefore lower gas density. Higher fuel temperature in contrast reduces the 

penetration depth. Both effects are found for the non-superheated OPs as well as for the superheated one, even 

though the effect of heated fuel is stronger between OP2 and OP4 than between OP1 and OP3. 

Figure 4 on the right shows the spray cone angle. While both OPs at 0.1 MPa ambient pressure show similar 

spay cone angles of around 8° in the stationary spray phase, a decrease in ambient pressure results in a wider 

spray angle for both hot and cold fuel conditions. For the superheated spray however, this effect is significantly 

stronger with a spray cone angle of around 14° in the stationary phase. This effect is also visible in Figure 3, 

where the spray for OP4 is noticeable broader than the other OPs.  

Since the spray penetration depth only significantly diverges in regions more than 20 mm away from the nozzle 

outlet the differences have to be caused by aerodynamic drag. While the reduction of aerodynamic drag with 

decreasing pressure is due to the decreasing ambient density, the increase with temperature is due to larger 

spray front cross section that can also be obtained in the increasing spray cone angle. 

 

  

Figure 5. Spray volume and calculated fuel-air ratio relative to time after eSOI for OP1 (303 K / 0.1 MPa), OP2 (303 K / 0.03 

MPa), OP3 (363 K / 0.1 MPa) and OP4 (363 K / 0.03 MPa) 

Under the assumption of an axis symmetrical jet, the spray volume can be calculated from the detected spray 

area. Its temporal development is given in Figure 5 on the left side. Both, an increase in fuel temperature and a 

decrease in ambient pressure result in an increased spray volume. While the non-superheated OPs start on the 

same level and diverge over time, the flash boiling spray shows a significantly increased spray volume right from 

the visible start of injection (vSOI). 

Based on the spray volume and the injected fuel mass known from injection rate measurements, the global fuel-

air ratio within the spray can be estimated. This is based on the two assumption that the injected fuel mass is 

constant for all 4 OPs and that the liquid-vapor fraction of the fuel can be estimated assuming isenthalpe 

throttling. Both assumptions are simplifications, as a change in mass-flow due to changed fuel properties is 

neglected as well as enthalpy that adds to energy forms different than heat of evaporation, such as free surface 

energy. Nevertheless, an estimation of the fuel-air ratio is possible as the neglected terms are sufficiently small. 

The assumptions given lead to the following mathematical expression: 

 

𝜆 =
𝑛𝑂2

𝑛𝑂2,𝑚𝑖𝑛
=

𝑉𝑠𝑝𝑟𝑎𝑦 − (𝑚𝑓𝑢𝑒𝑙 ⋅ 𝜌𝑓𝑢𝑒𝑙)
𝑉𝑚𝑜𝑙

𝑚𝑓𝑢𝑒𝑙 ⋅ 𝐴𝑠𝑡
 

(3) 

 

The minimum stoichiometric oxygen amount nO2,min can be calculated with the known fuel mass mfuel and the 

stoichiometric air consumption Ast of iso-octane. The actual oxygen amount results from the difference between 

spray volume and estimated fuel volume, converted by the molar volume Vmol. The temporal development of the 

calculated fuel-air equivalence ratio is given in Figure 5 on the right. It shows that even though the flashboiling 

OP 4 has significantly more spray volume than the other OPs, the amount of air inside the spray is lower than for 

the 0.1 MPa OPs. This effect is caused by the lower air density at 0.03 MPa. Compared to the cold fuel at 
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reduced ambient pressure (OP2) however, the flashboiling OP shows a significantly increased air capture in the 

inertial spray phase. During late injection the curves for both OPs converge. This means that the rapid inertial 

expansion leads to an enhanced air capture, while air entrainment might even be weakened due to air 

displacement by fuel vapor. 

 

The effect of flashboiling on droplet size and velocity  

The quality of atomization can be described by the sizes of the individual spray droplets. To determine those, the 

spray is analysed by PDA/LDA. The investigated measurement points are visualized in Figure 6 with the 

measurement results for each point displayed in the corresponding schlieren image. To compare the OPs 

individually, the values in the nozzle distance of 29 mm are chosen as indicated by the green line. This distance is 

chosen for two reasons. The first is its relevance for the application, since compared to bore and stroke of modern 

DI engines this is often roughly the distance between nozzle tip and the centre of the combustion chamber. The 

second reason is the optical density of the spray closer to the nozzle tip. In order to minimize the influence of 

potential measuring gaps, 29 mm represents a distance with a sufficient high data rate 

 

  

Figure 6. Mean droplet sizes (right) and velocities (left) for each of the 119 measurement points displayed in the corresponding 

schlieren image, all data for 1500 µs after eSOI 

  

Figure 7. Radial distributions of averaged total droplet velocities (left) and droplet diamteres (right) in 29 mm nozzle distance for 

OP1 (303 K / 0.1 MPa), OP2 (303 K / 0.03 MPa), OP3 (363 K / 0.1 MPa) and OP4 (363 K / 0.03 MPa) 

Figure 7 shows radial droplet size and velocity distributions for the given distance. The velocities on the left show 

a significant dependency from the ambient pressure, while for the 0.1 MPa OPs an influence of the fuel 

temperature is not detectable. For the 0.03 MPa OPs, the superheated hot fuel OP 4 shows higher velocities than 

the cold fuel point. This is contrary to the macroscopic spray behaviour shown in Figure 4. The difference is that 

the penetration depth is the integrated spray front velocity, while PDA measures individual droplet velocities in the 

spray front but also in the bulk spray phase. This means that the spray front is decelerated by increased 

aerodynamic drag due to the increased spray front cross section while the aerodynamic drag on droplets in the 

spray bulk phase is even decreased by air displacement due to the increased fuel vapor volume. 

 

Visualization of the primary atomization with and without flashboiling 

Since flashboiling is a very fast process, which takes place at the direct vicinity of the nozzle tip respectively 

partially inside the nozzle, a very high temporal and spatial resolution is required to visualize the process. With the 
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setup described above a temporal resolution of 5 MHz and a spatial resolution of about 4.8 x 4 mm can be 

achieved. Since the camera is limited to 180 frames, only the opening process is analysed. For the stationary 

spray phase the Schlieren results show sufficient details anyway. Figure 8 shows the opening process for the 

reference OP 1 and the superheated OP 4. For a clear arrangement, only every 20
th

 frame is shown here, which 

correlates to a step width of 4 µs between each image, starting from vSOI. The definition of vSOI is however 

somewhat challenging, since for the hot fuel OPs fuel starts to leak from the injector early during needle lift due to 

the lower viscosity, creating a pre-jet with very little momentum. That is why in Figure 8 for the superheated OP 

fuel is visible outside the nozzle already at vSOI. While for the cold OP 1 spray structures and ligaments are 

clearly visible. For the superheated fuel only a fuel cloud is visible, which the very early stage shows very high 

radial expansion velocities. Only from 16 µs after vSOI a contraction of the spray root and a convergence towards 

the later spray cone angle is visible. Even though the spray penetration depth for this OP is significantly higher 

than for the cold reference OP 1, as shown in Figure 9, evidence for a significant axial expansion of the spray due 

to flashboiling cannot be found as the comparison with the cold 0.03 MPa OP 2 shows. This evaluation however 

has to be treated with care since as mentioned before, the definition of vSOI is challenging. An evaluation relative 

to eSOI on the other hand is not possible, since the camera is only able to cover a very limited timespan. In 

addition, the evaluation is only based on two injections per OP making shot-to-shot variation a significant source 

of errors. 
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Figure 8. Visualization of the injector opening under non-superheated (OP 1 -0.1 MPa / 303 K – top row) and superheated 

(OP 4 -0.03 MPa / 303 K – bottom row) conditions 
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Figure 9. Total penetration depth relative to time after vSOI, obtained from close up ultra-high-speed images distance for 

OP1 (303 K / 0.1 MPa), OP2 (303 K / 0.03 MPa), OP3 (363 K / 0.1 MPa) and OP4 (363 K / 0.03 MPa) 

Conclusions 

For single hole injectors, the effects of flashboiling on the spray behavior are less significant than expected. The 

macroscopic spray behaviour is changed in terms of penetration depth, cone angle and spray volume, but the 

tendencies are already visible for the changes in fuel temperature respectively ambient pressure without 

superheating. Also, the enhanced primary atomization due to flashboiling has no detectable influence on the 

droplet size distribution in application relevant nozzle distances. This of course does not mean that flashboiling 

has no benefits for the GDI spray, since the evaporation of fuel is faster under those conditions, which then 

boosts the mixture formation in the engine. 

What is noticeable in the spray however, is the behaviour in direct vicinity of the nozzle outlet where a strong 

radial acceleration of the spray is detectable. This leads to a significantly increased spray root width and an early 

increase in spray volume. The volume balance in addition hinds towards a changed and potentially extenuated air 

entrainment due to the significant increase of spray vapor volume. Therefore, to understand the effect of 

flashboiling on multi hole sprays, the interconnection to Jet-to-Jet interaction and finally spray collapsing, the 

flashboiling induced flow field in the surrounding air and the jet overlap in the initial spray phase, before the flow 

field is fully developed have to be investigated more closely. 
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Abstract 
The investigation focus for combustion engines is on reduction of emissions as well as fuel consumption. By 
introducing the gasoline direct injection combined with downsizing the efficiency and the fuel consumption of 
gasoline engines has been optimized. An additional potential to the previous solutions provides the water 
injection. The article include the results of the fundamental research of water injection for combustion engines, it 
shows the influence of the amount of water in a water-gasoline-emulsion on the spray in a high pressure injection 
chamber. Therefor the spray of a gasoline direct injection injector is visualized by a high speed camera using the 
shadowgraph technique. 

Keywords 
Direct Injection System, Gasoline-Water-Emulsion, Spray Measurement, Spray angle and Penetration 

Introduction - The water injection  
Water injection was introduced very early in the development of combustion engines, especially for aircrafts and 
race cars. However it could not make its way to large-scale serial applications. In the first place the water- 
injection benefits from its high evaporation enthalpy. It can be used for the reduction of the intake air temperature 
to increase the engine power, to increase the efficiency and reduce the emissions. 
Mode of action and influence on combustion  
Water has a six times higher evaporation enthalpy and a doubled higher heat capacity as gasoline. Both leads to 
a temperature reduction. On the one hand, based on the evaporation, the temperature level before the actual 
combustion is lower and on the other hand, the evaporated water acts like an inert gas to lower the combustion 
temperature by increasing the global heat capacity. Therefore full load enrichment is no longer needed. The 
effects of water injection on the combustion are shown in Figure [1]. 

Figure 1. Influence of water injection on combustion 

Durst [1] compared the various systems in his publication.  He investigated in an intake water injection system, a 
mixture injection system and a water direct injection system. Each system was able to increase the proportion of 
water up to 50 % without any kind of spark failure or cycle fluctuations [1]. Additional, all investigated methods 
reduce fuel consumption, emissions (particle, HC, CO) and lead to an optimized mass fraction burned 50 %. At 
full load with 40 % of water it was possible to reduce the gas mixture temperature by 40 K. Also the point of mass 
fraction burned 50 % was relocated around 6 ° crank angle towards the ignition TDC (top dead center). The 
biggest advantage of water injection for efficiency and emissions (particle, HC, CO) could be seen in high RPM 
and high load. Except the NOX emissions, which increase in conditions of high RPM and high load. At their 
maximum they reach a 4 times higher level with water injection [1]. The reason is the higher level of oxygen 
compared to full load operation point with fuel enrichment. The higher level of oxygen is promoting  NOX 
formation reactions. However the 3-Way-Catalytic converter works best with lambda = 1, so the NOX emissions 
can be converted. 
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Methods of water injection 
There are different ways to add water to the combustion process. Figure 2 shows four different methods. The 
systems differ in costs, in the application effort and in the influence on the combustion.  

 

Figure 2. Methods of water injection 

Airbox Injection 
The manifold injection is characterized by the injection of water with one main injector or cylinder selective 
injectors in the intake system after the intercooler. The main advantage is the easy continuous injection of water, 
without synchronization to the crank angle [1]. 
Manifold Injection 
The water injection takes place near to the intake valve. It is individual for every cylinder and needs to be 
synchronized to the crank angle. The advantage is a higher amount of water which enters the cylinder liquidly. But 
it is still more water necessary to have the same effects as the direct injection  
Mixture and Emulsion Injection 
The fuel need to be mixed before injected into the cylinder. Gasoline and water can be mixed by three different 
systems. First is a mixture injection, without producing a real emulsion. This could be done by using the high 
pressure pump (HDP5) [3] [4]. Therefor it is mandatory to bring both fluids together in front of the pump. Second 
way is the creation of a macro emulsion with an onboard system with/without using surfactant. The emulsion is 
created shortly before injection and isn’t stored. Disadvantages of the system are the delay on the water injection, 
because of the production and flow time and the high amount of energy to create the emulsion [5]. Third option to 
add water to the combustion is to fuel the car with a micro emulsion. The micro water gasoline emulsion is 
thermodynamic stable, nano-disperse, temperature invariant, non-corrosive and can be store unlimited [2]. Two 
disadvantages are the fix amount of water in the emulsion and the complex micro emulsion production [6]. 
Separate Water injection 
The water is injected by a separate independent high pressure injector. This system offers most flexibility for the 
injection timing and for the amount of water, but the system is very complex [1]. 
On Injector Mixture Injection 
For this kind of water injection a special injector is necessary where water and gasoline are mixed direct in the 
injector and injected together through one nozzle. Some research was done for stationary Diesel engines [7] [8]. 
A disadvantage is the need for a separate high pressure water system.  

Scientific Basis 
An emulsion is a drop shaped distribution of at least two not mixable fluids [9] [10]. To generate an emulsion you 
need an inner phase (disperse phase) from fine particles and a liquid outer phase which enclose the fine particles 
of the first liquid [10] [11]. The average droplet diameter is from 100 nanometers to one millimeter. The larger the 
average droplet diameter the more intensive is the white color of the emulsion. With help of the droplet diameter 
emulsions are divided in macro- and micro emulsions. Micro emulsions have a smaller droplet diameter, are 
optical clear and are formed spontaneous. Macro emulsions are always thermodynamic unstable, which leads in 
a segregation process [11]. It’s possible to stabilize the macro emulsion, but it is only possible to extend the time 
of segregate. Emulsions tend to minimize their surface free energy 𝛥𝛥G, which is the product of interfacial tension 
𝛾𝛾 and the change in size of the interfaces 𝛥𝛥A. 

ΔG= 𝛾𝛾 ⋅ΔA (1) 
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The balance of a stable condition is reached, when the surface free energy equals 𝛥𝛥G = 0 [9]. This can be 
reached by reducing the interfacial tension 𝛾𝛾 (adding a surfactant) or by reducing the interfaces 𝛥𝛥A (segregation 
of the fluids). But due to the fact, the interfacial tension 𝛾𝛾 couldn’t be zero, a macro emulsion can never be stable. 
Consequently, the smaller the droplets the more unstable the emulsion [9] is without protection.  
Instability Phenomena 
The stability of an emulsion is defined by the time in which it is useable without the phenomena of segregation 
[12]. Typical phenomena of segregation are sedimentation, flocculation, Ostwald-Maturation, coalescence and 
phase inversion. Sedimentation and flocculation are reversible by simply mix the emulsion by shaking or stirring to 
undo both stability phenomena. Ostwald-Maturation and coalescence are irreversible phenomena which end in 
the segregation of the emulsion.  

 

Figure 3. Instability Phenomena 

Sedimentation is the subsidence of water caused by the density difference [13]. The kinetic stability of the 
emulsion can be raised by a smaller droplet diameter. Flocculation is the loose accumulation of droplets, without 
losing its phase boundary. These process can be reduced by steric, electrostatic or electro steric mechanisms 
[12]. Ostwald-Maturation describes the irreversible growing of big droplets at the expense of small droplets [13]. 
Coalescence is the irreversible merge of small droplets to big droplets by reducing the interface and surface 
energy. The reason for coalescence is the strive for an energy minimum and for a minimal surface volume ratio 
[10]. Another instability phenomenon is phase inversion, which leads in an inversion from W/O-emulsion to O/W-
emulsion or reversed. It can be caused by energy input, temperature changes or changes in the composition of 
the components [14]. 
Stabilization of an emulsion 
Steric stabilization of an emulsion is meant to add a surfactant with a large space extension. The surfactant gets 
absorbed on the boundaries of the water drops and prevents the accumulation of further water drops [12]. 
Stabilization is also termed as kinetic stabilization and is different from thermodynamic stabilization. Macro 
emulsions are not stable due to the fact of minimization of boundary surfaces and free energy. With a surfactant 
this process can be slowed down to a level where the emulsion is stable for weeks or even years. This condition 
is termed as metastable, inert or kinetic stable [16]. All influences that reduce the movement of the droplets 
increase the stability of the emulsion [15]. 
Water-Gasoline-Emulsion as passenger car fuel 
The fluids water and gasoline are not mixable because of their chemical molecular structure. But it is possible to 
create a metastable macro emulsion with surfactant and emulsifying apparatus. The product is a water-oil-
emulsion. The use of a surfactant causes the investigation of emissions produced by the combustion of the 
surfactant. Experiments with a test engine using water proportions from 0 to 50 % show that most benefits are 
reached with a water proportion of 40 – 50 %. Even with 50% proportion of water the cycle variations are very low 
[1]. It is not known if a homogenous emulsion is necessary for a good combustion. Experiments by Durst [1] and 
Böhm [3] show that it is sufficient to mix water and gasoline in front of the high pressure pump [3]. But it is not 
known what kind of mixture is produced by this system of Durst [1] and Böhm [3]. Literature research indicates 
that the use of emulsified fuel with surfactant cause additional emissions after the combustion. Faced with a large 
number of different surfactants it is difficult to conclude a general statement, but it could be assumed that it is 
appropriate to use surfactants with elements which are already part of the fuel mixture like carbon, hydrogen, 
oxygen and nitrogen. All surfactant containing phosphorus and sulphur should not been used. Most of the 
surfactants are long chain molecules with a slow and incomplete combustion which results in particle emissions. 
This fact was proven in studies on a diesel-water-emulsion [4].  

Measuring System and Optical Evaluation 

Test Bench and Parameter 
The performed studies are aimed to homogenous turbo charged gasoline engines with direct injection often used 
in small and mid-range cars. The injection well as the chamber pressure, the chamber temperature and the 
injection time are based on that conditions.  
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State of the art for injection pressure of modern passenger gasoline direct injection engines is 200 bar. Next 
generations aim is 350 bar. In low load operation points the injection pressure drops to 80 bar. For measurement 
50, 125 and 200 bar was defined. These measurement points should give a general statement for the influence of 
the injection pressure.  

 

Figure 4. The Pressure Chamber for Injection Tests [17] 

The injection time for homogeneous direct injection gasoline engines is during the induction stroke. For turbo 
charged SI-engines the cylinder pressure during the induction stroke is nearly the boost pressure. The chamber 
pressure is defined to 1 and 2 bar, for two engine load scenarios.  

 

Figure 5. Schematic Test Bench Structure 

The pressure chamber is for the optical measurements and investigation of the injector spray. The pressure of the 
chamber can be set from pdk = 1 to 60 bar and the temperature can be adjusted from 20 °C up to 200 °C. The 
volume of the chamber is 13 liters and the shape is cylindrical with four 80 mm windows.  
The temperature of the fresh air in the cylinder depends on the boost air temperature and the amount of thermal 
energy transferred from the cylinder head, cylinder wall, residual gas and piston surface. Following the 
temperatures of a modern turbo charged engine with 65 kW per liter as an example the boost air temperature at 
21 °C atmosphere temperature rises from 18 to 52 °C. The engine temperature in running condition is between 83 
°C and 93 °C. The surface temperature of the piston is around 300 °C, depending on the engine load [26]. Based 
on this the temperature for the pressure chamber was set to tdk = 100 °C.  
The used injector [HDEV 5) is a six-hole solenoid direct injection injector with central installation position and a 
maximal injection pressure of 200 bar. For the control of the injector a FI2ER control unit of IAV Ltd. was used.  
The used measurement is shadowgraph techniques. The injected spray is illuminated with an intense light source 
and recorded with a high speed camera. The data from the measurements were analysed by the software DaVis 
7.2 from LaVision. The algorithm is automatically detecting the spray boundaries, the penetration and the spray 
angle [15].For every injection 100 pictures (Frames) with a frequency of 10 kHz was taken.  
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Figure 6. Control Parameters for the Injector (left power, right voltage) [18] 

 

 

Figure 7. Spray evolution over injection time (water proportion Δw = 0%, pdk = 2 bar, pinj = 200 bar) 

The measurements were taken as shown in table 1. The injection duration is 2 ms. Both, the activation of the 
injection and of the camera are trigger by the controller for an accurate timing. Every measurement was repeated 
twenty times. 

Table 1. Measurement Plan 

 
The Spray Records 
Figure 7 shows the chronology of an injection with pure gasoline fuel at 2 bar chamber and 200 bar injection 
pressure. It is obvious that the start of injection (SOI) is in frame 3 and ends (EOI) is in frame 23 due to 2 ms 
injection time. The penetration length of the spray exceeds the windows of the chamber at frame 12, which means 
it only can be analyzed up to 0.9 ms after SOI. The control power for the injector indicates that it is opening up to 
frame 10. Consequently most of the analyzed measurements are during the opening phase of the nozzle, which 
has to be considered because of cavitation effects in the needle seat.  
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Influence of the Proportion of Water 
Penetration 
The spray measurements in Figure 8 show that with an increasing amount of water the penetration  is decreasing, 
this becomes obvious especially for pinj = 125 bar and pinj = 200 bar. With pinj = 50 bar the penetration remains 
nearly constant, but nevertheless the peripheral spray cones have a slightly lower penetration. 

 

Figure 8. Spray images at 2 bar Chamber Pressure from 0 to 100 % water 

The properties of water and gasoline are shown in table 2. The values show that water has a 30 % higher density 
and a magnificent higher viscosity. The consequence of equation 2 is that the outlet velocity vout and 
subsequently the penetration length (s) are smaller with a higher density, subsequently with a higher amount of 
water.  

𝑠𝑠(𝑡𝑡) ~� 𝑣𝑣𝑜𝑜𝑜𝑜𝑜𝑜2  ~ 
1
�𝜌𝜌𝑓𝑓2

 (2) 

Quality of atomization 
Figure 8 shows that the spray cones gets wider with less proportion of water. This is an indication for a better 
atomization. The quality of atomization is higher with an increased Reynolds- and Ohnesorge-umber. Both 
parameters are influenced by the fluid density ρf, the outlet velocity vout, droplet size dTr, the dynamic fluid 

viscosity η f and the surface tension σf. As you can see in Table 2 water have a 33 % higher density, a 67 % 
higher dynamic viscosity and a 222 % higher surface tension than gasoline. Also the outlet velocity is decreasing 
with higher amount of water. The equation for the Re- and Oh- number shows clearly that the influence 
parameters on the quality of atomization are opposed. In conclusion from the equations and spray measurements 
it can be said that the quality of atomization is higher with a lower proportion of water in the emulsion. 
Furthermore in table 2 the Re-, the We- and the Oh – number are calculated assuming that the outlet velocity and 
the droplet size are equal. Both assumptions don’t fit the reality so the effects would be higher because of lower 
Re-, We- and Oh- numbers. Another influence on the quality of atomization is the boiling temperature of water 
(100 °C) and the boiling range of gasoline 95 E5(25 – 215 °C) [18]. 

Table 2. Comparison of Properties of Gasoline 95 Octane and Water [18] 

 
Volume of Injection 
The spray picture of Figure 8 shows that a spray of pure gasoline has a higher grey level dynamic as a spray of 
pure water. This indicates that the gasoline spray has a higher density. In conclusion the volume of injection is 
higher with less amount of water in the emulsion. This fact can be confirmed with the equation of outflow volume. 
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𝑉̇𝑉𝐾𝐾 = 𝜇𝜇 ⋅ 𝐴𝐴𝑛𝑛𝑛𝑛𝑛𝑛 ⋅ �
2 ⋅ 𝛥𝛥𝛥𝛥
𝜌𝜌𝐾𝐾

 = 𝜇𝜇 ⋅ 𝐴𝐴𝑛𝑛𝑛𝑛𝑛𝑛 ⋅ 𝑣𝑣𝑜𝑜𝑜𝑜𝑜𝑜 (3) 

 A higher proportion of water within the emulsion leads to a higher density of the fluid injected. This results in a 
lower flow speed inside the nozzle and therefore to a reduced penetration.  
Spray Angle 
The pictures of the injection in Figure 8 also show that the spray angle is increased with higher amount of water. 
The spray gets wider and the tip of the spray is thinning out. 

Influence of the Injection Pressure 

In Figure 9 the chronological sequences of injection with Δw = 50% proportion of water, a chamber pressure of  
pdk = 2 bar and injection pressures from pinj = 50 to 200 bar are shown.  

 

Figure 9. Chronological sequences of injection (proportion of water Δw = 50%, pdk = 2 bar) 

Penetration 
The measurements show that the spray penetration is higher with rising injection pressure. That is the result of a 
higher nozzle velocity caused by the higher injection pressure. It is valid that the injection outlet speed and the 
spray penetration length are proportional to the square root of the injection pressure which theory is consistent 
with all empiric models in the literature [18][19][20]. 
Quality of atomization 
It is striking that the sides of the spray are wider with higher injection pressure. That is an indication for a better 
quality of atomization. It is valid, that the atomization gets better with increased Reynolds- and Ohnesorge- 
number. The Reynolds-number becomes higher if the outlet velocity is rising and the outlet velocity is higher with 
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a high injection pressure. In conclusion the quality of atomization gets better if the injection pressure-level is 
higher. 
Spray Angle 
As you can see in Figure 9 the injection pressure has no significant influence on the spray angle near the nozzle. 
But in a higher distance to the nozzle the spray interacts with the gas in the chamber and gets thinner/lighter. The 
result of the rising evaporation with higher injection pressure is a smaller spray angle in distance to the nozzle.  

Influence of the chamber pressure 
Penetration 
The comparison between 1 and 2 bar chamber pressure in Figure 10 shows the influence on the length of 
penetration. The higher the chamber pressure the less the penetration length. It takes 0.4 ms after SOI before the 
effect is visible.  
Quality of Atomization 
The boundary areas of the spray are wider with 1 bar chamber pressure compared to 2 bar. The logical 
conclusion is that the quality of atomization is higher with higher pressure, because of the higher gas density in 
the chamber. It is also visible that the spray is less dense with higher chamber pressure which is an indication for 
a better evaporation.  

 

Figure 10. Picture of the Spray at 1 (left) and 2 bar (right) chamber pressure (proportion of water Δw = 50%,  
Injection Pressure pinj= 200 bar) 

Spray Angle 
The influence of the chamber pressure on the spray angle is insignificant small which is visible in Figure 10. With 
1 bar chamber pressure the spray angle is slightly wider then with 2 bar chamber pressure.  

Conclusions 
It is not possible to create a kinetic stable water-gasoline-emulsion without using a surfactant. With the use of the 
two surfactants it was possible to create a kinetic stable macro emulsion with various proportions of water. 
Studies have shown that the current penetration length is less with rising proportion of water. The reason is the 
lower outlet velocity of the spray with higher proportion of water, because of the higher density. As a reaction the 
spray evade to the sides, which makes the spray angle bigger and the spray looks wider. It was shown with fluid 
mechanical equations that the high surface tension and the high viscosity of water reduce the quality of 
atomization for water-gasoline-emulsions with rising proportion of water.  

Acknowledgements 
It has to be clarified if a real emulsion is necessary for a combustion with low cyclic variations, with low emissions 
and a good efficiency. It must be investigated how the injection volume behave with rising proportion of water to 
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investigations with different measuring methods to validate the result of this study. Furthermore the injector has to 
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Abstract
Two-wheeler engines still use carburetor as a fuelling system in many Asian countries, owing to its low cost and
less maintenance. The usage of carburetor to handle the upcoming stringent emission norms gets difficult, due to
the absence of a closed-loop fuel correction. An electronic fuel injector (EFI), on the other hand, with the help of an
electronic control unit (ECU), can correct the fuel quantity and set the air-fuel mixture close to stoichiometric, based
on the feedback obtained from the oxygen sensor placed in the exhaust pipe. In this context, an innovative injection
system has been developed, that can be applied for such electronic fuel injection in two-wheelers. In this design,
the pump and injector are integrated into a single unit, making the system, simple, compact and less expensive.
The integrated injector uses a solenoid and spring arrangement, for pressurizing the fuel in a small chamber, and
the pressurized fuel is then injected through orifices to produce spray in the intake port. Two-wheeler engines can
operate in the order of 10,000 rpm and it poses a big challenge in such injector designs, and therefore the time
response of the mechanical and magnetic components of the injector become critical. High-speed back-lit imaging
helps in understanding the time response of such injector, by visualizing the spray, while injecting continuously over
a period of time. This paper presents the results of high-speed images, obtained from the spray of this new-concept
gasoline pump injector (GPI). This exercise, demonstrated that this injector can work at a frequency as high as 83
Hz and also consistently. The spray pattern was found to be very unique and different from the conventional PFI
injection sprays.

Keywords
Port fuel injection, Spray visualization, solenoid pump injector

Introduction

Figure 1. Figure showing the construction of gasoline pump injector (GPI).

The conventional port fuel injector (PFI) receives pressurized fuel, through a pipeline, from an electric rotary pump
placed externally. The injector injects the pressurized fuel as and when the electronic control unit (ECU) demands.
The pressure of the pump is maintained using an external pressure regulator. The injected fuel quantity is adjusted
using pulse width control, to maintain the exhaust lambda values, close to stoichiometric, required for optimum
catalytic converter efficiency. This system consumes power continuously as its pump runs continuously and also
occupies more space including that of fuel tank’s, due to the presence of multiple components discussed. Ways to
simplify the injection system have been tried out through several techniques over decades, and one such technique
which uses an electromagnetic reciprocating pump to directly displace the fuel is discussed by Heimberg et al.[1]

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0).
EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA

339

http://dx.doi.org/10.4995/ILASS2017.2017.4796
mailto:ilass2017@mot.upv.es


ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain

Figure 2. Figure showing the working of GPI at various stages.

A similar pump-integrated design has also been invented for after treatment solutions, authored by our colleagues
Cavanagh et al.[2] [3], and the work presented in this paper is an extension of that work, to apply the pump-integrated
injector on a two-wheeler engine for port fuel injection (PFI). More specifically, this paper studies the time response
of the GPI injector, which is very critical as its application on two-wheeler engine, demands faster injector response,
owing to shorter cycle times at higher engine rpms.

The construction details of the gasoline pump injector (GPI) are shown in Fig. 1. The GPI is a reciprocating pump
and is driven by an electromagnetic solenoid. Upon energizing the solenoid, a magnetic flux is generated around
the coil, which pulls the armature up against the spring force. A plunger attached to the armature also moves along
with it. A check valve assembly is placed below the plunger also moves along with the plunger. The check valve
assembly consists of a check valve loaded by a spring, both placed below the plunger. The check valve moves with
a lag, owing to the low pressure produced in the chamber, below the check valve. This low pressure is caused by
the increase in the volume produced between the plunger bottom and the ball valve top, when the plunger moves
upward, which is shown as ’Suction’ in Fig. 2. The effective volume available between the bottom of the check
valve and the ball valve top is essentially the ‘pumping chamber’ of the injector. The low pressure generated in the
pumping volume allows the fuel to pass through the clearance between the plunger and the check valve, during the
upward motion of the plunger, which is shown as ’Filling’ in Fig. 2. When the solenoid is de-energized, the plunger
moves down owing to the spring force acting on it. The check valve connected to the plunger gets closed and
pressure is generated in the pumping volume, which is shown as ’Pumping’ in Fig. 2. Balasubramanian et al. [4]
has studied and reported the hydraulic characteristics of this injector in detail.

Methodology
The spray from the injector was investigated using high speed imaging technique and the test arrangements used
are shown in Fig. 3 and Fig. 4. The fuel is fed from a fuel tank, by gravity, to the injector through a filter, as
shown in Fig. 3. The injector is placed inside the visualization chamber. The spray zone is back lit using a halogen
lamp. A high speed camera of Photron make captures the images from the front side. The injector is controlled
by National Instruments’ Calview software as shown in Fig. 4, where in the current profile and injection timings
are set. The camera is controlled using camera manufacturer’s (Photron’s) software itself. Necessary pixel-size
calibration is done prior to the spray imaging using a syringe-needle arrangement, whose dimensions are known.
Upon calibration, the image is seen to occupy 15.9 pixels per mm of length. The size of the images obtained were
of 256 x 472 pixels. The obtained images are post processed using Matlab code, where the images are cropped,
background subtracted and finally converted to binary images using Otsu’s algorithm.
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Figure 3. Photograph of the high speed imaging setup

Figure 4. Photograph showing the computer control arrangements for camera and injector
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Results and discussion
The high speed images were acquired at the rate of 25000 fps (at a time step of 40 µs). The images were continu-
ously taken for two seconds. The injector was triggered at a frequency of 83 Hz (corresponding to cycles of 10,000
rpm of a 4 stroke engine). All the images obtained during these two seconds were analyzed individually, and con-
firmed that the injection events were consistent without missing of any cycle. The images captured in consecutive
cycles at every 12 ms time (cycle time)gap are shown in Fig. 5. These images of eight consecutive cycles also
correspond to 1.36 ms after the start of injection(SOI).

Figure 5. Raw high-speed images of GPI spray acquired continuously at every 12 ms time interval and at 1.36 ms after SOI

This visualization work becomes more important and critical, as it assesses the mechanical spring’s performance
in consistently pumping the fuel at such a high frequency. Continuously captured images corresponding to a single
injection event are shown in Fig. 6. The first and third row show the sequential raw images obtained at 40 µs time
step. The second and fourth rows show the corresponding post processed images.
The summary of the the GPI spray evolution is shown in Table 1. The row titled ’Abs. time’ refers to the beginning of
acquisition as zero and the row titled ’Rel. time’ refers to the relative time taking the start of injection (SOI) as zero.
After the SOI, the ligaments are formed in the spray and sustain till 3.36 ms. Thereafter ligaments are not seen and
only droplets are seen to come out till 7.56 ms. There are no droplets seen after 7.56 and the GPI waits for the next
injection event.

Table 1. Spray events at an injection pulse frequency of 83 HZ, corresponding to 10,000 rpm of engine.

SOI [ms] End of ligaments [ms] End of droplets [ms] Next injection [ms]

Abs. time 9.28 12.64 16.84 21.24
Rel. time 0 3.36 7.56 12
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Figure 6. Unprocessed and processed high-speed images of GPI spray acquired at the rate of 25000 fps

As the injection is driven by an impulse from the plunger, the spray is seen to eject as a parcel initially, and continues
to inject as a jet later, and finally ends with droplets ejection. The later part of the injection event (droplets ejection),
is an outcome of the ball valve bouncing back to its home position, due to drop in the fluid pressure above, and
assisted by the upwardly-acting spring force below. As the ball valve is closed, the fluid remaining in the injector
volume below the ball, exits the nozzle due to gravity, and without pressure assistance from the pump above.

Conclusions
High-speed back-lit imaging work was successfully carried out on the new-concept gasoline pump injector (GPI).
This exercise, demonstrated that this injector can work at a frequency as high as 83 Hz consistently, and can comply
to the demands of its application on a two-wheeler engine (of higher rpms). The spray pattern was found to be very
unique as it evolves in two stages, namely ligament stage and droplet stage. The major portion of the injection
quantity is seen to get over in less than 4 ms in the ligament stage and the total injection is seen to get over in less
than 8 ms. More than 4 ms of time is seen to be available, for the preparation of next injection event. The outcome
of this visualization work gives enough confidence to apply the GPI on a two-wheeler engine.
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Abbreviation
EFI Electronic fuel injection
FPS Frames per second
GPI Gasoline pump injector
PFI Port fuel injection
SOI Start of injection
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Abstract 
Gasoline oxygenating agents (alcohols, ethers and a carbonate) were used to formulate gasoline at different oxygen 
contents up to 20 wt.% and compared with commercial Premium gasoline. 
The performance of each fuel was investigated in a port fuel injected, single cylinder, spark-ignited engine at 
different stages i.e. air fuel mixture preparation, combustion behavior and exhaust emissions. In all cases, the intake 
cooling effect (related mainly to fuel properties like latent heat of vaporization and Reid Vapor Pressure), shows an 
important relationship with engine performance and emissions, probably due to reductions in heat losses associated 
with decreases in charge temperature at compression stroke before ignition. This results was confirmed by means 
of vehicle FTP-75 test. 
The high RVP promotes high intake manifold evaporation rate, and the high HoV is related to important cooling 
effect as the fuel absorbs heat during evaporation. If the fuel evaporates faster upstream intake valves, the 
advantages of high HoV as a way to reduce compression work and heat transfer fallen.  
The quantification of the charge cooling effect was done by means of precision intake air temperature control and 
the instrumentation of a temperature downstream the injector at intake port and as close as possible to the intake 
valves. 
The use of oxygenates reduce the hydrogen and carbon fuel contents as a result of fuel dilution. For a given level 
of oxygenation as lower is the molecular oxygen content in the additive, higher will be the fuel dilution. 
For 10 wt.% oxygen and more, fuel performance in port engines depends mainly on oxygenate contents and its 
relationship with HoV and RVP. For oxygenated gasolines, fuel sensitivity have a direct relationship with latent heat 
of vaporization, because charge cooling is one of the way alcohols increase RON. In the other hand, MON is almost 
insensible to high heat of vaporization, because the intake air is heated to 159 C as a test requirement. 

Keywords 
Oxygenated gasoline, charge cooling, sensitivity, combustion, emissions 

Introduction 
Air pollution is becoming a serious problem in many urban cities of the world and it can have a severe effect on 
both health and the environment.  All kind of internal combustion engines i.e. Spark Ignition (SI) and Compression 
Ignition (CI) are equally responsible for the emission as carbon monoxide (CO), nitrogen oxides (NOx), 
hydrocarbons (HC), and particles pollutants [1].  
Since CO2 emissions cause global warming, which is one of the major environmental problems today; it is assessed 
as a pollutant.  In the occurrence of harmful substances in exhaust gas emissions, when type of fuel is taken into 
consideration, it is possible to lower these emissions by using different fuels. The use of oxygenated fuels in gasoline 
provides more oxygen in the combustion chamber, allows the use of higher compression ratios, and has the 
potential to reduce emissions [2]. 
Additives are integral part of today’s fuel. Together with carefully formulated base fuel composition, they contribute 
to combustion efficiency and engine long life. They are chemicals, which are added in small quantities either to 
enhance fuel performance, or to correct a deficiency as desired by the current legislation. They can have surprisingly 
large effects even when added in little amount [3].  
Replacing one or other additive means that the specifications and volume of the petroleum base fuels will have to 
be adapted in order to meet vapor pressure, octane numbers specification and other requirements for the entire 
gasoline blend sold at refilling stations. This in turn has an effect on the composition and on other specifications of 
the petroleum base fuels [4].  
Although experimental studies have shown that oxygenated fuels burn cleaner than unleaded gasoline and produce 
lesser emission, there is limited information regarding the comparison among the oxygenated fuels as gasoline 
additive in spark-ignited engines. Among various renewable fuels, alcohols, such as ethanol, methanol, isobutanol, 
are the most popular fuels utilized in internal combustion engines.  
Schifter et al. [5] used gasoline and gasoline-ethanol blends at the ratios of 0–20% ethanol in a single cylinder 
engine, and showed that the combustion rate, efficiency and fuel consumption increased with the blend ratio. In 
addition, with the increasing of the ethanol ratio in the blend, the HC and CO emissions have decreased, but NOx 
emission has increased. 
In order to satisfy the requirements for incorporation of fuel renewable compounds, in USA and other countries, the 
use of ethanol as an oxygenate agent was promoted. In places like Brazil, the use of ethanol as a fuel in Otto 
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engines is more related to energetic diversification and economics reasons than to environmental aspects. From 
the comparison of the properties of fuels it is apparent than the amount of injected fuel has to be increased when 
alcohol is added to maintain the desired – typically stoichiometric - air to fuel ratio, which is necessary for the proper 
operation of the engine including its exhaust gas after treatment devices [6].  
Jung et al [7] noted that light-duty vehicles with direct injection (DI) gasoline engine have been in commercial 
production since the late 1990's, and it is widely accepted that smaller displacement engines will replace larger 
ones as a way to meet higher fuel economy regulations. Turbocharged GDI engines can be more fuel-efficient and 
offer a performance benefit due to the higher volumetric efficiency at high load. Direct injection Otto engines are 
more efficient than port fuel injection ones mainly because the  fuel is injected inside of the combustion chamber 
allowing different combustion modes in order to diminish emissions and fuel consumption. At the same time DI 
engines can have approximately one additional unit in compression ratio i.e.11.5:1 instead of 10.5:1 in port fuel 
injected engines. 
Production ECUs (engine control units) generally have the capability of some degree of short-term and long-term 
adjustment of the fuel injection pulse width, intended to serve as a compensation for variations in the composition 
and fuel properties and in general working of the engine at any load, limited to full load. Such capacity has not, 
intended to cover, for example, a rather substantial increase in the fuel delivery rates when switching from gasoline 
to ethanol [6].  
Currently, ethanol blended into gasoline at various concentrations is the most utilized alternative for spark ignition 
engines in order to incorporate non fossil components and for energetic diversification. Unfortunately, ethanol 
exhibits some negative attributes, such as significantly lower energy content, hygroscopic behavior and chemical 
toxicity [8]. In addition, broader consequences of fuel production need to be considered, as the current ethanol 
feedstock crops may compete with food production and be negatives in terms of cost-benefit.  
One promising alternative to ethanol are ethers like ethyl-tert butyl ether (ETBE), used in Asia and some European 
regions not only as a manner to improve octane numbers in a cost-effective way, but also as an approach to reduce 
air pollution. The main advantages of ethers like ETBE over alcohols (mostly ethanol and methanol) are related 
with mixture stability, water tolerance, corrosion, and the achievement of low Reid Vapour Pressure (RVP) 
standards to reduce fugitive emissions [8].  
In order to satisfy fuel environmental requirements in Europe, ETBE is used, because is derived from ethanol 
obtained from biomass and is considered as a biofuel, nevertheless, the required catalytic reaction to produce ETBE 
required isobutylene, usually obtained from fossil sources from either refining or from natural gas [9].  
For an ethanol 30%volume/70 % gasoline blend, Wang et al. found in direct injection engines a the positive effect 
of charging cooling was reflected in the more advanced combustion phasing, higher engine thermal efficiency, and 
lower unburned gas temperature at Top Dead Center. The high heat of vaporization and low stoichiometric air/fuel 
ratio of ethanol blends both contributed to a better charge cooling effect [10]. 
Fuel spray properties play an important role in direct injection engines, nevertheless, in port injection engines, the 
air fuel mixture is prepared in the intake manifold, before intake valves with enough time to achieve uniform mixture 
between air and fuel. Nevertheless with the incorporation of high latent heat of vaporization compounds like alcohols 
in gasoline, the fuel properties change, modifying the temperature of the blend as the fuel gets evaporated. 
The more often octane numbers used as a way to quantify the capacity of a fuel to avoid auto ignition and suppress 
engine knock, are Research Octane Number (RON) introduced in 1928 and the Motor Octane Number (MON). This 
properties are obtained by means of a machine named Cooperative Fuel Research (CFR) engine.  The MON test 
is considered more aggressive than the RON test, i.e. the MON is lower than the RON.The main difference between 
the RON and MON methods are the engine regime and the ignition time. In general, MON can be more 
representative of high load conditions and have higher engine speed (900 rpm vs. 600 rpm) and a higher intake 
temperature of 149 °C downstream of the carburetor vs. 52 °C upstream of the carburetor in RON test. To 
accomplish manifold temperature in MON test uses heater, cancelling any effect associated with fuel heat of 
vaporization. 
This research is focused in the determination of relationships between fuel formulation, engine performance and its 
exhaust emissions for different oxygenated gasolines, taking in to account base fuel composition, oxygenating level 
and agent, considering in deep physicochemical analysis, fuel oxygen contents form 3.5 wt.% to 20wt.% and more 
and three different functional groups (i.e. ethers, alcohols and one carbonate). 
 
 
 
 
 
Material and methods 
Test Fuels 
A baseline fuel was formulated without oxygen content from refinery-typical blending streams. The inspection data 
for the gasoline components was performed following American Society for Testing Materials procedures [11].  The 
test fuels were prepared gravimetrically to the oxygen target value using a precision balance with a repeatability of 
0.001 g. by “splashing” the oxygenate compound with the base gasoline following prescriptions reported by Pahl 
and McNally [12]. In splash blending, the oxygenate compound is added to a conventional gasoline without much 
consideration for the final properties of the fuel.   
Further details on the properties, composition and main characteristics of the blends are reported in Table 1 
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Property – Fuel ID 1 2 3 4 5 6 Commercial 

Oxygenated compound ETBE EtOH EtOH DMC EtOH MeOH MTBE 

Oxygen in gasoline, wt.% 3.5 3.5 10 20 20 20 1.8 

Volume in gasoline, vol.% 22 9.4 27.1 29.2 55.5 38.1 9.7 

Paraffins, wt.% 9.25 10.53 7.19 7.55 5.15 7.27 8.2 

Isoparaffins, wt.% 29.61 33.71 22.98 23.91 16.33 23.03 48 

Olefins, wt.% 6.62 7.44 4.89 5.51 3.77 5.31 8.20 

Napthenes, wt.% 3.43 5.04 3.60 3.63 2.48 3.50 2.90 

Aromatics, wt.% 27.67 31.03 22.06 21.71 14.83 20.91 23.00 

Specific gravity 0.735 0.741 0.749 0.783 0.760 0.750 0.731 

LHV, MJ/kg 41.59 41.48 38.49 32.86 33.85 33.94 42.8 

RVP, psi 6.53 8.46 8.17 7.61 6.38 10.34 7.65 

C, wt.% 82.5 82.3 73.7 68.2 66.2 66.2 86.2 

H, wt.% 13.7 13.6 13.1 9.9 12.6 12.1 11.8 

H/C, mol 2.0 2.0 2.1 1.7 2.6 2.3 1.9 

Air-to-fuel ratio, wt./wt.% 14.17 14.2 12.53 10.70 11.33 11.23 14.15 

RON 94.6 94.0 101.9 98.0 121.8 109.0 97.0 

MON 84.3 83.0 87.0 89.2 87.2 86.4 87.0 

AKI, (RON + MON)/2 89.4 88.5 94.4 93.6 104.5 97.7 92.0 

HoV, KJ/kg 342 406 512 356 678 647 312 

IBP, °C 42.1 39.8 43.3 40.1 50.0 40.0 37.0 

T10, °C 64.2 53.2 56.2 58.2 67.5 49.9 58.1 

T50, °C 89.4 95.4 73.6 89.2 78.6 62.2 98.7 

T90, °C 158.5 162.3 160.7 161.7 80.7 153.5 163.5 

End point, °C 208.9 211.6 211.8 207.8 174.1 205.1 205.3 

        

Table 1. Physical and chemical properties of the fuels 

Single cylinder engine tests 
The experiments were performed on an AVL 5401 SI single cylinder engine electronically controlled, capable of 25 
KW at 6000 rpm. The engine load is absorbed by an asynchronous dynamometer controlling the engine speed with 
±1 rpm accuracy. The supply system comprises an AVL-735C fuel temperature conditioner, and an AVL-735 
consumption meter based on Coriolis principle.  
The system utilizes a stand-alone fuel management system model brand General Engine Management Systems 
allowing to modify injection and spark ignition timing independently, and with an AVL-619 Indimeter in order to 
monitor and acquired the combustion related camera pressure information .  
The crank angle position and combustion chamber pressure is monitored with a 0.1o of turn resolution. The engine 
is controlled by AVL Puma Open 7.1 software and data acquisition, integrating the dynamometer, delivery systems, 
fuel conditioning, and measurement, as well as emissions analysis.  
The load was selected as a partial load condition at mid-range speed to avoid the engine to become chocked during 
the inlet flow in the admission process at high speeds that may reduce the volumetric efficiency.  
On the other hand, avoiding slow engine speeds prone to higher heat transfer through the walls, lowering the 
average combustion gas temperature and pressure, and reducing the work per cycle transferred to the piston. In 
Table 2, the main engine characteristics and operating conditions are showed. 
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Type spark ignition, double overhead cam, 4V 

Bore and stroke 86 mm 

Displacement 0.5 L 

Compression ratio  10.5:1 

Fuel delivery port fuel injection 

Regime 2,400 rpm 

IMEP 6.5 Bar 

Spark advance 12.42 °BTDC 

Admitted air mass 24.5 kg/hr 

Intake air pressure 1035 mBar 

Intake air temperature 48 oC 

Intake air humidity <5% 

fuel temperature 40 oC  

Coolant temperature 90 oC  

Oil temperature  95 oC  

  

Table 2. Engine characteristics and operating conditions 

During test development with different fuels, the indicated mean effective pressure (IMEP) was keeping as constant 
as possible and the fuel was adjusted to keep the stoichiometric air-fuel ratio and engine load, therefore the IMEP 
was kept almost constant (±0.5%). 
In order to compare fuels with different oxygenate contents, it becomes necessary the use of a dimensionless 
parameter that allows comparisons at the same air–fuel ratio for every fuel composition. This is accomplished by  
Brettschneider equation [13] which provides the lambda value based on exhaust emissions provided by AVL-CEB 
II gas analyser and fuel composition, including H/C and O/C ratios. 
To insure the reproducibility of the measurements for different fuels and operating conditions, experimental data 
were averaged over consecutive 100 cycles, and its dispersion analysed by means of descriptive statistics common 
methods. The mean and the median value of each data set was compared in order to determine the nature of 
distribution obtained, considering  for each variable a 95 % statistical confidence level.  

Chassis dynamometer tests 
We employed the FTP-75 light-duty driving cycle in order to test the emissions of a Nissan TIIDA 2013 gasoline vehicle, 
designed to comply with United States Tier 1 limits of emissions when new (CO, 2.1 g km-1; non-methane hydrocarbons 
(NMHC), 0.156 g km-1; NOx, 0.25 g km-1). The vehicle was equipped with air-fuel ratio (AFR) control systems mainly 
supported in lambda sensor signal.  
The FTP test is used in México and another countries to certify the emissions of new vehicles. This cycle has three 
separate phases: a cold-start (505-second) phase known as Bag 1, a hot-transient (864-second) phase known as Bag 
2, and a hot-start (505-second) phase known as Bag 3. In each phase, an aliquoted sample diluted with air by means 
of a constant volume sampler (CVS) is collected in one different bag, and analyzed individually.  
The total test time for the FTP-75 is 1874 seconds, the average speed is 34.1 km h-1, and the travel distance is 17.8 
km [14].  Before the tests, the vehicle was conditioned on the road over a course designed to simulate a portion of the 
FTP-75 cycle in terms of typical speeds, as well as number of stops, and a sequence of engine off and idles were 
performed.  
The experiments were carried out in our facilities on a standardized dynamometer system. Emission gas samples were 
collected into Tedlar bags during each phase of the FTP-75 cycle, and the vehicles operated on a Horiba-ECDM-48 
single-roll electric dynamometer coupled to a constant-volume sampler unit (Horiba CVS-45).  
Total HCs, NMHCs, CO, NOx, and CO2 concentrations were measured using a Horiba MEXA- 9200D-gas analyzer 
system [14]. The test program was examined using the statistical methods described in previous works [14].    
The criterion to determine whether a repeat-test was necessary was performed when FTP emissions ratio between 
the larger value divided by the smaller value, was greater than 1.17 for THC, 1.33 for CO, and 1.40 for NOx [15].  The 
absolute excess cold start emissions is defined as the additional emission value obtained under cold conditions 
compared to the emission value that could have been recorded for the same period (cycle) under hot conditions. The 
absolute excess cold start emissions can be calculated by subtraction of the hot soak Bag 3 emissions from the cold 
start Bag 1. 
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Results and discussion 
About Fuel Properties 
As oxygen content in the fuel increases, the fuel carbon and hydrogen contents diminish as a result of fuel dilution. 
i.e. for a given oxygenating level, the effect is inversely proportional to the molecular oxygen content in the additive,  
in spite of oxygenant functional group.  The fuel added with DMC have the lowest hydrogen contents, associated 
mainly to the DMC lowest H/C ratio respect to the other oxygenates  
Fuel composition depends mainly of oxygenation level (how much oxygen by weight have the gasoline) and 
oxygenated compound added (how much oxygen have the oxygenated molecule) In figure 1. Are presented the 
experimental results for low heating value for fuels with different  levels of oxygenation by means of different 
oxygenated compounds i.e. ethers (ETBE, MTBE), alcohols (EtOH, MeOH, IBuOH) and DMC. The labels identify 
the fuel included in the test matrix in Table 1. In spite of the fuel composition, base gasoline used, or oxygenate 
agent, the LHV reduce linearly with weight oxygen content. The R squared of the linear adjust showed is 0.99. The 
abundance of samples with 3.5 wt. % oxygen is related to Mexico actual specification. This result have relevance 
because make easy to stablish similar test conditions for very different test fuels. I.e. if the admitted air mass and 
the Lambda value (air-fuel ratio) is constant, the results can be compared back-to back for every fuel. 

 
Figure 1. LHV as a function of fuel oxygen content 
 
In figure 2, shows a survey of different fuels tested in single cylinder engine at similar conditions to the ones 
described in Table 2. In abscissa, the heat of vaporization and in ordinate, the Reid Vapor Pressure. The charge 
cooling (i.e. intake air temperature upstream injector minus blend temperature at intake port is included as a thermal 
scale i.e. cold colors for the highest cooling effect. The stream cooling in the manifold depends strongly on RVP i.e. 
the fuel mass evaporated in the intake manifold depend on how fast the fuel evaporates before intake valves. HoV 
determines how much energy is absorbed by the air-fuel blend during evaporation. i.e. fuel with alcohols have the 
highest HoV and the ones with ethers (ETBE and MTBE) and carbonate (DMC) the lowest ones, as shown the 
labels that identifies the oxygenated used in each fuel. The number in the left side of the points identifies the fuel 
on Table 1. As the HoV increases and RVP diminishes, the conditions to take advantage of fuel cooling effect are 
better, because more fuel is getting evaporated inside of combustion chamber, reducing the compression work and 
heat transfer to engine refrigerant circuit. This result suggest intake manifold insulation, geometries to reduce the 
mixture residence time in the manifold and use of low RVP fuel with high HoV (added with alcohols) as a strategies  
to improve engine efficiency. In accordance with this criteria, fuel 5 can be identified as the best fuel in the matrix. 

349

http://creativecommons.org/licenses/by-nc-nd/4.0/


ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain 

 

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0). 

EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA 

 
 Figure 2. RVP and HoV Charge cooling for selected fuels. Cooling effect in thermal scale 
  
In figure 3 the fuel sensitivity vs. HoV is presented for different fuels, including the ones from matrix 1. In spite of 
fuel formulation or base fuel octane index, the fuel sensitivity strongly depends on HoV and this is governed by 
oxygen content and oxygenant functional group (ethers and carbonates < alcohols). As mentioned before, in MON 
test, the air-fuel blend must be heated to 149 Centigrade, hiding all the fuel improvement in knock resistance 
associated with charge cooling effect. This result is highly relevant, in actual port and direct injection engines the 
manufacturers try to avoid intake manifold high temperature reducing the heat transfer from the engine head and 
from the surroundings using nonmetallic materials ad specific geometries, contributing to the low specificity of MON 
test as a way to avoid knocking for in use and new vehicles. 

 
Figure 3.Fuel sensitivity as a function of HoV. In labels, oxygen content in wt.% and oxygenant 
 
In figure 4, for 50% mass burned fraction crank angle  i.e. combustion centre of gravity, the ignition advance was 
optimized for commercial fuel, formulated with MTBE, then, all the fuels was tested with the same ignition spark 
angle in order to detect changes related to speed of combustion. For the fuels formulated with low oxygenation level 
(3.5 wt.%), the combustion delays respect to the Commercial fuel. Never the less, for fuels formulated with alcohols 
at high concentrations, were latent heat of vaporization depends on oxygen contents, the combustion gets faster. 
The fuel formulated with DMC (low HoV) the combustion was the one with the slowest combustion. 

350

http://creativecommons.org/licenses/by-nc-nd/4.0/


ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain 

 

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0). 

EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA 

 
Figure 4.Combustion centre of gravity for tested Fuels. In labels, oxygen content in wt.% 
 
The fuel properties-engine experimental results matrix was examined by Factor analysis. In Figure 5, Factor 1 
explains 47.4% of the total variability and Factor 2 explains 18.7% of total variability. Several gasoline and engine 
variables were included with high factor loadings, indicating stronger associations. In this analysis, also are included 
different baseline gasoline formulations. 

 
Figure 5. Factor analysis for tested fuels. Fuel properties in black points and engine results in red squares 

 
In accordance with this analysis, the fuel oxygen content (oxy%)  and specific gravity (spec grav) are positively 
associated with CO and CO2 emissions and negatively associated with NOx. Properties like LHV, fuel hydrogen  
wt.% (H%) are positively associated with NOX emissions. NOX and CO2 are negatively correlated between them 
(i.e. inversely proportional). 
Again in Figure 5, in ordinate axis Factor 2 (which explains 18.7% of total variability) is presented. Properties related 
to fuel evaporation like ASTM D-86 temperatures for 10% and 50% distillation (T10, T50) and air fuel temperature 
downstream injector (Tadmi), have a proportional association with 50% MBF and inversely relationship with Pmax. 
At the same time, Heat of vaporization and RVP (related to fuel evaporation to) correlates directly with Pmax and 
inversely with 50% MBF. Factor analysis clearly confirm the importance of properties related with fuel evaporation 
in combustion centre of gravity. 
Factors like, T90, final boiling point, isoparaffins and naphtenic hydrocarbons contents or base gasoline show 
marginal effects in engine operation or emissions. About base fuel composition, only hydrogen, carbon and 
aromatics contents looks relevant and this properties are more related to fuel dilution than to base fuel formulation. 
Finally, in order to test results in full vehicle following the FTP-75 chassis dynamometer cycle, blends with 0, 10, 
20, 45 and 85 wt.% ethanol was prepared by splash blend from the same base fuel. The vehicle was instrumented 
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for data acquisition form ECU, including throttle position (TPS), engine rpm and load, and intake air and coolant 
temperatures. In figure 8, the pondered emissions results are showed. 
The weighted results shows emissions below the United States Tier 1 limits for 0, 10 and 20 wt. % ethanol in fuel, 
Nevertheless, for 45% and 85%, the NOx emissions are above the limit of 0.25 g/Km, as a result of enleanment. In 
spite of the used fuel, the hydrocarbon emissions are one order of magnitude higher for bag 1 (cold start) than form 
bag 3 (hot start). As ethanol contents increases in the fuel, the CO emissions gets lower, never the less, 
hydrocarbons increases, showing opposite effect to the enleanment, probably as a result of wall quenching 
phenomena related to lower cylinder wall temperature (because high HoV) specially during the first seconds since 
cold start. 
 

 
Figure 8. FTP 75 weighted emissions for tested fuels up to 85% ethanol 
 

In figure 9, in the right side, the evolution of engine speed during the first minute since cold start is showed, is 
possible to see some erratic operation for fuel with 85% EtOH during the first 25 seconds, the fuel with 45% EtOH 
show higher rpm  at idle than the rest of the fuels. Next, in the right side, the coolant temperature evolution during 
the first 505 seconds is presented. For the coolant (left side), at the end of the 505 test, the difference between the 
highest temperature (fuel with 10% EtOH) and the lowest one (fuel with 85% EtOH) are 6 Centigrade, opposite, the 
intake air lowest temperature corresponds to fuel with 10% EtOH and the highest to the one with 85% EtOH. Clearly 
this performance is connected with RVP and HoV. As the HoV gets higher i.e. more EtOH, the engine gets cooled 
because the heat is absorbed during fuel evaporation and delays the coolant temperature increase.  In the other 
hand, the fuels with 10 and 20wt.% EtOH have higher RVP than the gasoline without EtOH and gets evaporated 
early  in the intake manifold, reducing air temperature. As the ethanol content increases and the RVP increases to, 
the fuel delays to evaporate absorbing heat from the combustion chamber and not from the intake manifold, 
increasing the intake air temperature. 

 

 
Figure 9. RPM during the first minute of FTP 75 (right side). Intake air temperature and coolant during the first 550 seconds in 
the same cycle (left side). 
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Conclusions 
Relationships between fuel formulation, engine performance and emissions for port fuel injection engines was 
identified for gasolines with oxygen contents up to 20 wt.%. 
The use of oxygenates reduce the hydrogen and carbon fuel contents as a result of fuel dilution. For a given level 
of oxygenation as lower is the molecular oxygen content in the additive, higher will be the fuel dilution. The calorific 
power diminish linearly with oxygen content by weight, in spite of the oxygenant and base fuel used. 
As higher is the heat of vaporization i.e. higher alcohol content, higher is the charge cooling effect, but in order to 
take advantage of the high HoV as a way to reduce the compression work and the heat losses before ignition, a 
low Reid vapour pressure is necessary in order to absorb more heat from the air inside of combustion chamber and 
less form the intake manifold.  
For oxygenated gasolines, fuel sensitivity have a direct relationship with latent heat of vaporization, because charge 
cooling effect is one of the way alcohols increase RON. In the other hand, MON is almost insensible to high heat of 
vaporization, because the intake air is heated to 159 C as a test requirement.  
Highly oxygenated fuels with alcohols (i.e. 10wt.% oxygen and more) burn faster than other fuels and this effect is 
related to alcohols high heat of vaporization. In counterpart, highly oxygenated fuels with low HoV burns slow. For 
low oxygenated fuels (3.5 wt.%) no matter which oxygenant is used, the combustion speed is similar and depends 
more on fuel base formulation. 
Evaporative fuel properties like T10, T50, HoV and RVP have important effects in combustion centre of gravity. 
Factors like, T90, final boiling point, isoparaffins and naphthenic contents or base gasoline formulation, have 
marginal effects in highly oxygenated fuel performance and exhaust emissions. 
As the ethanol content increases in the fuel, some enleanment take place, producing high NOx emissions. During 
the FTP-75 cold start phase, with 10wt.% ethanol fuel, the intake air temperature in lower than for baseline fuel 
without ethanol as a result of cooling charge at intake manifold associated with high RVP. As the ethanol contents 
increases, the intake air temperature increases again as a result of RVP reduction, decreasing cooling charge at 
the manifold. For 85% ethanol, the intake air temperature is 3 centigrade higher than for 10%. At the end of FTP-
75 cold start phase the coolant temperature is 6 centigrade lower for 85% ethanol fuel than for the reference without 
ethanol. 
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Abstract 
The present contribution deals with numerical studies of the primary liquid breakup process using a commercial 
high-speed rotary bell atomizer. The first part of the investigations focuses on the film formation on the distributor 
disk and the inner surface of the rotary bell. Numerical simulations using the volume of fluid (VOF) approach were 
carried out. A non-Newtonian liquid is used to investigate the effect of the viscosity on the initial wetting, the film 
formation process and the film thickness distribution on the bell. The Herschel-Bulkley model is considered to 
describe the shear-thinning (pseudoplastic) behavior of the fluid. A non-homogeneous film structure is found on 
the inside surface of the rotary bell. This is also observed in experimental investigations using a high-speed 
camera. 
The following disintegration process is studied by applying an appropriately fine computational mesh. The VOF 
method and Reynolds stress model are used to calculate the disintegration process and the two-phase flow field. 
The numerical results are compared with images which are recorded by means of a high-speed camera. 

Keywords 
Numerical simulation, rotary bell atomizer, film formation, liquid disintegration 

Introduction 
High-speed rotary bell atomizers are widely used in automated painting processes. They provide excellent paint 
film quality as well as high transfer efficiencies due to electrostatic support. Compared to other rotary atomizers 
for other applications, e.g., spray drying or powder production, the atomizers for painting are characterized by a 
small bell diameter varying between 20 and 70 mm and very high rotary speeds of the bell of up to 70,000 min-1.  

Figure 1. CAD model of the rotary bell atomizer (left) and cross section of the bell (right) 

In general, some research works have already been done to investigate the atomization of rotary atomizers (e.g. 
[1-3]). There are also a few publications presenting results from the experimental works [4] dealing with high-
speed rotary bells used in the painting processes. However, the experimental investigations on the film formation 
on the distributor disk and the bell surface are very difficult due to the complexity of the liquid flow emerging from 
the nozzle and hitting the surface of the distributor disk. Hence, numerical simulations provide an appropriate 
alternative. Domnick et al. [5] presented the numerical investigations aiming to calculate the two phase flow field 
inside the manifold of a rotary bell atomizer and the free film on the bell surface. However, the cell resolution of 
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the computational domain was quite limited due to the previously available computational capacity. The viscosity 
of the paint used in their investigation was chosen to be constant, and the non-Newtonian behavior which real 
paints can show was not considered. The present contribution summarizes numerical investigations using a 
significantly finer mesh and a real paint having the shear-thinning behavior. Further, the result of numerical 
studies on the disintegration of the paint at the bell edge is discussed in this paper.  
 
Characteristics of the atomizer 
The investigations presented in this paper were carried out with a high-speed rotary bell atomizer by 
EISENMANN LacTec GmbH, which is used in automated paint applications. Figure 1 shows the CAD model of 
the atomizer and a cross section of the bell. Paint liquid is injected through an orifice which has a narrow diameter 
of 1.6 mm. This paint supply nozzle is surrounded by an annular gap with a width of 0.5 mm, through which 
ambient air is sucked down. This gas flow helps to form an initial stable fluid film on the bell and to prevent the 
formation of ligaments on the bell surface, so that the atomization quality could be improved [6]. Downstream of 
the paint supply nozzle, there is an inner distributor disk with a diameter of 20 mm. The distributor disk and the 
bell are assembled together using three bolts. During application they rotate at high speed, while the paint supply 
nozzle remains static. The paint is injected onto the distributor disk and builds a paint film on it. The paint film is 
further radially accelerated by centrifugal forces and eventually becomes unstable at a certain distance from the 
rotating axis. Finally, the paint becomes distributed on the distributor disk surface as well as the inner surface of 
the bell. 
 
Rheological properties of the paint 
For the investigations shown here, a real paint used in automated painting processes was chosen, whose 
experimentally measured viscosity is plotted as a function of the shear rate in Figure 2. The paint shows shear-
thinning behavior, i.e., the viscosity decreases with increasing shear rate. This kind of non-Newtonian behavior 
was applied in the simulations shown in this work. The correlation between the viscosity and the shear rate is 
described by using a power law model, which is known as the Herschel-Bulkley model, and also plotted in 
Figure 2. 

 

Figure 2. Correlation between viscosity and shear rate of the paint used in the investigations 

 
Numerical method 
A cross-section of the three-dimensional computational domain used in the present investigations is shown in 
Figure 3. During the generation of the grid, the whole domain was sliced into two parts. Due to the three bolts 
between the distributor disk and the bell the region above the horizontal surface of the distributor disk is not 
symmetrical. Thus the middle part of the computational domain had to be built using an unstructured / tetra grid, 
while in the rest of the domain a structured mesh could be generated. Prism layers were created near the bell as 
well as near the distributor disk. The height of the first prism layer to the bell was 5 µm, which provides the 
necessary resolution for the calculation of the film thickness on the bell. The growth rate of the prism layers is 1.2. 
The overall mesh cell count was about 8.2 million. 
The numerical simulations were carried out using the commercial CFD code FLUENT based on the finite-volume 
approach. The code was used to solve the unsteady, three-dimensional Reynolds stress transport equations. The 
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VOF model was used to calculate the two-phase field and the gas-liquid interface inside the rotary bell. For time-
dependent VOF calculations, variable time stepping was used in order to automatically change the time step 
when an interface is moving through dense cells or if the interface velocity is high. The time step was varied in a 
range between 0.1 and 1 µs based on the preconfigured maximum global Courant number of 2, which ensures 
the computational stability of the numerical simulations. The simulations were carried out on a CRAY Cascade 
Supercomputer at the High-Performance Computing Center of the University of Stuttgart. 
 

 

Figure 3. Cross-section of the computational domain 

 
Wetting process on the bell 
The surface wetting on the distributor disk in the quasi-stable state is depicted in Figure 4. The red color indicates 
that computational cells are completely filled with paint liquid, whereas blue cells contain no paint. The cells in 
other colors have a volume fraction of paint between 0 and 1. The left figure shows the case with a paint volume 
flow rate of 250 ml/min. The horizontal surface of the distributor disk is wetted up to the edge of the three bolts. 
On the outer inclined surface only several “paint stripes” can be seen. In the case with a larger paint flow rate of 
500 ml/min, more areas are wetted. The horizontal surface is almost completely wetted. Due to the rotation of the 
disk and the relative movement of paint around the bolts, small wake flow regions are generated which are not 
wetted. 
 

           

Figure 4. Contour of the paint volume fraction on the distributor disk at a paint volume flow rate of 250 ml/min (left) and 
500 ml/min (right) 

 
Figure 5 is a snapshot of the contour of the paint volume fraction in the region between the distributor disk and the 
bell surface from an unsteady simulation, where already a quasi-stable state has been reached. The picture 
shows the momentary phase distribution in this region. Above the horizontal surface of the distributor disk quite a 
few drops of liquid can be observed. This indicates that some fraction of the paint material detaches already 
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before it reaches the edge of the horizontal surface. This may be caused by a blocking effect of the bolts and the 
centrifugal force. 
 
 

   

Figure 5. Contour of the paint volume fraction in the region between the distributor disk and the bell surface 

 
The film formation process on the bell surface is shown in Figure 6. In contrast to the distributor disk, the inner 
surface of the bell is completely wetted after a certain time, e.g., after about 30 ms for the case with a paint flux of 
250 ml/min and after approx. 20 ms for 500 ml/min at the same rotary speed of 40,000 min-1, which is in 
reasonable agreement with the duration of the wetting process on the bell experimentally measured by means of 
a high-speed camera. 
 

           

           

 

Figure 6. Visualization of the film development on the inner bell surface for the case with a paint flux of 500 ml/min at a rotary 
speed of 40,000 min-1 

 

t = 5.3 ms t = 7.1 ms

t = 10.6 ms t = 21.3 ms 
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After the bell surface has been completely wetted, a quasi-stable state is reached. In order to illustrate the paint 
distribution on the bell surface, an iso-surface positioned at a constant normal distance of 11 µm from the inner 
bell surface was created. The contour of the paint volume fraction on this surface as shown in Figure 7 indicates a 
non-homogeneous paint distribution. The film thickness in the middle of the bell is relatively high and decreases 
along the flow direction of the paint. At the edge of the bell the paint film becomes thicker again. In addition, small 
ripples and a quasi-spiral pattern are obtained on the surface of the paint film. These phenomena can also be 
observed in experiment using a high-speed camera. 
 

              

Figure 7. Structure of paint film surface observed in the simulation (left) and in the experiment (right) 

 
A closer look onto the region near the inner bell surface is provided by Figure 8. The film thickness can be easily 
obtained from the contour of the volume fraction of the paint. With the thickness of the first prism layer of 5 µm, 
the second of 6 µm, and the third of 7.2 µm, multiplied by the paint volume fractions in the layers of 1, 1 and 0.75 
respectively, the thickness of the paint film shown in Figure 8 is calculated to be approximately 16.4 µm.  
 

       

Figure 8. Contour of the paint volume fraction near the inner surface of the bell 

 
Ten measuring points were chosen on the bell surface (Figure 9). The film thickness at each point is calculated 
using the same method as shown above. The distribution of the film thickness along the outer contour line of the 
bell is plotted in Figure 9. The tendency shown here is similar to that observed in Figure 7. The film thickness at 
the bell edge, where subsequent atomization might occur, is determined to be 15 µm for the case with a paint flux 
of 250 ml/min at the rotary speed of 40,000 min-1. 
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Figure 9. Distribution of film thickness along the flowing direction of the paint 

 
Disintegration process at the bell edge 
Numerical studies on the atomization at the bell edge need a significantly finer mesh in this region. The 
computational domain as shown in Figure 10 contains only 1/8 of the bell without bolts. The wall boundary of the 
bell is extended to the fillet on the outer bell surface. The domain is enlarged laterally by 4 mm and downwards by 
2 mm. The total of cell elements in the domain amounts to 17.5 million. 
 

            

Figure 10. Computational domain for the simulation of atomization 

 
In the simulation for the case with a paint flow rate of 500 ml/min at a rotary speed of 60,000 min-1, turbulent 
disintegration is found, because no liquid jet emerging from the bell edge can be observed. This coincides well 
with previous experimental work by Domnick et al. [4], in which an equation defining the separation between jet 
and transition disintegration at the rotary bell edge was derived. It is also observed in the simulation that the major 
paint fraction leaves the bell not directly at the bottom edge of the bell. The paint flows over the bottom surface of 
the bell, builds a film on the surfaces and reaches the lower edge of the fillet on the outer bell surface, where 
drops and ligaments are obtained as the paint detaches the bell. This phenomenon can also be observed by 
means of a high-speed camera. 
 

     

Figure 11. Liquid disintegration at the bell edge observed in the simulation (left) and in the experiment (right) 

360



ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain 

 

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0). 

EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA 

 
Conclusions  
As presented in this contribution, numerical simulations based on the VOF method and Reynolds stress model 
were carried out to investigate the film formation process of the paint on the distributor disk and the bell itself. The 
propagating process of the paint from the disk to the bell could be observed. The blocking effect of the bolts, with 
which the distributor disk and the bell are assembled together, plays an important role in this process. The paint 
leaves the distributor disk in form of drops or ligaments, reaches the inner surface of the bell and builds a film on 
it. The paint flows further along the inner surface towards the bottom edge of the bell. After a certain time, the 
inner surface of the bell is completely wetted by the paint. However, the distribution of the film thickness is not 
homogeneous. The major part of the paint material does not leave the bell at the bottom edge of the inner bell. 
Instead, the paint flows further over the bottom surface of the bell in form of a film and reaches the fillet on the 
outer surface of the bell. There, the paint disintegrates into a chain of drops or ligaments. 
For the further atomization study, numerical simulation will be carried out using finer mesh around the bell edge. 
The computational domain will be limited quite close to the bell edge, in order to save the computational 
consumption. The corresponding boundary conditions, such as velocity and film thickness distributions, can be 
obtained from the present numerical simulation results of the film formation on the bell. 
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Abstract
The 3D, temporal instabilities on a planar liquid jet are studied using DNS with level-set and VoF interface-capturing
methods. The λ2 method has been used to relate the vortex dynamics to the surface dynamics at different stages
of the jet breakup. The breakup character depends on the Ohnesorge number (Oh) and gas-to-liquid density ratio.
At high Reynolds number (Re) and high Oh, hairpin vortices form on the braid and overlap with the lobe hairpins,
thinning the lobes, which then puncture creating holes and bridges. The bridges break, creating ligaments that
stretch and break into droplets by capillary action. At low Oh and high Re, lobe stretching and thinning is hindered
by high surface tension and splitting of the original Kelvin-Helmholtz vortex, preventing early hole formation. Corru-
gations form on the lobe edges, influenced by the split vortices, and stretch to form ligaments. Both mechanisms
are present in a transitional region in the We-Re map. At lower Re and not-too-large Weber number (We), lobe
stretching occurs but with longer and larger ligaments in this third domain which has a hyperbolic transition to the
hole formation domain as We increases. The three domains with differing breakup behaviors each occupy distinct
portions of a plot of We based on gas density versus Re based on liquid properties. Characteristic times for the hole
formation, as well as the lobe and ligament stretching are different - the former depending on the surface tension
and the latter on liquid viscosity. In the transitional region, both times are of the same order.

Keywords
Gas/liquid flow, primary atomization, breakup mechanism, hydrodynamic instability, vortex dynamics.

Introduction
Earlier computational works on the breakup of liquid streams at higher Weber number (We) and Reynolds number
(Re) focused on the surface dynamics using either volume-of-fluid or level-set methods [1–3]. More recently, Jar-
rahbashi and Sirignano [4] and Jarrahbashi et al. [5] numerically simulated the temporal behavior of round jets with
additional data analysis that related the vorticity dynamics to the surface dynamics. Jarrahbahsi et al. [5] showed
that important spray characteristics, e.g. droplet size and spray angle, differed in different ranges of We, Re, and
density ratio. Therefore, further studies of the breakup mechanisms are needed to fully understand the causes of
these differences. Consequently, there are remaining questions to be addressed in this paper: What are the details
of the liquid dynamics in each breakup domain? What causes the difference in the breakup cascade? What are
the roles of surface tension, liquid viscosity, and gas density? The answers to these questions would be crucial in
understanding and controlling the droplet size distribution in primary atomization of liquid jets.
Vortex dynamics concepts can clearly explain surface deformation of a liquid jet in the primary atomization process.
The Kelvin-Helmholtz (KH) instability promotes the formation of spanwise vorticity waves growing into coherent
vortices. These vortices evolve into hairpins with counter-rotating streamwise vortices [6]. The streamwise and
spanwise vortical waves combine to produce different surface structures, e.g. lobes, bridges, and ligaments, which
eventually break up into droplets. The link between the vortex dynamics and surface dynamics in primary atomiza-
tion is important, but rarely explored and poorly understood, and this study is an attempt to fill that gap.
There have been several studies in the field of jet instabilities from the vortex dynamics perspective. Most of
them however do not consider density and viscosity discontinuities. The main focus of these studies has been on
understanding and relating vortex stretching [7], vortex tilting [8], and baroclinic effects [9] to the appearance of
three-dimensionality in liquid jet instabilities. Earlier experimental studies in this field [6, 8–14] have been followed
and reproduced in more detail by numerical computations [1,4,5,15–21].
In the first studies of the role of streamwise vorticity for round liquid jets flowing into a gas, Jarrahbashi and Sirignano
[4] and Jarrahbashi et al. [5] showed how the mechanisms of the formation of lobes and ligaments are related to
the growth of streamwise vorticity. For control of spray character, it is very valuable to understand the details in the
cascade processes following liquid injection for each of the various atomization domains that have been identified
[5]. While we do not address control and optimization in this study, it gives justification for the detailed exploration
and the behavioral characterizations reported here.
Our objectives for the planar jet are to explain (i) cascade of structures on the liquid surface with time, including lobe,
ligament, and droplet formations; (ii) the breakup mechanisms at different flow conditions; (iii) proper definition of
the time scale of each of the breakup mechanisms, which would help predict the dominant mechanism at different
flow conditions; and (iv) the mechanisms for surface deformation and breakup in different domains using more
sophisticated data analysis for the vortex dynamics (i.e. the λ2 method).
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Numerical Modeling
The three-dimensional Navier-Stokes (NS) with level-set (LS) and volume-of-fluid (VoF) interface-capturing methods
yield computational results for the liquid-segment which captures the liquid-gas interface deformations with time.
The incompressible continuity and Navier-Stokes equations follow:

∇ · u = 0,
∂(ρu)

∂t
+∇ · (ρuu) = −∇p+∇ · (2µD)− σκδ(d)~n, (1)

where D is the rate of deformation tensor, and u is the velocity field; p, ρ, and µ are the pressure, density and
dynamic viscosity of the fluid, respectively. The last term in the NS equation is the surface tension force per unit
volume, where σ is the surface tension coefficient, κ is the surface curvature, δ(d) is the Dirac delta function and ~n
is the unit vector normal to the liquid/gas interface.
Direct numerical simulation is done by using an unsteady three-dimensional finite-volume solver for the NS equa-
tions for the planar incompressible liquid sheet segment (initially stagnant), which is subject to instabilities due to
a gas stream that flows past it on both sides. A uniform staggered grid is used with the mesh size of 2.5 µm and
a time step of 5 ns. Third-order accurate QUICK scheme is used for spatial discretization and the Crank-Nicolson
scheme for time marching. The continuity and momentum equations are coupled through the SIMPLE algorithm.
The LS method developed by Osher and his coworkers [23–25] captures the liquid-gas interface. The level set φ is
a distance function which is advected by the velocity field:

∂φ

∂t
+ u · ∇φ = 0. (2)

For detailed descriptions for this interface capturing see [24].
At low density ratios, a transport equation similar to equation (2) is used for the volume fraction f , also called the
VoF-variable, in order to describe the temporal and spatial evolution of the two-phase flow [26]. The VoF-variable f ,
introduced by Hirt and Nichols [26], represents the volume of (liquid phase) fluid fraction at each cell.
The computational domain, shown in Figure 1, consists of a cube, which is discretized into uniform-sized cells. The
liquid segment, which is a sheet of thickness h (h = 200 µm) is located at the center of the box and is stationary
in the beginning. The domain size in terms of the sheet thickness is 4h × 4h × 8h, in the x, y and z directions,
respectively. The liquid segment is surrounded by the gas zones on top and bottom. The gas moves in the positive
x-direction (streamwise direction), with a constant velocity (U = 100 m/s) at the top and bottom boundaries, and
its velocity diminishes to the interface velocity with a hyperbolic tangent profile. The velocity decays exponentially to
zero at the center of the liquid sheet. For more detailed description of the initial conditions, see Zandian et al. [22]
Grid independency and domain-size independency tests have also been performed [4,5,22].
The liquid-gas interface is initially perturbed symmetrically on both sides with a sinusoidal profile and predefined
wavelength and amplitude obtained from 2D full-jet simulations [22]. Both streamwise (x-direction) and spanwise
(y-direction) perturbations are considered in this study. Periodic boundary condition for all components of velocity
as well as the level-set/VoF variable is imposed on the four sides of the computational domain.
The most important dimensionless groupings in this study are the Reynolds number (Re), the Weber number (We),
density ratio (ρ̂), viscosity ratio (µ̂), and the initial wavelength-to-sheet-thickness ratio (Λ), as defined below.

Re =
ρlUh

µl
, We =

ρlU
2h

σ
, ρ̂ =

ρg
ρl
, µ̂ =

µg

µl
, Λ =

λ

h
. (3)

The sheet thickness h and the velocity of the far field gas U are considered as the characteristic length and velocity.
The subscripts l and g refer to the liquid and gas, respectively.

Figure 1. The computational domain with the initial liquid and gas zones.
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Our goal is to study the vorticity dynamics as well as the liquid surface dynamics in order to understand breakup
mechanisms at different flow conditions. To this end, λ2 criterion introduced by Jeong and Hussain [27] is used to
define a vortex.

Results and discussion
Three mechanisms for liquid sheet surface deformation and breakup are identified, which are well categorized on a
gas Weber number (Weg) versus liquid Reynolds number (Rel) map, shown in Figure 2. At highRel, the liquid sheet
breakup characteristics change based on a modified Ohnesorge number, Ohm ≡

√
Weg/Rel, as follows: (i) at high

Ohm and high Weg, the lobes become thin and puncture, creating holes and bridges. Bridges break as perforations
expand and create ligaments. Ligaments then stretch and break into droplets by capillary action; see Figure 3.
This domain is indicated as Atomization Domain II in Figure 2, and its mechanism is called LoHBrLiD, based on
the cascade of structures that are seen in this domain (Lo ≡ Lobe, H ≡ Hole, Br ≡ Bridge, Li ≡ Ligament,
and D ≡ Droplet); (ii) at low Ohm and high Rel, holes are not seen at early times; instead, many corrugations
form on the lobe front edge and then stretch into ligaments. This so called LoCLiD mechanism (C ≡ Corrugation)
occurs in Atomization Domain III (see Figure 2) and results in ligaments and droplets without having the hole and
bridge formation steps; see Figure 4. The third mechanism follows a LoLiD process and occurs at low Rel and low
Weg (Atomization Domain I in Figure 2), but with some difference in details from the LoCLiD process. The main
difference between the two ligament formation mechanisms at high and low Rel’s is that at higher Rel the lobes
become corrugated before stretching into ligaments. Hence, each lobe may produce multiple ligaments, which are
typically thinner and shorter than those in the lower Rel. At low Rel, on the other hand, because of the higher
viscosity, the entire lobe stretches into one thick, usually long ligament; see Figure 5. The structures seen in all
these breakup mechanisms are sketched in Figure 6. Recent microscopic visualization approaches can deliver
high-resolution images, which could be used for the validation of the three main breakup mechanisms introduced.
There is also a transitional region in which both lobe/ligament stretching and hole-formation mechanisms are seen
simultaneously. The transitional region at low Rel follows a hyperbolic relation, i.e. Weg = A/Rel, shown by the
dash-dotted line in Figure 2; while at high Rel limit, it follows a parabolic curve, i.e. Weg = B2Re2l , shown by the
dashed line in Figure 2. The constant B is a critical Ohm at high Rel, B ≈ 0.021. The two borderlines can be
combined into a single function with some extra constants for a better fit as follows

Weg =
A

Rel + ε
+B2Re2l + C , (4)

where A, B and C are empirical constants, and ε is a small parameter for better curve fitting. As Rel gets very
large, we would retain the parabolic function (second term) with the constant B being the product of critical Oh and√
ρ̂. In the limit where Rel gets very small, the hyperbolic function (first term) dominates and gives the asymptote.

There are two different characteristic times for the formation of holes and the stretching of lobes and ligaments. At
the same Rel, as surface tension increases (decreasing Ohm and Weg), the characteristic time for hole formation
becomes larger, hence delaying the hole formation. Thus, for lower Ohm (or Weg) most of the earlier ligaments
are formed due to direct stretching of the lobes and/or corrugations, while the hole formation is inhibited. On the
other hand, at relatively large Rel (> 3000), as the liquid viscosity is increased (decreasing Rel and increasing
Ohm), at the same Weg, the ligament-stretching time gets larger. In this case, hole formation prevails compared

Figure 2. The breakup characteristics based on Weg and Rel, showing the LoLiD mechanism denoted by diamonds
(Atomization Domain I), the LoHBrLiD mechanism denoted by circles (Atomization Domain II), the LoCLiD mechanism

denoted by squares (Atomization Domain III), and the transitional region denoted by triangles. The ρ̂ = 0.1 cases are shaded.
The low and high density ratio cases that overlap at the same point on this diagram have been marked; – ·– ·–, transitional

boundary at low Rel; and – – –, transitional boundary at high Rel.
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Figure 3. Liquid surface deformation in the LoHBrLiD mechanism (Domain II); Rel = 320, Weg = 115, 000, ρ̂ = 0.5, and
µ̂ = 0.0022, at t = 18 µs (a), 22 µs (b), 26 µs (c), 28 µs (d), 30 µs (e), and 32 µs (f ). Gas flows from left to right.

Figure 4. Liquid surface deformation in the LoCLiD mechanism (Domain III); Rel = 5000, Weg = 7200, ρ̂ = 0.5, and
µ̂ = 0.0066, at t = 44 µ (a), 48 µs (b), 50 µs (c), 52 µs (d), 56 µs (e), and 60 µs (f ). Gas flows from left to right.

Figure 5. Liquid surface showing the LoLiD mechanism (Domain I) at low Rel; Rel = 320, Weg = 23, 000, ρ̂ = 0.1 and
µ̂ = 0.0022, at t = 26 µs (a), 36 µs (b), 40 µs (c), 44 µs (d), 46 µs (e), 48 µs (f ), and 52 µs (g). Gas flows from left to right.

to the ligament stretching mechanism, resulting in more holes on the liquid lobes. As Weg increases, the time at
which the first holes form decreases. This indicates that the hole formation characteristic time should be inversely
proportional to Weg. At low Rel (< 3000), the liquid viscosity has an opposite effect on the hole formation and
ligament stretching. As shown in Figure 2, near the left boundary, the time scale of the stretching becomes relatively
smaller than the hole-formation time scale as Rel is reduced at a constant Weg. Hence, there is a move back to
ligament stretching from hole formation with decreasing Rel at a fixed Weg. Keeping all these effects in mind, the
following two nondimensional characteristic times are proposed for these mechanisms:

Uτh
h
∝ σ

ρgU2h
(1 +

k

Rel
) =

1

Weg

(
1 +

k

Rel

)
,

Uτs
h
∝ µl

ρlUh
=

1

Rel
, (5)
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Figure 6. Sketch showing the cascade of structures on a liquid lobe from a top view for the LoLiD (top), LoCLiD (center), and
LoHBrLiD (bottom) mechanisms. The gas flows from left to right and time increases to the right.

where τh and τs are the dimensional characteristic times for hole formation and ligament stretching, respectively,
and k is a nondimensional constant.
Combination of the above two equations yields a relation between the two time scales involving Ohm.

Uτh
h
∝
(
Uτs/h

Ohm

)2(
1 +

k

Rel

)
. (6)

So, at low Rel, the hole formation and the ligament stretching time scales are not related only via Ohm; Rel also has
a significant role in the breakup mechanism at lower Rel. At high Rel however, the term in the second parenthesis
in equation (6) approaches unity, and the two time scales relate via Ohm only. In the transitional region, near the
boundary, where the two characteristic times are of the same order, both hole formation and corrugation stretching
appear at different parts of the liquid sheet.
The breakup mechanisms are functions of Rel and Weg only. The qualitative behavior is not much affected by the
viscosity ratio (thus the gas Re); the influence of the density ratio appears only through Weg, and the effect of the
sheet thickness appears only through Rel and Weg.

Vortex dynamics in the LoHBrLiD mechanism
The vortex structures in the LoHBrLiD breakup mechanism are sketched in Figure 7. This figure shows the liquid
surface (a lobe) and also the qualitative location of the nearby vortices some time after the start of injection. Hairpin
vortices form on the braids, between two consecutive KH vortices, where the maximum strain rate occurs [8]. The
hairpins closer to the streamwise KH wave crest are stretched downstream towards the KH vortex, and the hairpins

Figure 7. 3D Schematics showing the overlapping of the two hairpin vortices - one from the lobe crest (black tube) and the other
from the braid (red tube) (a) - A is the plane in which (b) is drawn; cross-sectional view of the A-plane showing the thinning of the

lobe sheet due to the hairpin overlapping (b). The vortex schematics are meant to be periodic in x- and y-directions.

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0).
EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA

366



ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain

near the streamwise trough are stretched upstream due to the pull from the upstream KH roller. The hairpins that
are stretched downstream are rolled over the KH vortex tube, while the hairpins that are stretched upstream are
pulled under the KH vortex tube.
Later, the KH vortices deflect more under the influence of the hairpin vortex filaments. The KH vortex pulls the
lobes over itself and lies underneath the surface of the lobe at later times. Pulling of the upstream and downstream
hairpins from the outer and inner sides of the interface by the KH roller causes these two hairpin groups to collect
together and overlap on the outer side of the lobe, i.e. on the streamwise wave crest, and its inner side; i.e. on
the streamwise wave trough. As shown in Figure 7 and also described by Jarrahbashi et al. [5], the liquid sheet
between a pair of these overlapping hairpins becomes thinner. Figure 7(a) schematically depicts two neighboring
hairpin vortices in the liquid-gas interface region - one originating from the lobe crest and stretching downstream
(shown by the slender black tube) and the other originating from the braid and stretching upstream (shown by the
red tube). The KH vortex is shown by the thicker gray tube in this figure. Figure 7(b) shows a cross-sectional
view of the vortex structure along with the liquid sheet located between the two hairpin vortices on the A-plane of
Figure 7(a). The induced velocities of the overlapping hairpin vortices (see the qualitative streamlines shown by the
black and red arrows in Figure 7b) push the top surface of the liquid lobe downward and the bottom surface upward,
causing the liquid lobe to become thinner in the middle and thus vulnerable to puncture at that region.
Whether the liquid sheet subject to these conditions punctures or not depends on other flow conditions, particularly
the surface tension. At high Weg (high Ohm), the hole formation prevails and occurs at the predicted locations. As
these overlapping hairpin filaments continue to stretch, the holes stretch and expand with them, creating even larger
perforations and thinner bridges. If Weg is not large enough, the liquid sheet in the overlapping region can recover
instead. In this case, hole formation is inhibited, and the lobes stretch directly, but more slowly, into ligaments via
LoLiD or LoCLiD mechanisms (Domains I and III), as will be discussed in the next sections.

Vortex dynamics in the LoCLiD mechanism
The role of vortices on the liquid surface deformation at high Rel and low Weg is summarized schematically in
Figure 8. At early times t1, the spanwise vortices on the braid deflect due to the pull from the neighboring KH rollers
in both the upstream and downstream directions, creating the hairpin vortex structures with a wavelength equal to
the spanwise perturbation wavelength. The deflected hairpin filaments form the lobes as they are stretched by the
KH roller. So far, the process is similar to the LoHBrLiD mechanism.

Figure 8. Schematics of the LoCLiD mechanism at four consecutive times. The liquid surface is shown in blue, and the the KH
vortex in black. The red and black lines are the hairpin vortices near the trough and crest of the KH wave, respectively. The solid

and dashed lines show where the hairpins are stretched upstream and inward, or downstream and outward, respectively.
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At high Rel, the inertial effects dominate the viscous forces. Consequently, the higher velocity of the gas phase
compared to the liquid phase causes the KH roller to split into two eddies at t2, as shown in Figure 8. The low liquid
viscosity does not allow sufficient resistance to keep the KH vortex bound near the interface; hence, the outer part
of the KH roller, which resides in the fast-moving gas layer, separates from the part of the KH vortex that is closer
to the liquid surface at lower speed.
As demonstrated in Figure 8, the part of the KH vortex that resides outside of the liquid advects faster than the slow-
moving eddy in the liquid. The slow-moving eddy advects with the interface velocity and remains stationary relative
to the liquid surface. This vortex separation has two significant effects. (i) The slow-moving eddy downstream of
the KH wave is not strong enough to curl the KH wave and pull the lobe downstream over itself. Consequently,
the outer hairpin filaments on the lobe do not overlap with the inner braid hairpins as in the LoHBrLiD process,
and hole formation at early times is inhibited. (ii) The fast-moving eddy gets closer to the downstream hairpins as
it moves farther from the upstream hairpins near the trough. The hairpin filaments become less orderly due to the
time-variant pull from this fast-moving eddy in opposite directions. As the fast-moving vortex passes over the trough
hairpin (the red line), it pulls the trough hairpin in the downstream direction and creates a new bend on the hairpin,
as shown in Figure 8 at t2. Similarly, the crest hairpin filament (the black line) is pulled in the upstream direction
by the fast-moving vortex tube, causing the hairpin vortices to undergo more undulations with smaller wavelengths,
and also prevents further streamwise stretch in the original hairpins. Consequently, the lobes are less stretched and
more blunt compared to the LoHBrLiD mechanism.
When the fast-moving eddy passes over the crest hairpin (black hairpin) at t3, it creates yet another turn in the
hairpin vortex, as shown in Figure 8. The liquid surface approximately follows the hairpin structures with some delay
at this high Rel range - as the vortex lines are nearly material lines. Because of these shorter hairpin wavelengths,
corrugations with length scales comparable to the hairpin wavelengths are formed on the front-most edge of the
lobes, as shown in Figure 8 at t3. Both experimental observations [8, 14] and numerical simulations [20, 21] show
that the number of corrugations (lobes) increases by increasing the jet Reynolds number.
Upon creation of a stronger eddy downstream of the KH waves at t4 - after amalgamation of the fast- and slow-
moving eddies - the new KH roller (now a thicker tube) has enough strength to stretch the hairpin vortices. The
hairpin filaments on the outer and inner sides of the lobe overlap as illustrated in Figure 8 at t4. In this figure, the
dashed lines represent the hairpins stretching upstream and under the liquid lobes, i.e. inner surface of the gas
lobe, while the solid lines are parts of the hairpin filament that are stretched downstream on the inner side of the
liquid lobe; i.e outer surface of the gas lobe.
The flow induced by the hairpin vortices creates undulations on both the bottom surface of the lobe and the trough
surface. The gap filled by the gas layer gets closed, i.e. the lobe collapses on the jet core, as the bottom surface of
the liquid lobe descends and the trough surface ascends. The counter-rotating pairs of streamwise vortices on the
liquid lobe create the ligaments on the two sides of the lobe at t4 (see Figure 8). The corrugations also stretch into
ligaments but at a slower growth rate. The ligaments stretch downstream and break into droplets as they undergo
capillary instabilities later. In the meantime, the eddies separate from the interface and advect outward into the gas
phase.

Vortex dynamics in the LoLiD mechanism
Similar to the previous cases, the vortex field starts with a large KH roller downstream of the KH wave, hairpin
filaments on the braid, and a stronger hairpin filament on the KH wave crest. Later, the entire KH roller departs from
the liquid surface and moves downstream into the gas zone. The KH roller gains higher velocity as it moves away
from the interface, while the rest of the hairpin vortices are almost stationary with respect to the interface.
While the KH roller reaches the neighboring downstream crest hairpin filament, the braid hairpins overlap with the
crest hairpins constraining the lobe sheet in between. So far, the vortex dynamics manifest the conditions required
for both hole formation and corrugation formation. However, none of these structures are seen on the lobe. The

Figure 9. 3D Schematics showing the vortex structures in the LoLiD mechanism of Domain I (a), A is the plane in which (b) is
drawn; cross-sectional view of the A-plane showing the spanwise squeezing of the lobe by the hairpin vortices (b). The vortex

schematics are meant to be periodic in x- and y-directions.
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inhibition of the hole formation is due to the high surface tension. In such low Weg, the inertial and viscous forces
are not strong enough to overcome the surface tension force to thin and stretch the lobe; hence, the lobe perforation
is inhibited. Also, because of the high liquid viscosity at such low Rel, the liquid surface response to the vortex
structures is retarded (vortex lines and material lines are not identical). Hence, the lobe edges are not corrugated
following the hairpin filaments as with higher Rel. Moreover, the KH roller is more distant from the interface in
this case compared to the LoCLiD mechanism, which means that it has a much weaker influence on the hairpin
filaments, resulting in fewer bends and less undulation on the hairpins.
The schematics of the vortex structures in the LoLiD mechanism of Domain I are illustrated in Figure 9. The KH
vortex has a higher undulation in this domain compared to the other two domains and is also farther away from the
interface in the gas zone. Because of the high strain rate at the braid, the hairpin vortices become streamwise near
the braid region in both spanwise crest and trough. Two pairs of counter-rotating hairpins - one on the lobe crest
(shown by the black tube) and the other on the trough (shown by the red tube) - stretch and wrap around the KH
vortex; see Figure 9(a). As shown in the cross-sectional view of the A-plane passing through the lobe (Figure 9b),
both the black and the red hairpins are located slightly above and on the sides of the lobe at this moment. While the
flow induced by the KH vortex creates a streamwise flow on the two sides of the lobe, the gas flow induced by these
two counter-rotating hairpins (shown by the curly arrows is Figure 9b) generates a spanwise flow towards the lobe.
Consequently, the lobe is both squeezed in the spanwise direction - via the hairpins effects - and stretched in the
streamwise direction by the induced flow of the KH vortex. The gas flow also lifts the lobe in the normal direction.
The flow induced by the streamwise hairpins transforms the lobe into a thick ligament as the strong shear near the
lobe sides deforms the liquid surface.

Conclusions
The temporal development of surface waves and their breakup into droplets are studied numerically. Three main
breakup mechanisms are identified. The breakup characteristics are well categorized on a parameter space of gas
Weber number (Weg) versus liquid Reynolds number (Rel). The atomization regime is now separated as three
sub-domains.
The vortex dynamics is able to explain the hairpins formation, and the interaction between the hairpin vortices
and the KH vortex explains the perforation of the lobes at moderate Rel and high Weg, which is attributed to the
overlapping of the two pairs of hairpin vortices on top and bottom of the lobe. The formation of corrugations on the
lobe front edge at high Rel is also explained by the structure of the hairpins and the splitting of the KH vortex. At
low Rel and low Weg, on the other hand, the lobe perforation and corrugation formation are inhibited due to high
surface tension and high liquid viscosity. The hairpin vortices stretch in the normal direction while wrapping around
the KH vortex. The induced gas flow squeezes the lobe from the sides and forms a thick and long ligament.
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Abstract
The utilization of biodiesel is an effective approach to reduce pollution from internal combustion engines and thus
has attracted steadily increasing interest in the recent years. As the viscosity of biodiesel is much higher than that of
standard diesel, the atomization characteristics of a biodiesel jet can significantly deviate from those of a standard
diesel jet under identical injection conditions. Since atomization of the injected fuel has a strong impact on fuel-air
mixing and the following combustion processes, it is important to investigate the atomization of biodiesel and in
particular to understand how the fuel properties affect the atomization process and the resulting spray character-
istics. In the present study, three-dimensional direct numerical simulations are conducted to investigate atomizing
biodiesel and diesel jets. The novel adaptive multiphase solver Basilisk is used for simulations. The statistics of
droplets formed in the biodiesel jet is compared to the diesel jet under identical injection conditions.
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Introduction
The utilization of biodiesel is an effective approach to reduce pollution from internal combustion engines and thus
has attracted ever increasing interest in recent years. As the material properties of biodiesel are different from
those of the standard diesel, the atomization characteristics of a biodiesel jet can significantly deviate from those
of a standard diesel jet under identical injection conditions. Since atomization of the injected fuel has a strong
impact on the fuel-air mixing and following combustion processes, it is important to investigate the atomization of
biodiesel and in particular to understand how the fuel properties affect the atomization process and the resulting
spray characteristics.
Atomization of a liquid jet is a process of enormous complexity involving a wide range of spatial scales. As a result,
numerical simulation of atomization is very challenging. In the present work, direct numerical simulations of atom-
izing jets are performed with a novel adaptive multiphase solver, Basilisk [1]. The solver uses the Volume-Of-Fluid
(VOF) method to capture the liquid-gas interface. A balanced-force discretization is employed for surface-tension
calculation [2]. An octree spatial discretization is utilized, which gives a very important flexibility allowing dynamic
grid refinement into user-defined regions. Finally, massively parallel simulations are conducted on a supercomputer
using up to 2048 processors.

Material and methods
In the present study, we simulate a round liquid fuel jet into a chamber containing pressurized stationary gas.
Two different fuels are considered, a standard European diesel and a biodiesel of soybean Methyl Ester. The
fuel properties are given by Battistoni and Grimaldi [3]. Three different injection conditions, i.e., the jet radius and
injection velocity, are investigated for each fuel. Therefore, in total six cases are simulated. The parameters are
summarized in Table 1. The case names “D" and “B" represent diesel and biodiesel fuels, respectively, where
“n=1,2,3" indicates different injection conditions.

Table 1. Fuel properties and injection conditions of simulation cases.

Cases Fuel Density Fuel Viscosity Surface Tension Jet Radius Injection Velocity
ρl(kg/m

3) µl(Pa s) σ(N/m) Rinj(m) Uinj(m/s)

D1 825 2.10×10−3 0.024 6.50×10−5 70
D2 825 2.10×10−3 0.024 4.00×10−5 50
D3 825 2.10×10−3 0.024 6.50×10−5 50
B1 870 3.90×10−3 0.028 6.50×10−5 70
B2 870 3.90×10−3 0.028 4.00×10−5 50
B3 870 3.90×10−3 0.028 6.50×10−5 50

The gas in the chamber is taken to be air under the pressure of 106 Pa and the temperature 313.15 K. The density
and viscosity of the gas are 11.13 kg/m3 and 1.46 × 105 (Pa s), respectively. If the gas density, the jet radius,
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and the injection velocity are chosen to be reference scales, the key dimensionless parameters of problem can
be obtained, which are shown in Table 2. The Reynolds and Weber numbers of the liquid jet are defined as
Rel = ρl(2Rinj)Uinj/µl and Wel = ρl(2Rinj)U

2
inj/σ, respectively, which measure the inertial effect compared to

the viscous and surface tension forces. When Rel and Wel are large, the viscous and surface tension forces are
insufficient to hold the injected fuel as a bulk liquid, and the liquid fuel will be atomized into small droplets. As
the injected liquid will also induce flow motion of the gas in the chamber, the Reynolds number based on the gas
properties, Reg = ρg(2Rinj)Uinj/µg, is to characterize the induced gas flow. When Reg is large the gas flow can
become turbulent. Finally, the liquid-to-gas density ratio is represented by r. Other dimensionless parameters can
be computed based on these four parameters, for example, the liquid-to-gas viscosity ratio is equal to rReg/Rel.

Table 2. Fuel properties and injection conditions of simulation cases.

Cases Rel = ρl(2Rinj)Uinj/µl Wel = ρl(2Rinj)U
2
inj/σ r = ρl/ρg Reg = ρg(2Rinj)Uinj/µg

D1 3.58×102 2.19×104 74.1 6.94×103

D2 1.57×103 6.88×103 74.1 3.05×103

D3 2.55×103 1.12×104 74.1 4.95×103

B1 2.03×103 1.98×104 78.2 6.94×103

B2 8.92×102 6.21×103 78.2 3.05×103

B3 1.45×103 1.01×104 78.2 4.95×103

It can be observed from Tables 1 and 2 that the main difference between the diesel and biodiesel fuels lies at the
fuel viscosity. The density and surface tension of the two fuels are quite similar. As a result, for a given injection
condition, the diesel and biodiesel jets (such as D1 and B1) have similar Wel, Reg, and r; while Rel for the diesel is
about two times of that for the biodiesel. It is expected a large liquid viscosity can damp small scale instability and
thus weaken the atomization process [4]. It is the goal of the present study to investigate in detail the impact of the
larger viscosity of the biodiesel to the atomization characteristics.
Thanks to the octree discretization of Basilisk, we can use a large domain for the present simulation so that the
effects of boundaries to the atomizing jet are negligible. The computational domain for the atomizing jet is shown
in Fig. 1. The fuel is injected into a cubic domain along the z direction from the left boundary. A single mode
perturbation is added to the inflow velocity as Ul,inflow = Uinj(1 + ξ sin(2πt/η)) to accelerate the development
of the Kelvin-Helmholtz instability at the liquid-gas interface, where ξ = 0.05 and η = 2.56Rinj/Uinj . The outflow
boundary condition is invoked at the right boundary. All the rest boundaries of the domain are then taken as
symmetric boundaries. The edge length of the domain is 96 Rinj . The minimum cell size of the adaptive mesh used
is indicated by ∆min. For cases D1, D2, B1, and B2, ∆min = Rinj/43 and for cases D3 and B3, ∆min = Rinj/85.
A snapshot of the atomizing jet and the corresponding adaptive mesh are shown in Fig. 1. It can be seen that high
mesh resolution is used to resolve the complex liquid-gas interface while the mesh away from the jet is coarsen to
reduce computational costs. The total number of cells increases in time as more liquid is injected into the domain.
The mesh shown in Fig. 1, which is a snapshot corresponding to tUinj/Rinj = 49, consist of about 50 million cells.
It should be mentioned here that the liquid injection velocity used in the present study is lower than typical injection
velocity in diesel engines. The usage of smaller injection velocity is simply to constrain the Reynolds number in the
regime where a DNS is feasible with current computational resources. For practical injection velocity which can be
10 times of the present ones, the total number of cells would exceed 3 billion even with an adaptive mesh.
Finally, the simulation data generated are visualized and analyzed by the open source package VisIt [7].

Results and discussion
General behavior
A snapshot of the atomizing liquid jet for the case 3 and ∆min = Rinj/85 at t Uinj/Rinj = 47 is shown in Fig. 2.
When the liquid fuel is injected into the domain with a high speed, the impingement with the pressurized gas causes
the liquid to spread laterally forming a liquid sheet. The liquid sheet moves backward so eventually the head of the
liquid jet takes a mushroom shape, a closeup of which is given in Fig. 2. The liquid sheet of the mushroom head flaps
and breaks violently. Ligaments are formed near the edge of the liquid sheet, which then in turn break into a large
number of droplets. Different formation mechanisms of liquid ligaments have been discussed in previous works
[5, 6]. These mechanisms including the expansion of holes-in-liquid-sheets and the Rayleigh-Plateau instability of
rims are also observed in the present simulation. The shapes of the liquid ligaments display strong variability and
thus when they break the size of formed droplets is spread over a wide range. When the ligaments and droplets
detach from the bulk liquid jet, their streamwise velocity decreases and they fall behind the mushroom head, forming
a spray around the bulk liquid column.
Beyond the mushroom head, the interfacial waves on the bulk liquid column also produce droplets. Due to the shear
between the moving liquid and the stagnant gas, a Kelvin-Helmholtz (KH) instability develops. The KH interfacial
waves are initially small and axisymmetric. As they are advected downstream, they grow in amplitude and roll
backward like umbrellas. Lateral instability then show up and azimuthal variations are observed at the umbrella
edge. When the waves propagate further downstream, holes forms in the liquid sheet and expansion of which
finally causes the umbrella-shape waves break into ligaments, similar to the mushroom head but in a less violent
manner. The orientations of the formed ligaments vary in a large extent. The ones more perpendicular to the jet
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Figure 1. Simulation setup for an atomizing liquid jet and the adaptive mesh utilized.

Figure 2. The atomizing jet for the case D3 at t Uinj/Rinj = 47. The minimum cell size of the adaptive mesh is
∆min = Rinj/85.
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breaks into droplets faster; while those more aligned to the jet tend to last for a longer time. Compared to the
droplets formed at the mushroom head, the ones formed at the interfacial waves stay closer to the liquid jet and are
less spread.

Effect of grid resolution
In order to verify whether the mesh resolution is sufficient to resolve the atomization process, the minimum cell size
∆min is varied from Rinj/21 to Rinj/85 for cases D3 and B3. The results of the grid-refinement study are shown
in Fig. 3. It can be observed that the results for the coarse mesh ∆min = Rinj/21 are substantially different from
the results for the other two meshes: the number of droplets produced is much lower and the ligaments formed at
the interfacial waves are completely missed. The results for the intermediate and fine meshes ∆min = Rinj/43 and
Rinj/85 are similar, although the ligaments formed at the edge of the mushroom head tends to break earlier for the
intermediate mesh.

(a) B3, Rinj/Δmin=21

(b) B3, Rinj/Δmin=43

(c) B3, Rinj/Δmin=85

(d) D3, Rinj/Δmin=21

(e) D3, Rinj/Δmin=43

(f) D3, Rinj/Δmin=85

Figure 3. Snapshots of the atomizing biodiesel and diesel jets (B3 and D3) for different mesh resolutions: Rinj/∆min = 21, 43,
and 85.

As Reg is high for both cases B3 and D3, the gas flow around the liquid jet becomes turbulent. Figure 4 show the
vortical structures by the λ2 vortex-identification criterion proposed by Jeong and Hussain [8]. The turbulent vortical
structures are most profound near the head of the liquid jet. When the mesh is refined, smaller vortical structures
are captured. It is interesting to observe that actually less vortical structures are observed in the fine mesh results
than in the coarse ones. As the cell size in simulations behaves like a cut-off scale that control the breakup of liquid
sheets and ligaments. A coarse mesh will result in an earlier and more violent breakup, which thus will produce
more vortical structures near the small liquid pieces. Up to the maximum simulation time in the present study, the
liquid jet is in a transient process, toward being fully atomized. Therefore, the results here are insufficient to estimate
the turbulence kinetic energy dissipation and the Kolmogorov length scale. Nevertheless as shown in Fig. 4, the
simulation with the finest mesh is quite effective in capturing the small vortices generated.

Effect of fuel viscosity to atomization
From Fig. 3 it can also be observed that under the same injection condition, the biodiesel jet (B3) tends to produce
thicker filaments and fewer droplets than the standard diesel (D3). The higher viscosity of the biodiesel is believed
to be responsible for the discrepancy.
A more detailed comparison between the biodiesel and diesel atomizing jets is shown in Fig. 5. The two jets shown
here correspond to the injection condition 3, i.e., Rinj = 65 µm and Uinj = 50 m/s, see Tables 1 and 2. While
Wel, Reg, and r for the two cases are similar, Rel = 1450 for the biodiesel is 43% lower than that for the diesel, ı.e.,
Rel = 2550. Several observations on the difference between the two cases can be made here. First, it is observed
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(a) B3, Rinj/Δmin=21

(b) B3, Rinj/Δmin=43

(c) B3, Rinj/Δmin=85

(d) D3, Rinj/Δmin=21

(e) D3, Rinj/Δmin=43

(f) D3, Rinj/Δmin=85

Figure 4. Snapshots of the vortical structures near heads of the biodiesel and diesel jets (B3 and D3) for different mesh
resolutions: Rinj/∆min = 21, 43, and 85.
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that the holes in the interfacial waves on the bulk liquid column appear later for the biodiesel than the diesel. Holes
are first observed on the fourth wave (counting from the left) for the diesel jet; while similar holes are not seen
until the fifth wave for the biodiesel. Second, the ligaments formed in the biodiesel jet are thicker and longer for
the biodiesel. The biodiesel ligaments also seem to last for longer before they break into droplets, see the second
row of Fig. 5, indicating that the higher viscosity of the biodiesel is effective in damping small scale instability and
delaying ligament breakup. Third, the lateral radius of the mushroom head is smaller for the biodiesel and the roll-up
sheets sustain longer and less holes are observed. Compared to the diesel analog, much more ligaments attaching
to the edge of the mushroom head are observed for the biodiesel. These ligaments are also longer and thicker. As
a result of the delay of sheet and ligament breakups, much less droplets are formed behind the mushroom head for
the biodiesel than the diesel.

(a) B3 (b) D3

Figure 5. Comparison of biodiesel and diesel jets under identical injection conditions (Rinj = 65 µm and Uinj = 50 m/s).

Droplet size distribution
The statistics of the droplets formed are also investigated since which is an important to many atomization appli-
cations. Figure 6 shows the size distribution of droplet number Np for cases B3 and D3 at t Uinj/Rinj = 47. The
droplet diameter is calculated as dv = (6Vp/π)1/3, where Vp is the droplet volume and which is in turn computed
by tagging the volume-fraction function and identifying the connected liquid structures. The histogram plots shown
in Figs. 6(a)-(b) are for B3 and different mesh resolutions varying from Rinj/∆min = 21 to 85. The bin width is 0.75
µm, which is about the minimum cell size of the fine mesh. It is shown that more small droplets are produced when
the mesh is refined. However, as the droplets with diameter similar to the cell size are affected by the numerical
error (such as fake breakup due to lack of mesh resolution) and thus the accuracy of results for these small droplets
are less trustworthy. If these small droplets (dv < 3 µm) are ignored, then it is found that the intermediate and fine
meshes actually yield similar results, see Figs. 6 (d) and (e), which means that we have obtained converged results
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for the droplet size distribution with Rinj/∆min = 85.
For dv > 3 µm, Np decreases with dv and the profile matches well with the exponential function exp(−dv/λ) for
both cases B3 and D3, where λ is a length scale characterizing the shape of PDF. When λ decreases, the decay
of Nd with increasing dv is faster, indicating the droplet size distribution inclines more toward smaller droplets, or in
other words the liquid jet is “more seriously atomized". It is fitted by the data for the finest mesh that, λ is about 2.7
µm for the biodiesel and about 2.2 µm for the diesel, see Fig. 6(f). The larger λ for the biodiesel is consistent with
the previous observation of the less “intense" atomization of biodiesel due to its higher viscosity.
Under the same injection conditions, significantly fewer smaller droplets are formed in the biodiesel jet. Note that
Nd in Fig. 6 is plotted in the logarithmic scale, the difference of droplet number between the two fuels may look
small, but is indeed very large. As an example, for droplet diameter between 4.5 and 5.25 µm, Np = 517 for B3 and
Np = 897 for D3. Namely, the biodiesel jet produces 42% less droplets for this size range 4.5 − 5.25 µm compared
to the standard diesel fuel.
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Figure 6. Droplet size distribution for B3 and D3 at tUinj/Rinj = 47. (a)-(c) are for B3 with different ∆min.

Effect of injection conditions
Finally, we examine the effect of the fuel viscosity on atomization for different injection conditions. Compared to
B3/D3, the injection velocity for B1/D1 is higher and as a result Rel and Wel are larger, see Table 2. In contrast,
the jet radius Rinj for B2/D2 is smaller than B3/D3, resulting smaller Rel and Wel. The size distribution of droplet
number for these three injection conditions are shown in Fig. 7. The mesh resolution is the same for all cases
shown here, i.e., ∆min = Rinj/43. When Rel and Wel decrease in the order of B1/D1, B3/D3, and B2/D2, the
number of droplets generated decreases accordingly. The discrepancy of Np between the biodiesel and diesel jets
becomes more profound when Rel and Wel decrease. For dp > 10 µm, the difference of Np between D1 and B1
is barely seen. In contrast, the difference between D2 and B2 is much more profound. This seems to indicate that
for sufficiently large Rel and Wel, the liquid jet is atomized violently and the liquid viscosity has little effect on the
size distribution of formed droplets. For that case, the difference of the droplet statistics between the diesel and the
biodiesel is small. On the other hand, when Rel and Wel are small, the atomization of the liquid jet and the resulting
droplet statistics are more sensitive to the liquid viscosity. Then replacing the standard diesel with the biodiesel in
fuel injection can introduce a significant impact to the droplet size distribution.

Conclusions
Three dimensional direct numerical simulations are performed in the present work to investigate the effect of fuel
properties on the atomization characteristics. Atomizing liquid jets for both the standard diesel and the biodiesel
under different injection conditions are considered. Grid-dependent study is conducted, showing that the present
mesh resolution is sufficient to capture droplets larger than 6 µm. Generally, a lower number of droplets are formed
in a biodiesel jet compared to those in the diesel jet under the same injection condition due to the higher viscosity
of the biodiesel. The size distribution of droplet number is also presented. The decay of droplet number with droplet
diameter follows the exponential function exp(−dv/λ) for both the biodiesel and diesel fuels. The λ is a length scale
that characterizes the shape of distribution function and λ for the biodiesel is larger than that for the diesel under the
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Figure 7. Droplet size distribution for B1-3 and D1-3 at tUinj/Rinj = 47 for ∆min = Rinj/43.

same injection condition. Finally, the effect of injection condition is also studied, showing that the difference of the
droplet statistics between the biodiesel and the diesel decreases with the liquid jet Reynolds and Weber numbers.
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Abstract
Rotary atomizers are widely used for spray drying processes to produce powders in various industrial applications.
The atomization regime and therefore the droplet size distribution have a substantial impact on the process outcome.
Depending on the intended use of the dried powder particles, various droplet size distributions are desired, which
should be adjustable by the main operating parameters (e.g. mass flow rate and wheel speed). In this study the
spray of a rotary atomizer wheel, operated under normal ambient conditions, is characterized for different mass flow
rates, wheel speeds and viscosities with the help of a phase Doppler measurement system. Visual investigations
of the spray with a high resolution camera system help to get a better understanding of the atomization process, as
well as the thickness of the liquid jets exiting the atomizer.

Keywords
rotary atomizer, spray drying, phase Doppler analyser

Introduction
The intended use of the dried powder obtained with a rotary atomizer in a spray drying process [1] or for flue
gas cleaning [2] determines the desired size distribution of the powder particles, their morphology and porosity. It
is important to understand the influencing parameters on the droplet size distribution for a given geometry of an
atomizer to be able to change them to achieve a desired droplet size distribution.
In rotary atomizers the liquid is first supplied to the internal atomizer reservoir, flows from there into several
(ceramic-) inserts (mainly driven by the centrifugal force due to the atomizer rotation) and is then ejected into the
surrounding air. The jets of the processed liquid then breakup and atomize into drops with a certain size distribution.
Besides the spray drying industry [3, 4, 5] rotary atomizers [6, 7] and ligament based atomization is also used in
numerous other applications, e.g. painting, coating, and generation of agricultural sprays (spreading of pesticides)
[8]. The primary atomization process for laminar operating rotary atomizers has already been expressed in terms
of dimensionless numbers [9, 10], but such atomizers operate at much lower rotational speeds and mass flow rates
compared to the atomizers investigated in this study.

Experimental Method
The experiments in this study are conducted with two different experimental setups, as shown in Fig. 1. In both
setups a rotary atomizer wheel, a liquid supply system and a spray trap, to catch the atomized liquid, are used. The
atomizer is operated at 10,500 1/min to 29,000 1/min and the feed rate is varied between 50 kg/h to 450 kg/h. The
processed liquids are water (viscosity η = 1mPa s) and two different aqueous glycerol water solutions (viscosity
η = 20mPa s and η = 50mPa s). The first experimental setup (cf. Fig. 1(a)) comprises a high resolution imaging
system to observe the atomization process and to (optically) measure the thickness of the liquid jet exiting the
atomizer wheel. For further investigations of the atomization a phase Doppler (PD) system is used, as shown in
Fig. 1(b).
The high resolution imaging system consists of a pco-edge 5.5 camera (resolution: 2560 px × 2160 px, 30 Hz), a
Nikon AF Micro Nikkor lens with 105 mm focal length, a DualPower 200-15 laser system with 6 ns pulse length and
a ShadowStrobe optics to illuminate the diffusing plate by using a mirror. The laser is capable of generating laser
pulses at 15 Hz per cavity and therefore only every 6th to 16th revolution can be captured. Nevertheless, this low
frequency is not an obstacle for the collection of a large number of images to achieve statistical significance. The
camera is operated in global shutter mode and, due to the short illumination time (6 ns), no motion blur is observed,
although the speed of the wheel can reach up to 150 m/s. The field of view (FOV) is 17.5 mm × 14.8 mm, resulting
in a resolution of 6.85 µm/px.
The PD system (cf. Fig. 1(b)) is operated in the dual-mode configuration to measure droplet size and velocity distri-
butions of the resulting spray [11]. By adjusting the orientation of transmitting and receiving probe the tangential and
radial velocity of the spray exiting the atomizer wheel can be measured. The gravitational influence and the resulting
velocity component is neglected, as the spray is oriented horizontally. The PD system can be moved laterally in a
range of 30 mm to 190 mm distance to the wheel, to be able to capture different stages of the atomization process.
The main settings of the system, used to acquire the data presented in this study, are summarized in Table 1. As
the atomizer wheel has 4 inserts that pass by the measurement volume of the PD system, the measured spray is
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Figure 1. (a) Schematic of experimental setup including: liquid supply system, atomizer and high-resolution imaging system.
(b) Alternative configuration with the laser spray diagnostic system (PD) to measure droplet size and velocity. The PD system

can be moved laterally using a traversing system to perform measurements at different positions.

highly unsteady. An encoder signal from the atomizer (one signal per revolution) is used as a reference signal for
the PD measurements. The detected droplets are assigned to the reference signal in time, which makes it possible
to conduct angular resolved measurements (phase averaged with 0.5° resolution).

Table 1. Settings of the phase Doppler measurement system

Parameter Setting

Laser Power 60 mW
Wavelength 1 488 nm
Wavelength 2 514.5 nm
Transmitter focal length 600 mm
Receiver focal length 500 mm
Scattering angle 30°
Refractive index water 1.3330
Refractive index 20 mPa s 1.4255
Refractive index 50 mPa s 1.4401
Aperture mask Mask A
Maximum particle diameter 215.2 µm
Phase validation ratio 15 %
Slit width 100 µm

Mechanisms of observed Atomization
The atomization is observed with the high resolution imaging system (cf. Fig. 1(a)) and shown exemplary for one
operating point and different viscosities in Fig. 2. The angular velocity and feed rate are kept constant from Fig. 2(a)
to 2(c). The processed liquid exits the atomizer wheel through the ceramic insert in a jet type flow, where most of
the liquid is accumulating on the trailing edge. This effect is caused by the Coriolis force acting on the liquid. The
Coriolis force is acting perpendicular to the main (radial) jet velocity and, by considering the vector of rotation, the
liquid is forced towards the trailing edge of the insert (cf. Fig. 2). In addition to the main jet at the trailing edge, the
liquid exits the insert in an annular film flow, wetting the hole periphery of the insert. At a viscosity of η = 1mPa s the
thin annular film breaks up immediately after the exit (cf. Fig. 2(a)), whereas an increasing viscosity provokes small
fingers, protruding from the thin annular film (cf. Fig. 2(b)). These small fingers get longer with a further increase
in viscosity from η = 20mPa s to 50mPa s, as shown in Fig. 2(c). Increasing viscosity leads to a higher mass flow
through the thin annular film and a decreasing mass flow through the main jet, while the total mass flow remains
constant. Based on these initial photographic images of the atomization process, it is evident that the atomization
changes with different viscosities.

Airflow characterization
To better understand the mechanisms of atomization the velocity field around the wheel has to be characterized
in detail. As the wheel is rotating with a high angular velocity and the ambient air in the far field is quiescent, a
boundary layer develops. The tangential velocity of the wheel can be calculated by

ût = ωRa. (1)

The tangential velocity of the wheel varies from 55 m/s to 150 m/s, depending on the angular velocity of the wheel.
As the wheel has radial openings and is not encapsulated from the surroundings, air is accelerated through the
radial openings, based on the centrifugal force (even without water). Pipe friction causes a slight reduction of the
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(a) (b) (c)

Figure 2. Photographic images of the liquid exiting the atomizer in a jet shape. The speed of the wheel is 10,500 1/min and the
feed rate is 100 kg/h. (a) Viscosity η = 1mPa s, (b) Viscosity η = 20mPa s, (c) Viscosity η = 50mPa s
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Figure 3. Results of hot-wire measurements. (a) Radial air velocity. (b) Tangential air velocity. (c) Angular resolved air velocity
with scatter band for 10,500 1/min.

resulting air velocity. The radial air velocity can be estimated as:

ur =

√
2ω2Ral −

λu2
rl

d
. (2)

This boundary-layer flow and the radial air velocity have a significant impact on the atomization of the resulting
spray, which is why further knowledge of the airflow is required. Hot-wire measurements are conducted with a
single wire boundary-layer probe (55P14), to capture the evolution of the boundary layer of the pure air flow. The
experiments are conducted with a StreamLine Pro CTA System from Dantec Dynamics, 20 kHz sampling rate, a 15
point calibration between 2 m/s to 60 m/s and 84 measurement positions from 0.5 mm to 101 mm. The measured air
velocity is shown in Figure 3, already split into radial (Fig. 3(a)) and tangential (Fig. 3(b)) velocity components. The
decomposition of the raw hot-wire signal was done with the help of Figure 3(c), showing the mean trend of 50,000
acquired samples for one distance and angular velocity, split into orthogonal components, as the flow is periodic
due to the four inserts. Figure 3(c) shows the resultant air velocity: the tangential air velocity is represented by the
lower part and the peak shows the vector addition of the radial and tangential velocities. Figure 3(a) shows the
strong deceleration of the radial air velocity within 10 mm from the wheel outer surface. Different angular velocities
have a high impact on the exit velocity, but with increasing distance this impact rapidly reduces. The decay of the
tangential velocity is shown in Figure 3(b). Additional measurements are conducted 10 mm below the inserts in
order to show the influence of the airflow coming out of the inserts, represented by the dashed-dotted lines. In
contrast to the tangential velocity in front of the inserts, these results illustrate a different behaviour - the airflow
prevents the proper evolution of a boundary layer. In the spray drying process, the airflow around the wheel is
influenced by the atomized liquid, but nevertheless these measurements demonstrate the thinness of the boundary
layer around the wheel. Even 0.5 mm away from the wheel the tangential air velocity is far away from the tangential
velocity of the wheel itself (cf. Eq. (1)). Therefore a large relative velocity between droplets and the surrounding air
is established, leading to a strong deceleration of the atomized liquid.
Figure 4 shows the comparison between the experimentally (CTA) and analytically obtained air velocities (Eq. (1)
and (2)). Obviously the theoretical prediction of the tangential velocity is much higher compared to the experiments,
showing that already 0.5 mm away from the wheel the air is strongly decelerated. The deviation of the radial air
velocity is much smaller, but increasing with the wheel speed. While theoretical prediction and experiments of ur

match quite well at 10,500 1/min, they deviate from each other up to a factor of two at 29,000 1/min. This effect can
be explained by the insufficient temporal resolution of the experimentally obtained radial insert (air) velocity ur. For
example at 29,000 1/min only 10 measurement points can be acquired for 90°, due to the 20 kHz sampling rate (cf.
Fig. 3(c)). Furthermore this can lead to an underestimation of the actual air velocity.
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Figure 4. Comparison of analytical and experimental values for radial (ur) and tangential (ut) air velocities.

Spray characterization
To characterize the atomization process and the resulting spray, PD measurements are conducted. As the PD sys-
tem in dual-mode configuration can only measure almost spherical droplets and not a liquid jet, the measurements
are conducted beyond the primary breakup zone. From a point 30 mm radially from the wheel, data is acquired
every further 20 mm. Either 50,000 samples or at least 60 s of measurement time are recorded. Due to the inhomo-
geneous spray and the liquid jets in the vicinity of the wheel, the validation is poorer compared to the validation in
the homogeneous spray, as shown in Fig. 5. With increasing distance, the validation increases and reaches up to
90 %. Higher viscosities hinder the measurements in the vicinity of the wheel, as longer ligaments are produced (cf.
Fig. 2(c)). Furthermore, it is difficult to measure operating points with 50 kg/h mass flow rate, due to the distribution
of low volume of atomized liquid in the observation zone and the resulting low data rate combined with high noise
levels. The spherical validation (cf. Fig. 5(b)) is above 70 % in all cases.
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Figure 5. Validation of the conducted PD measurements, depending on the measurement position. (a) Different mass flow rates,
viscosities and positions are compared. (b) In all cases the spherical validation is above 70 %.

Figure 6 shows the angular resolved velocity components (tangential and radial) of the spray at certain distances
from the wheel. Beginning in the vicinity of the wheel, four distinct velocity peaks are visible, reflecting the four
inserts of the wheel. As expected, the velocity components decrease with an increase in distance to the wheel
(Fig. 6 left to right) due to aerodynamic drag. The tangential velocity component flattens out faster than the radial
component, as the initial tangential velocity is lower compared to the radial (also compare to CTA measurements in
Fig. 3). As the initial tangential velocity ût of the liquid at the exit of the wheel has to match the speed of the wheel,
we observe a drastic decrease in tangential velocity, as already seen before. This again shows, that the boundary
layer around the rotating wheel must be rather thin.
Figure 7 illustrates the corresponding angular resolved droplet sizes for different radial distances. The mean diame-
ter per angle bin is highlighted by the white markers. This plot indicates, that one mean diameter per measurement
point drastically underestimates the droplet size of the jets exiting the wheel. Obviously the droplets produced by
the four jets are much bigger compared to the annular thin film, and secondary droplets that are already broken
up. With increasing distance, the spray becomes more and more homogeneous and the mean diameter per angle
bin increases. Combined with the strong velocity size correlation, this is either a sign of coalescence or of ongoing
breakup of filaments that are not recognized by the PD system in the vicinity of the wheel.
To illustrate the influence of wheel speed and mass flow rate on the resulting spray, the Sauter mean diameter D32

is plotted in Figure 8 for different viscosities at 110 mm distance. The influence of the mass flow rate on the D32

is rather small, compared to the wheel speed. This behaviour is very interesting for the spray drying industry, as
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r = 30mm

(a)

r = 110mm r = 190mm

(b)

Figure 6. Angular resolved velocity of the resulting spray at different distances to the atomizer exit. The wheel is running with
(a) 10,500 1/min, 50 kg/h and η = 1mPa s; (b) 20,000 1/min, 200 kg/h and η = 1mPa s.

r = 30mm

(a)

r = 110mm r = 190mm

(b)

Figure 7. Angular resolved droplet size of the resulting spray at different distances to the atomizer exit. Mean values per angle
bin are highlighted by the white markers. The wheel is running with (a) 10,500 1/min, 50 kg/h and η = 1mPa s; (b) 20,000 1/min,

200 kg/h and η = 1mPa s.

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0).
EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA

382



ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain

RPM [1/min]
×104

1 1.5 2 2.5 3

D
32

 [µ
m

]

40

60

80

100

120

50 kg/h
100 kg/h
150 kg/h
200 kg/h
250 kg/h
300 kg/h
350 kg/h
400 kg/h
450 kg/h

1 mPa s
(a)

RPM [1/min]
×104

1 1.5 2 2.5 3

D
32

 [µ
m

]

40

60

80

100

120

50 kg/h
100 kg/h
200 kg/h
300 kg/h

20 mPa s
(b)

RPM [1/min]
×104

1 1.5 2 2.5 3

D
32

 [µ
m

]

40

60

80

100

120

50 kg/h
100 kg/h
200 kg/h
300 kg/h

50 mPa s
(c)

Figure 8. Resulting D32 of the spray at a distance of r = 110mm to the wheel, where the spray is homogeneous (cf. Figure 7).
(a) η = 1mPa s, (b) η = 20mPa s, (c) η = 50mPa s

a change in mass flow rate has a rather small impact on the resulting mean powder size. The main influencing
parameter is the speed of the wheel, which can be changed very easily. With increasing viscosity (Fig. 8(a) to 8(c))
the D32 is increasing. The negligibly small influence of the mass flow rate still persists.
To further characterize the spray, the width of the volume distribution can be described by the relative span ∆. The
relative span ∆ is a dimensionless value for the dispersion of drop sizes, where ∆ � 1 describes a mono-disperse
spray:

∆ =
D0.9 −D0.1

D0.5
, (3)

with the volume mean diameter D0.5. D0.9 and D0.1 describe the drop size, where 90 % of the drop volume, and
10 % respectively, are contained in droplets of smaller diameters. Figure 9 illustrates the evolution of the relative
span ∆ for different wheel speeds (divided into zones of constant speed by the vertical black lines). Within one
zone the mass flow rate increases from left to right and several distances are shown for clarity. With increasing
wheel speed the relative span ∆ decreases, demonstrating a more uniform droplet size distribution (width of the
droplet size distribution histogram). For higher speeds (zones to the right) the relative span ∆ increases with mass
flow rate for distances further away, showing a broader distribution. For low mass flow rates and high wheel speeds
(e.g. MP 37) the span ∆ is rather broad, showing a change in uniformity with increasing distance - the spray
is homogeneous further away. Figure 9 tries to capture several parameters and its influence on the width of the
droplet size distribution. It is rather difficult to characterize a spray with only two single numbers (D32 and ∆), but it
is evident that the main influencing parameters are the speed of the wheel and the distance from the wheel.
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Figure 9. Relative span ∆ (cf. Eq. (3)) for different speeds, mass flow rates and distances to the atomizer exit. The vertical lines
divide the diagram into zones of constant speed (10,500 1/min to 29,000 1/min from left to right). Within one zone the mass flow
rate is increasing from 50 kg/h to 450 kg/h (left to right) in steps of 50 kg/h. Furthermore different distances to the atomizer wheel

are shown to illustrate the ongoing atomization process.
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Conclusions
The ejection of processed liquid and the atomization process have been experimentally investigated in this study.
High resolution images of the atomization process clearly show the influence of the viscosity on the formation of
ligaments. Furthermore, the importance of the Coriolis force and the resulting jet shape flow of the ejected liquid
is observed. Together with PD measurements, the atomization process can be characterized. In the vicinity of
the wheel: the boundary layer around the wheel and the resulting strong velocity gradients have a strong impact
on the atomization, as high relative velocities act on the drops. The radial oriented inserts in the atomizer wheel
produce a radial velocity component, which cannot be neglected. This radial velocity component protrudes further
into the surrounding air, than the tangential component, as also shown by the PD measurements. The tangential
homogeneity of the spray (in terms of velocity) is reached much faster (closer to the wheel), compared to the
radial homogeneity. Although the mean velocities per angle bin already show a homogeneous behaviour at e.g.
110 mm (cf. Fig.6), the raw values indicate that the mean value doesn’t represent the behaviour of the entire spray.
Furthermore, measurements conducted without the encoder, leading to one single mean velocity or diameter per
measurement point, would lead to a complete missinterpretation of the results - the strong influence of the single
jets would be neglected. The variation of diameters near to the wheel is comparably high (e.g. 0 µm to 215 µm),
but flattens out - depending on the wheel speed and mass flow rate. Additionally, signs of coalescence could be
observed, as the mean diameter increases with increasing distance to the wheel, together with a strong deceleration
of the flow. The main influencing parameter was found to be the speed of the wheel and not the mass flow rate,
as the resulting D32 changes drastically with the speed. The influence of viscosity of the processed liquid is - in
agreement with the expectations after analysing the initial pictures of the atomization - relatively strong. An increase
in viscosity leads to an increase in the resulting mean droplet diameter. The weak influence of the mass flow rate
persists. The uniformity of the droplet size distribution was also analysed and it could be shown, that the relative
span ∆ only deviates for high wheel speeds. Low mass flow rates lead to a more uniform droplet size distribution,
which could not have be seen from the analysis of D32 alone.

Nomenclature
ût tangential velocity [m/s]
ur radial velocity [m/s]
ω angular velocity [1/s]
Ra radius of the atomizer wheel [mm]
l length of insert [mm]
d diameter of insert [mm]
λ Darcy friction factor [-]

References

[1] GEA Process Engineering A/S, 2016. GEA Niro Spray Drying Absorption - The easy way to clean
the flue gas from waste incinerators. http://www.gea.com/global/en/binaries/GEA%20Spray%20drying%

20absorption%20Waste%20Incinerator_tcm11-24419.pdf ([online]. [cit. 2016-01-29]).
[2] GEA Process Engineering A/S, 2016. http://www.gea.com ([online]. [cit. 2016-01-29]).
[3] Mujumdar, A. S., 2014. "Handbook of Industrial Drying". CRC Press, Boca Raton.
[4] Baker, C., 1997. "Industrial Drying of Foods". Springer Science & Business Media, Heidelberg.
[5] Masters, K., 1979. "Spray Drying Handbook". G. Godwin ; Halsted Press, London; New York, 3. ed.
[6] Ashgriz, N., 2011. "Handbook of Atomization and Sprays: Theory and Applications". Springer US, New York.
[7] Liu, H., 2000. "Science and Engineering of Droplets: Fundamentals and Applications". Noyes Publications

Andrew, Park Ridge, NJ Norwich, NY.
[8] Domnick, J., 2012. Sep. 2.-6. 2012, 12th Triennial International Conference on Liquid Atomization and Spray

Systems, Heidelberg, Germany.
[9] Walzel, P., Schaldach, G., and Wiggers, H., 2008. Sep. 8.-10. 2008, 22nd European Conference on Liquid

Atomization and Spray Systems, Como Lake, Italy.
[10] Mescher, A. and Walzel, P., 2010. Sep. 6.-8. 2010, 23rd Annual Conference on Liquid Atomization and Spray

Systems, Brno, Czech Republic.
[11] Tropea, C., Xu, T.-H., Onofri, F., Géhan, G., Haugen, P., and Stieglmeier, M., 1996. Particle & Particle Systems

Characterization, 13(2), pp. 165–170. URL http://dx.doi.org/10.1002/ppsc.19960130216.

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0).
EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA

384

http://www.gea.com/global/en/binaries/GEA%20Spray%20drying%20absorption%20Waste%20Incinerator_tcm11-24419.pdf
http://www.gea.com/global/en/binaries/GEA%20Spray%20drying%20absorption%20Waste%20Incinerator_tcm11-24419.pdf
http://www.gea.com
http://dx.doi.org/10.1002/ppsc.19960130216


ILASS–Europe 2017, 28th Conference on Liquid Atomization and Spray Systems, 6-8 September 2017, Valencia, Spain 

http://dx.doi.org/10.4995/ILASS2017.2017.4694

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0). 

EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA 

Subgrid liquid flux and interface modelling for LES of atomization 
Javier Anez1, Aqeel Ahmed1, Stefano Puggelli2, Julien Réveillon1, Jorge Brandle de Motta1, 

F.X. Demoulin*1 
1CNRS CORIA UMR 6614, University of Rouen, Technopôle du Madrillet, B.P. 12, 76801 

Saint-Etienne-du-Rouvray Cedex, France  
2Department of Industrial Engineering, University of Florence, Via di Santa Marta 3, 50139 

Florence, Italy 

*Corresponding author: demoulin@coria.fr

Abstract 

Traditional Discrete Particle Methods (DPM) such as the Euler-Lagrange approaches for modelling atomization, 

even if widely used in technical literature, are not suitable in the near injector region. Indeed, the first step of 

atomization process is to separate the continuous liquid phase in a set of individual liquid parcels, the so-called 

primary break-up. Describing two-phase flow by DPM is to define a carrier phase and a discrete phase, hence they 

cannot be used for primary breakup. On the other hand, full scale simulations (direct simulation of the dynamic 

DNS, and interface capturing method ICM) are powerful numerical tools to study atomization, however, 

computational costs limit their application to academic cases for understanding and complementing partial 

experimental data. In an industrial environment, models that are computationally cheap and still accurate enough 

are required to meet new challenges of fuel consumption and pollutant reduction. Application of DNS-ICM methods 

without fairly enough resolution to solve all length scales are currently used for industrial purpose. Nevertheless, 

effects of unresolved scales are generally cast aside. The  Euler-Lagrange Spray Atomization model family (namely, 

ELSA, also call, Σ − 𝑌 or Ω − 𝑌) developed by Vallet and Borghi pioneering work [1], and [2], at the contrary aims 

to model those unresolved terms. This approach is actually complementary to DNS-ICM method since the 

importance of the unresolved term depends directly on mesh resolution. For full interface resolution the unclosed 

terms are negligible, except in the far-field spray when the unresolved terms become dominant. Depending on the 

complexity of the flow and the available computational resources, a Large Eddy Simulation (LES) formalism could 

be employed as modelling approach. This work focus on the two main terms that drive these different modelling 

approaches namely the subgrid turbulent liquid flux and the resolved interface. Thanks to the open source library 

OpenFoam® this work is an attempt to review and to release an adapted modelling strategy depending on the 

available mesh resolution. For validation, these solvers are tested against realistic experimental data to see the 

overall effect of each model proposal. 

Keywords 

Euler-Lagrange Spray Atomization model (ELSA), VOF, Sub-grid scales, QME. 

Introduction 

From the initial work of Vallet and Borghi [1], different models based on Eulerian modelling for atomization have 

been studied. Later on, Blokkeel et al. [3] working with the same team completed the original approach by a  

Lagrangian description of the spray once the primary break-up is achieved. In addition, they proposed to call this 

approach ELSA for Eulerian-Lagrangian Spray Atomisation model to simplify its denomination, but other names are 

still in used such as  Σ − 𝑌,  Ω − 𝑌  or ESA, depending on which variable has been retained or whether the 

Lagrangian phase has been activated or not. Moreover, a new model has been attached to this approach such as 

Quasi-Multiphase Euler flow [4] approach and LES approach [5].  All in all, they belong to the ELSA family of models 

that try to consider and to model the two main terms that drive atomization process for non-fully resolved cases: the 

subgrid/unresolved turbulent liquid flux 𝑅𝑙𝑖 and the unresolved liquid gas interface that will be characterised in this 

work by Σ (area per unit of volume). For brevity the interested reader is referred to [18]. The purpose of this work is 

to release the model thanks to the open library OpenFoam® [6]. Thus a mathematical description is proposed, the 

solver released will allow to check the numerical methods that must be adapted depending on the modelling 

proposal. Following the important efforts that have been provided to get data for validation purpose in the ECN 

workshop framework [7]–[9], the test case designated Spray-A is considered.  

Modelling Approaches 

The key point of the proposed ELSA model is the analogy between atomization and turbulent mixing of a jet with 

large density difference with the ambient medium [1], [2]. This single-phase approach allows the choice of both 
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carrier and discrete phases to be avoided [5]. Therefore, the two-phase flow is studied as a single-phase turbulent 

flow composed of two species with highly variable density. Several features are considered: large-scales properties 

such as liquid penetration and small-scales characteristics (mean droplet diameter and their size distribution). In 

this section, starting from this complete approach, governing equations are presented: 

 
𝜕ρ

𝜕𝑡
+

𝜕𝜌𝑢𝑗

𝜕𝑥𝑗
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)) + 𝜌𝑔𝑖 + 𝐹𝜎      (2) 

 

Those equations have to be completed by equation of state and jump relation across the phases [13]. 𝐹𝜎, is the 

additional force due to the surface tension depending on the local curvature of the interface. To compute this force 

and to apply the jump of any variable, the most accurate ICM-DNS code applies direct numerical schemes based 

on interface reconstruction, along with the numerical mesh characteristics. For instance, the ARCHER code [14] is 

based on couplet VOF-Level set method for interface reconstruction together with a ghost-fluid approach to 

represent accurately the discontinuity of variables such as density, pressure and viscosity at the interface. This 

reconstruction process generally depends on the mesh geometry, hence body-fitted methods based on 

unstructured mesh are used to address complex geometry. For such complex meshes there is not yet available all-

purpose reconstruction methods and lower order approach are applied instead. As for instance, diffusive methods 

are designed to smear the interface over several mesh cells to recover a continuous behaviour of any variable. 

Therefore, to reconstruct the field and to localize the interface a phase indicator is used. Among the possible 

indicator the liquid volume fraction (𝛼𝑙)  has been used mostly due to its conservative form and can be written 

allowing to ensure the complete conservation of the total amount of liquid during the atomization process. The 

equation, for constant liquid and gas density reads: 

 
𝜕𝛼𝑙  

𝜕𝑡
+

𝜕𝑢𝑗𝛼𝑙   

𝜕𝑥𝑗
= 0            (3) 

 

Unresolved scales are considered by filtering equation 3 under LES or averaged under RANS framework or simply 

because the mesh is not fine enough to capture all the fluctuations (i.e., When values integrated over a cell are 

smeared while discretizing with finite volume method). The accuracy of different RANS turbulence models when 

applied to two-phase flow was previously studied [23]. All these operators when applied to the previous equation 

will produce additional terms. First let’s consider the LES filtered operation for liquid volume fraction, then equation 

3 becomes   
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Where the liquid flux, 𝑅𝑙𝑗 appears (first term on RHS) and is related to the unresolved part of the velocity that is 

known to produce additional diffusion. This part can be modeled by a turbulent diffusion process [22]. Another 

feature of this term appears on the last term, where the slip velocity (𝑢𝑗̅|
𝑙

− 𝑢𝑗̅|
𝑔

) is clearly related to 𝑅𝑙𝑗. This 

characteristic of multi-phase flow is well known, see for example the work of Simonin et al. [16]. He defined the drift 

and slip velocity between two phases. For atomization processes this effect might be of some importance, thus two 

modelling approaches should be developed, namely the basic ELSA approach (only drift is considered) and the 

Quasi Multiphase Eulerian method, QME [4]. Therefore, the turbulent diffusion liquid flux rewrites:  
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𝜕𝛼𝑙̅̅ ̅(1− 𝛼𝑙̅̅ ̅)(𝑢𝑗̅̅ ̅|
𝑙
−𝑢𝑗̅̅ ̅|

𝑔
)  

𝜕𝑥𝑗
=

𝜕𝛼𝑙̅̅ ̅(1− 𝛼𝑙̅̅ ̅)𝑉𝑟𝑙𝑔 𝑗  

𝜕𝑥𝑗
=

𝜕𝛼𝑙̅̅ ̅(1− 𝛼𝑙̅̅ ̅)(𝑢𝑠𝑙𝑖𝑝 𝑗−𝑣̅𝑑𝑟𝑖𝑓𝑡 𝑗)  

𝜕𝑥𝑗
     (5) 

 

Remarks on averaging  

Considering the simple case of constant gas and liquid density, 𝜌𝑔 and 𝜌𝑙, respectively, the filtered density, 𝜌̅ =

𝜌𝑙𝛼𝑙̅ + (1 − 𝛼𝑙̅)𝜌𝑔, is far for being constant and some correlations should be addressed. To reduce closure issues 

Favre averaging/filtering is employed, which defines for any variable 𝜑̃ =
𝜌𝜑

𝜌̅ 

̅̅ ̅ . This approximation is used widely for 

single-phase flow with variable density, hence it can be applied for two-phase flow following the modeling approach 

explained above. Indeed in their original work, Vallet and Borghi [1]  have used the Favre averaging. Additionally, 

the resulting Favre velocity fluctuation is usually related to the turbulent liquid mass flux [22]. However, two 
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difficulties arise from this approach. Firstly, any Favre-averaged variable is pondered by the density. Figure 1 shows 

the Favre-averaged velocity mixture with respect to the liquid volume fraction 𝛼𝑙̅, for constant liquid and gas velocity, 

𝑢𝑙, and 𝑢𝑔, respectively. The nonlinear relation of the Favre averaging, namely 𝑢̃, is enhanced as the density ratio 

grows, 𝑟. For instance, when 𝑟 = 100, and the mixture is composed by 90% of gas (𝛼𝑙̅ = 0.1), the Favre-averaged 

velocity mixture is still mainly related to the liquid velocity. On the other hand, Reynolds-averaged mixture velocity 

exhibits linear behavior between the limiting cases (pure liquid or pure gas). Secondly, the Reynolds-averaged 

velocity field is by definition divergence free, on the contrary for the Favre-averaged velocity field, as shown below: 

 

𝜌𝑙 = 𝑐𝑠𝑡, 𝜌𝑔 = 𝑐𝑠𝑡 →
𝜕𝑢𝑗   

𝜕𝑥𝑗
= 0 →

𝜕𝑢𝑗̅̅ ̅   

𝜕𝑥𝑗
= 0 →

𝜕𝑢𝑗̃   

𝜕𝑥𝑗
=  −

1

𝜌̅

𝐷𝜌̅

𝐷𝑡
        

 

These two Favre averaging drawbacks compel us to consider directly Reynolds averaging formulation together with 

liquid volume fraction (volume formulation) field, instead of liquid mass fraction (mass formulation). The motivation 

is also to get closer to VOF approaches. Our goals are twofold, firstly to compare how volume formulation matches 

with well-established results based on mass formulation [22], and secondly to develop an ELSA model compatible 

with ICM filtered by LES turbulence model.  

 

Figure 1: Plot of Favre-averaged velocity and Reynolds-averaged velocity for different density ratio 𝑟 =
𝜌𝑙

𝜌𝑔
 as a 

function of the liquid volume fraction(𝑢𝑙 = 2, 𝑢𝑔 = 1). 

 

LES formulation compatible with ICM. 

For full scale resolution, ICM method aims at keeping a sharp interface, thus a discontinuous profile of 𝛼𝑙 across 

the phases exits in particular during the convection process. This property is either directly included in the numerical 

scheme (VOF, Level-Set, ghost-fluid, among others) or obtained by additional correction designed to prevent 

numerical diffusion that could smear the 𝛼𝑙 profile. The interFoam solver of OpenFOAM® is based on this last 

technique, where Weller [6] proposed to use an additional flux of liquid directed toward the interface proportional to 

the local velocity magnitude (𝑢𝑟) and located only where a mixture of liquid and gas exist (i.e. 𝛼𝑙 ∈ [0,1]). This 

method is often referred as the VOF method, even if there is no real reconstruction of the interface. See equation 

6, last term on the left. This equation when is solved using Direct Numerical Simulations (DNS) all fluctuations 

scales are solved up to the grid level and no averaged filtering is required. On the other hand, following the modelling 

approach in this study, LES filtering or averaged under RANS framework is used, which in either case, the turbulent 

diffusion liquid flux is set to zero: 

 
𝜕𝛼𝑙̅̅ ̅  

𝜕𝑡
+

𝜕𝑢𝑗̅̅ ̅ 𝛼𝑙̅̅ ̅   

𝜕𝑥𝑗
+

𝜕𝑢𝑟𝛼𝑙̅̅ ̅(1−𝛼𝑙̅̅ ̅)   

𝜕𝑥𝑗
= 0         (6) 

 

Notice that several proposals exist in OpenFOAM® to improve this point in particular the isoAdvector approach [15]. 

There are many successful examples in the literature of these fully resolved approaches combining ICM method 

with DNS using mesh resolution high enough to compute all the flow scales. It is important to emphasize that the 

drift behavior of the unresolved liquid flux 𝑅𝑙𝑗 is not compatible to the ICM method since the latter assumes the 𝛼𝑙 

profile to be discontinuous. Considering the shortcomings of diffusive interface approaches in the dense spray 

region and in order to develop a model suitable also in the dilute spray region, a coupling technique between ELSA 

and the ICM method is proposed, where the turbulent diffusion liquid flux is no longer set to zero. Hence, starting 

from equations 4, 5 and 6, the liquid volume fraction equation has been modified considering, 𝐶𝛼 as a pondering 

coefficient between ELSA-base and an ICM approach. For a complete definition of 𝐶𝛼, the interested reader is 

addressed to [17]. Clearly, 𝑅𝑙𝑗  can be modeled using drift and slip velocity between the phases as explained above. 

The final assembled model for all scales is presented below: 
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𝜕𝛼𝑙̅̅ ̅  

𝜕𝑡
+

𝜕𝑢𝑗̅̅ ̅ 𝛼𝑙̅̅ ̅   

𝜕𝑥𝑗
+

𝜕𝐶𝛼𝑢𝑟𝛼𝑙̅̅ ̅(1−𝛼𝑙̅̅ ̅)   

𝜕𝑥𝑗
= (1 − 𝐶𝛼)

𝜕𝛼𝑙̅̅ ̅(1− 𝛼𝑙̅̅ ̅)(𝑢𝑠𝑙𝑖𝑝 𝑗−𝑣̅𝑑𝑟𝑖𝑓𝑡 𝑗)  

𝜕𝑥𝑗
      (7) 

 

The advantages of the proposed model is to determine a resolution of the interface with ICM in a limited region, 

whereas 𝑅𝑙𝑗  prevails when the fluctuations between phases become significant at subgrid-scale.  

 

Numerical model 

Regarding the geometry and the inflow condition several options may be considered, full 3D simulation with in 

injector flow and needle movement [10] up to a simple 2D axisymmetric configuration [11]. On both cases it has 

been possible to show that even with the less resolved configuration (RANS) the essential features of the injection 

can be captured with the ELSA family. An advantage of this test case is the possibility to simulate also the flow 

inside the injector. A simple geometry consisting of only spray domain is also studied in addition to full injector flow 

modelling, to visualize more clearly different aspects of spray models. An example of the mesh used for this 

simulation are presented on Figure 2. The 1D axial profile of injector (210675) is taken from ECN website [9] (red 

line on the figure). Using GMSH [12] the geometry was extended to include injector sac and needle. Then a 

structured mesh, consisting of 17168 hexahedral cell types was obtained with 10 cells at the exit of the injector 

along the radial direction. Finally an axisymmetric case was setup. Another simple spray chamber geometry is also 

tested (see Figure 1, bottom). For 3D simulation either the geometry is rotational extruded from the axisymmetric 

case, or the full 3D surface available from ECN website is used. In this latter case because of uncertainties on the 

real geometry of the injector, and despite several measurements, the shape profile of the 2D axisymmetric injector 

pipe is preserved up to 10 diameters of the orifice.  

 

  

Figure 2. Structured mesh with in injector pipe. 

 

In reality, the injector includes also an axial displacement of the needle, however, despite its potential effect on the 

flow behaviour it has been chosen not to be considered in this study. By using a transient mass flow rate allows to 

reproduce partly the effect of the needle motion. Nonetheless, the established injection jet can be obtained directly 

with a constant mass flow rate. The first comparison will be based on this simplified test case. Accordingly, operating 

conditions are reported in Table 1. 

 

Table 1. Conditions for non-evaporating ECN Spray-A [9] 

Fuel n-Dodecane 

Ambient composition 100% N2 

Injection pressure [MPa] 150 

Ambient temperature [K] 303 

Ambient density [kg/m3] 22.8 

Fuel injection temperature [K] 343 

 

Results and discussion 

 

A series of modifications is proposed, based on the physics to be modelled. Whether the interface is resolved or 

sub-grid scales dominate or relative velocity between the phases occurs, such as the one encountered in flow 

separation. Firstly elsaBase is presented, which solves the turbulent diffusion liquid flux term (𝑅𝑙𝑗) including only 

the drift component, and with an additional scalar transport equation for the liquid-gas surface interface (Σ). 

Secondly, elsaBaseQme, which solves the same equations as ElsaBase with the added slip component of the 

turbulent diffusion liquid flux (𝑢̅𝑠𝑙𝑖𝑝 − 𝑢̅𝑑𝑟𝑖𝑓𝑡). Thirdly, interRansElsa, which is an adapted version of the equation 7, 

mainly to be used for 2D axisymmetric geometries, and without the slip part of the diffusion term. Finally, 

Sac 

Needle 
Orifice 

Axial 

profile 
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interLESElsaBase, which solves equation 7 for 3D complex geometries. Different elsa models are summarized in 

Table 2. 

Table 2. Different ELSA models 

Solver Turbulent 
diffusion flux 

Slip 
velocity 

Interface 
compression term 

LES 
filtered 

interFoam   ✔  

elsaBase ✔    

elsaBaseQme ✔ ✔   

interRansElsa ✔  ✔  

elsaBaseLes ✔   ✔ 

 

 

Validation  
A comparison process has been made against experimental and numerical data available from the Engine 

Combustion Network (ECN) in order to validate the proposed ELSA model. The “Spray-A” non evaporating 

configuration has been selected, with exact aforementioned fluid properties. The experimental data used for 

validation include the Projected Mass Density of the fuel (PMD), which was obtained by x-ray radiography 

measurement techniques [19, 20], and the Transverse Integrated Mass (TIM), which was acquired from the integral 

of the projected density across a transverse position at a particular axial location [18]. For the numerical data in the 

present study a fixed needle motion was modeled using a rate of injection generator for Spray-A, 

http://www.cmt.upv.es/ECN09.aspx. Figure 3 shows the comparison in terms of the PMD and TIM between 

experimental and numerical data for the first 5 cases described in table 2. Figure 3 on the left displays both limiting 

cases such as interFoam (interface resolved) and elsaBase (interface diffused), overpredicting and underpredicting 

liquid penetration, respectively. On the other hand, both elsaBaseLes (with LES filtered) and elsaBase with the 

round jet correction are able to fairly match the experimental results. Moreover, small differences can be found 

when the nozzle is added. However, it is believed these differences come from higher mesh resolution used in the 

nozzle region. Looking closer to the PMD (Figure 3 on the right), based on the radial profile, all models accurately 

predict the liquid core at 0.1 mm from the liquid inlet. At this axial position the turbulent instabilities have not yet 

been developed while using only the chamber without the nozzle, therefore all models should colapse and match 

interFoam and the case with the nozzle, as shown. On the latter case, the behavior is expected based on the 

already establishment of the flow inside the nozzle. The differences observed between 0.05 and 0.06 mm in the 

radial PMD for all other cases are mainly due to poor mesh resolution which introduces additional numerical errors. 

On the other hand, at 2 mm from the inlet, even though RANS models generally tend to overpredict the fuel 

dispersion, interface instabilities downstream of the flow are comparable with experiments by showing less radial 

liquid dispersion and higher liquid penetration than previous aforementioned cases when the round-jet correction is 

used, and even equivalent results are matchable compared with LES case. It is true that LES does not require any 

turbulent modelling adjustment as the one made with RANS, nevertheless, both models deal the turbulence as 

incompressible, which is not completely accurate. Another parameter to measure radial dispersion is the TIM which 

is shown on the right of the figure. ElsaBase clearly represents the model with the highest flow dispersion. While 

elsaBase filtered by LES, shows the least diffusivity of all, especially downstream of the flow (near 3 mm) where 

the 3D turbulent instabilities begin to play a role. It is the turbulent modelling the driven mechanism which dominates 

the diffusion in this area. Besides the mesh resolution, a proper turbulent modelling is imperative to exactly match 

the experimental results, therefore a compressible approach is a reasonable choice. For instance, the turbulent 

kinetic energy should be accounted differently between the phases. Being the liquid heavier than the gas, the 

turbulent should be diffused more rapidly on the gas phase. Such modelling approach is outside the scope of this 

paper, since these models are based on the mixture properties. The purpose of the paper is to present different 

approaches based on ELSA developed so far, the majority of which are able, with minimal computational efforts by 

using RANS, to offer comparable experimental results within the near nozzle region.  

 

In figure 4 results are shown using 2D axisymmetric geometry with the nozzle for all ELSA versions. Liquid volume 

fraction and velocity fields are displayed. At the top row of images, interFoam displays a continuous liquid 

penetration all the way to the exit of the chamber, showing no diffusion as anticipated, which clearly does not 

correspond with experiments. Hence the need of an alternative, diffusive model to accurately model the liquid 

dispersion demonstrated with x-ray radiography. 
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Figure 3. Experimental and numerical Projected Mass Density fields at 0.1 ms after start of injection 

(elsaBaseInjector was at 0.5 ms) (left). PMD radial profiles at axial location 0.1mm, 2 mm and TIM (right). 

 

Then, elsaBase and elsaBaseQme model, second and third row of images, respectively, show as expected high 

diffusivity of the interface, but falls short reproducing the liquid core penetration, with just a little difference between 

both models on the radial liquid dispersion hardly detectable at the local map span, and especially at the velocity 

fields. ElsaBase (k-𝜖 modified) shows an increase of liquid penetration due to lower diffusivity tuned by the corrected 

parameter, however, the diffusion is still overpredicted by the lack of appropriate ICM. What is more, an attempt to 

ECN Experimental [9] 

interFoam  

elsaBase  

elsaBasePopeCorr 

elsaBaseInjector 

elsaQME 

elsaBaseLES  
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unify both interface resolution physics has been achieved by using, interRansElsa. However, results illustrate no 

significance difference between ElsaBase, elsaBaseQme, and interRansElsa, mainly due to inappropriate mesh 

resolution. It is believed, improvements of mesh quality would arise to better liquid penetration, and dispersion to 

match experimental results by properly capture the interface at the vicinity of nozzle exit, especially before 

instabilities on the liquid surface due to the turbulent interactions with the gas generates the breakup process. 

Finally, a refinement meshing process is being held along with 3D Spray-A model reconstruction, both are estimated 

to be shown and compared at the conference. 

 

               

               

              

             

              

                   

Figure 4. Liquid volume fraction and velocity fields for different ELSA family models, and interFoam, namely, 

ElsaBase, interRansElsa, elsaBaseQME, and eslaBase with additional modification. 

Using second order closure, a slip velocity between the high velocity liquid jet and the quiescent ambient is 

generated with elsaBaseQME. The relative velocity between the two phases is shown in Figure 5. It takes its 

maximum in the near injection region, where the liquid core is still not affected by the breakup process: locally, the 

liquid presents a liquid volume fraction between 0.6-0.8 and tends to accelerate the gas phase and, due to the air 

inertia, to generate a relative flux. Even if such values of slip velocity are small with respect to the liquid velocity, a 

reduction of turbulent diffusion in radial direction with respect to elsaBase can be clearly appreciated. It is interesting 

to point out that including these effects, the results obtained with elsaBaseQME and interRansElsa are really similar. 

Going further downstream, the slip velocity is progressively reduced by the drag effects, which, based on the local 

dynamic relaxation time, lead to similar values of gas and liquid velocity. Clearly, such evolution of the relative flux 

is directly related to the atomization process, which is shown in Figure 6 for the three ELSA solvers.  

 

 

 

Figure 5. Relative velocity field from elsaBaseQme. 

elsaBase 

interRansElsa 

interFoam 

elsaBase 

interRansElsa 

interFoam 

elsaBaseQme elsaBaseQme 

elsaBaseQme 

ElsaBase + k-𝜖 modified ElsaBase + k-𝜖 modified 
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It is worth pointing out that for interFoam has no information about the evolution of the interface, which is no more 

available as long as the interface is not sharply resolved. All the proposed versions of ELSA leads to a similar 

characterization of the atomization process. The liquid jet, due to its high Weber and Reynolds numbers, undergoes 

a quick atomization process, which is pointed out by the zone where the production of   is really high. Such violent 

atomization is related to the growth of instabilities on the liquid surface due to the turbulent interactions with the gas 

phase in the near injection region. A spray is therefore generated and immediately relaxed to the gas velocity.  

 

 

                

 

Figure 6. Liquid Gas interface density fields for different ELSA family models, namely, ElsaBase, interRansElsa, 

and elsaBaseQME. 

 

Conclusions 

 

The main aim of the present study was to propose a review of the capabilities of several modelling strategies for 

atomization processes belonging to the ELSA framework. Here, the two-phase flow is studied as a single-phase 

turbulent flow composed of two species with highly variable density. Starting from the basic approach (i.e. 

elsaBase), two different extensions based on including the slip velocity effects (i.e. elsaBaseQME) and in dealing 

with the dense spray region through a ICM (i.e. interRansElsa) are presented. All these approaches have been 

tested on an experimental test case representative of diesel injection (namely, Spray-A non-evaporating conditions) 

directly taken from the Engine Combustion Network (ECN). Results obtained on a 2D geometry have been here 

reported, even if the real 3D geometry directly taken from the ECN website is now under investigation. A preliminary 

comparison both with experimental data and with available numerical results is firstly shown in order to prove that 

an overall agreement has been achieved. Considering the modelling hypothesis here used, the LES-ELSA 

approach seems capable of properly reproducing the main features of the analysed test case. Then, a comparison 

of the performances of the different version of ELSA is reported in order to show the impact of the inclusion of a slip 

velocity between phases and of an ICM for the dense spray region. Finally, a low-cost atomization modelling 

approach has been developed suitable from in-flow nozzle injector to far-field spray. What is more, adaptable based 

on interface resolution, thus avoiding the need to define a carrier phase and a discrete phase. Another important 

result is the use of RANS modelling instead of LES, can give the same amount of numerical accuracy. 
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Abstract
Grouping of droplets was studied in monodisperse droplet streams. This very controllable system allows to study
basic effects. In experiments droplet streams with monodisperse droplets were generated, however, with initially two
different inter droplet spacing. A larger inter droplet spacing is followed by a little bit smaller one, which is followed
by a larger one and so on. Due to this initial boundary condition groups of two droplets form, which approach
each other and finally coagulate. It was found, that the velocity of the droplet approach is linearly dependent on
the spacing between the droplets. This process was simulated by direct numerical simulation using the in-house
code FS3D. The results of the simulations show the same linear behaviour. For larger computational domains the
numerical results approach the experimental results.
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Introduction
In spray systems a tendency to form groups can be observed [1, 2]. That has an influence on their evaporation, the
drag force applied on them, their motion, and on their final settling point. This tendency has ramifications in energy
and transportation systems as well as inhalation systems, paint and domestic sprays [3]. The better one understand
the phenomenon of droplet grouping, the better one can control it and manipulate it tailored for each application, for
instance to reduce fine particle emissions [4]. For better understanding the physics of droplet grouping processes,
a well defined system of droplets is studied numerically and experimentally. An advantage of such systems is, that
in the experiments the initial and boundary conditions are well known and can be controlled precisely. This allows
a direct comparison between numerical calculations and experimental results. For this reason in a first approach
monodisperse droplet streams are studied, which are produced by a droplet stream generator; the operation charac-
teristics are described in [5]. Due to drag forces the velocity of the droplets in such a stream decrease as described
below. Very small irregular disturbances in the initial inter droplet spacing a increase downstream until irregular
groups form and finally droplets collide. In order to study basic grouping effects in detail it would be desirable to
produce droplet streams with initially small, however, regular differences in inter droplet spacing. This is possible in
modulation of the excitation signal of the droplet stream generator. Orme and Muntz suggested and described an
amplitude-modulated excitation [6]. A theoretical description is given by Hilbing and Heister [7]. A detailed exper-
imental and theoretical study of amplitude- and frequency-modulated excitation of droplet stream generators has
been performed by Brenn und Lackermeier [8]. In this study here two frequency generators are used resulting in a
frequency-modulated excitation. The details are described in the next section.

Material and methods
In Fig. 1 a schematic view of the experimental setup is shown including a photograph of the droplet stream generator
used. In all experiments iso-propanol was used and the diameter of the orifice was rorifice ≈ 60µm. In Fig 2
on the left hand side a so-called normal monodisperse droplet stream is shown schematically together with the
indication of the parameters, which characterize the droplet stream. On the right hand side shadowgraphs of a
normal droplet stream are presented, which show the building process of the monodisperse droplet stream. Using
an appropriate excitation frequency fs monodisperse droplet streams are obtained. In a first step an optimum
frequency fopt = fs = 49, 800Hz for the present experimental setup was determined using the method of self-
stabilization presented on the DIPSI 2014 workshop in Bergamo [9]. In a second step the optimum of the initial
droplet spacing λopt ≈ 294µm was calculated according to the theory of Lord Rayleigh taking the properties of the
droplet liquid, in this case iso-propanol, into account [10].In a third step the droplet generator was operated at the
frequency fs, the driving pressure was chosen to obtain an initial droplet spacing a0 close to λopt. It is expected, that
for this configuration an optimum in the regularity of the monodisperse droplet stream is obtained. In ongoing work
tests concerning this topic are performed. Results for this normal droplet stream are presented below. Grouping
effects were studied for the cases, when groups consisting of two droplets were generated. This was possible using
two frequency generators. In the case n droplets were in one group the first frequency generator was running at
the frequency f1 = fs/n. With this frequency f1 the second frequency generator running in a pulse mode was
triggered. For each trigger pulse the second frequency generator sent n pulses at a frequency f2 > f1 to the
droplet generator. Good results were obtained for f2 = 51, 600Hz. The droplet generator produced then droplets
of a temporal distance of 1/f2 seconds within a group and a temporal distance between the groups of 1/f1 = n/fs

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0).
EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA

395

http://dx.doi.org/10.4995/ILASS2017.2017.4685
mailto: norbert.roth@itlr.uni-stuttgart.de


ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain

Droplet stream
generator

Laser

Flash light

Camera

D
ro

pl
et

st
re

am

Objective

Lens

Sensor

Figure 1. Schematic view of the experimental setup.
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Figure 2. Schematic view of droplet generation indicating the parameters of a normal monodisperse droplet stream on the left
hand side. Shadowgraphs of the normal droplet stream at two different distances li to the orifice plate on the right hand side.
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seconds. Results for pairs (n = 2) of droplets are presented below. Each pair is forming a group. The spacing
between the groups is denoted by g, the spacing between the droplets of the pair by a2, and the spacing between
the last droplet of the pair and the first droplet of the following pair by a1. Therefore one obtains g = a1 + a2. The
velocity of the droplet is obtained by v = gf1. The droplet generator can be moved vertically in order to observe
different positions l below the orifice plate. From shadowgraphs of the droplet stream taken by the camera the
droplet size and the spacing between the droplets are determined. The sensor and the laser beam are used to
monitor the passing by of each droplet and to help to adjust the droplet stream correctly. In all cases presented here
the droplet diameter was D ≈ 112µm. Evaporation processes can be neglected. The initial values for the droplet
distances are obtained from shadowgraphs taken at a position l, at which the droplets have formed completely. For
the initial velocity the value v0 ≈ 15.1m/s was obtained. In the experiments the velocity of the droplets is decreasing
along the droplet stream due to drag forces resulting in a decrease of the group distance g as the frequency f1 of
the group production remains constant.
If pairs of droplets are produced the droplets of a pair will collide further downstream. The colliding process was
simulated numerically using an in-house program code named Free Surface 3D (FS3D). This code solves the
incompressible Navier-Stokes equations. In order to take into account for the liquid phase the Volume-Of-Fluid
(VOF) method is used. The free surface of the liquid phase is reconstructed by the Piecewise-Linear-Interface-
Construction (PLIC) method. Further details can be found in [11]. For the simulation of the droplet stream periodic
boundary conditions in the direction of motion were used. Four droplets have been simulated forming two pairs
of droplets. Two slightly different spacing between the droplets were initialized in order to take into account of the
two pairs of droplets. Using the data from the experiments a length of the computational domain in the direction of
motion or x-direction of dx = 2g0 = 1, 211µm was used. Two different widths of the computational domain were
used, a smaller domain with dyA = dzA = 300µm (Case A: 512 × 128 × 128 grid cells) and a wider domain with
dyB = dzB = 600µm (Case B: 512× 256× 256 grid cells). The first tests were performed with continuous boundary
conditions at the side borders of the computational domain. This resulted in a drift of the droplet towards the side
boundaries with finally leaving of the computational domain. Probably this was caused by an accumulation of the drift
due to the periodic boundary conditions in the direction of motion. The droplets could be stabilized using walls with
no-slip condition at the side boundaries. This condition, which is in contrast to the experiment, however, changed the
behaviour of the droplets dramatically. An approach to the results of the experiments could be realized in widening
the computational domain (case B). In analysing velocity profiles it can be seen, that the wider computional domain
results in profiles, which are similar to simulations without walls. Results of the experiments and of the numerical
simulations are presented in the following section. The numerical simulations with the wider domain have four times
more grid cells resulting in a much longer CPU time.

Results and discussion
First a normal droplet stream with no initial formation of groups was studied. Using shadowgraphs the development
of the spacing a between neighbouring droplets along the droplet stream was determined. The result is shown
in Fig. 3. Due to drag forces the spacing a is decreasing along the droplet stream. Initial small irregularities in
the spacing a increase along the droplet stream. If two droplet initially have a smaller spacing and the spacing
to the neighbouring droplets is larger these droplet will approach each other and finally collide. This leads to
an increase of the irregularities. The measurements were performed from top to bottom with gaps between the
shadowgraphs taken. Afterwards the missing shadowgraphs were taken from bottom to top in order to check if
changes occurred during the measurement. Due to the sensitivity to the boundary condition a small difference
between both measurement series is observed. For the evaluation of the shadowgraphs the image processing tool
ImageJ was used [12].
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Figure 3. Space a between neighbouring droplets as function of distance l to the orifice plate of the droplet generator. The initial
distance a0 ≈ 300µm is chosen to be close to the optimum λopt indicated by the grey dashed line. With an excitation frequency

of fs = 49, 800Hz an initial droplet velocity v0 = a0fs ≈ 14.9m/s is obtained.
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Figure 4. Spacing g between the droplet groups consisting of two droplets as function of distance l to the orifice of the droplet
generator. The development of the droplet velocity v can be obtained by multiplying the spacing g by the frequency f1 the groups

are generated. The regression to the data is shown as solid line in the diagram.

g
a
1

a
2

b

l6 l10 l14 = 58.5mm l18 l22 = 92mm

Figure 5. Shadowgraphs of the droplet stream at different distances li to the orifice plate. The distance l increases from left to
right by 16.8mm from image to image. For a better understanding of Fig. 6 the spacing ai between neighbouring droplets before
the coagulation of the two droplets of a group are indicated. The spacing b indicates the inter droplet spacing after the collision

The spacing g indicates the spacing between neighbouring groups (group length).
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The following measurements were performed on droplet streams with pairs of droplet generated initially as described
above. The spacing g between the groups consisting of two droplets along the droplet stream is shown in Fig. 4.
Again the shadowgraphs were evaluated as far as possible automatically using scripts developed using the image
processing tool ImageJ. The behaviour of g is similar to the development of the spacing a in Fig. 3. The data
obtained can be approximated by a regression function according to v = 1/(p3 + p4l) where p3 and p4 denote
constants. Integration gives the time t a droplet needs to reach the distance l from the orifice plate. Shadowgraphs
of the droplet stream at different distances to the orifice are shown in Fig. 5. For clarification all important spacing
are indicated. These shadowgraphs give an overview of the approaching and collision process. In Fig. 6 the spacing
ai are plotted as a function of time t. The spacing seem to change exponentially. A regression with an exponential
function ai = p5,i exp(p6,it) + p7,i gives very good results with the constants pj,i taking into account the different
inter droplet spacing. However, the data of a1 and a2 are not symmetrical to a horizontal line at (a0,1 + a0,2)/2
indicated by a dashed grey line in the figure. This is due to the decrease of the group spacing g shown in Fig. 4. If
the spacing ai are related to the actual inter group spacing g the values of the relative spacing a1/g and a2/g are
symmetrical as can be seen from Fig. 7.

t in s

a
i
in
µ
m a1,exp

a2,exp

Figure 6. Spacing ai between neighbouring droplets as a function of time t. The distance l was converted to the corresponding
time t. The solid lines represent the exponential regressions to the data.
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Figure 7. Relative spacing ai/g as a function of time t. The solid lines represent the exponential regressions of the data.

Numerical simulations were performed of the grouping process as described above. Results for two different sizes
(cases A and B) of the computational domain are presented in Fig. 8. The results are obtained in evaluating the
results from FS3D with a MatLab code developed. Shown are the relative spacing ai/g as a function of time t for
both cases. In both cases the data can be approximated like the experimental data by an exponential function,
which is represented by the black solid lines. A comparison of the numerical with the experimental results are
shown in Fig. 9. Shown are the exponential regression of the data presented in Figs. 7 and 8. The numerical results
approach the experimental results for a wider computational domain. Differentiating the exponential function ai/g =
p8,i exp(p9,it) + p10,i one obtaines the velocities wi = ∂(ai/g)/∂t = p9,ip8,i exp(p9,it). These velocities indicate
how fast the inter droplet spacing are changing. The velocities wi as a function of time are shown in Fig. 10. Here
too, the numerical results with a wider computational domain are closer to the experimental results. Substituting the
time t by the relative distances ai/g straight lines are obtained, which can easily be shown. This means that the
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Figure 8. Relative spacing ai/g as a function of time t. Shown are results of numerical simulations for different sizes of the
computational domain (Cases A and B). The solid black lines represent the exponential regressions of the data.
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Figure 9. Relative spacing ai/g as a function of time t. Shown are results of numerical simulations for different sizes of the
computational domain (Cases A and B) in comparison with the experimental results (Index exp). All lines represent the

exponential regressions of the data.

velocity wi two droplets are approaching is a linear function of the relative spacing ai/g between these two droplets.
The results of this substitution is shown in Fig. 11. The comparison of numerical with experimental results shows
the same trend, that for a wider computational domain the results of the numerical simulations are closer to the
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Figure 10. Velocities wi as a function of time t. Shown are results of numerical simulations for different sizes of the
computational domain (Cases A and B) in comparison with the experimental results (Index exp). All lines represent derivations

of the exponential regressions to the data.
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experimental results.
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Figure 11. Velocities wi as a function of time relative spacing ai/g. Shown are results of numerical simulations for different sizes
of the computational domain (Cases A and B) in comparison with the experimental results (Index exp). All lines represent

derivations of the exponential regressions to the data.

Conclusions
Experiments and Direct Numerical Simulations were performed to study grouping effects in monodisperse droplet
streams. It was described, how droplet streams with groups of two droplets can be generated experimentally. The
setup for the simulation was presented. It was found, that the behaviour, how droplets within a group approach
each other, can be approximated by an exponential law. Assuming such an exponential behaviour the velocity the
droplet approach is a linear function of the actual distance between the droplets. This was found in the experiments
as well as in the numerical simulations. In comparison of the simulations with the experimental results a wider
computational domain show results, which are closer to the experimental results.
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Nomenclature
D droplet diameter [m]
a inter droplet spacing [m]
b inter droplet spacing after coagulation [m]
f1 frequency of the group generation [Hz]
f2 frequency of the droplet generation within a group [Hz]
fopt optimum wave frequency at Rayleigh disintegration [Hz]
fs excitation frequency [Hz]
g spacing between the droplet groups [m]
di dimensions of computational domain with i = x, y, z [m]
l, li distance to the orifice of the droplet stream generator [m]
n number of droplets in a group [-]
p3, p4 parameters for the approximation of the velocity (various dimensions)
pj,i parameters for the exponential approximations, j = 1and 2, i = 1 to 5 (various dimensions)
r radius [m]
v droplet velocity [m/s]
w velocity the relative inter droplet spacing change [1/s]
Greek symbols
λ optimum wave length at Rayleigh disintegration [m]
Indices
m mass [kg]
a acceleration [m s2]
F force [N]
m mass [kg]
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Abstract 
The dispersion of water inside a flow of oil is investigated in a microfluidic device, producing a water-in-oil 
emulsion. The liquid–liquid flow mainly differs from those presented in existing literature through its high capillary 
number (between 3 and 14), and in the head-on collision between water and oil streams. By comparing with 
experimental data, numerical simulations can provide more information about the topology of the flow. A coupled 
Volume of Fluid and Level Set method (CLSVOF) is used to treat the interface between both phases and 
incompressible Navier-Stokes equations are solved. Three set of parameters, close to those in the experimental 
setup, are investigated to compare experimental and numerical results. The comparison between experiments 
and simulation provides a precise knowledge of the liquid-liquid dispersion process and the overall flow pattern 
within the microfluidic device. 

Keywords 
Microchannel, water-in-oil dispersion, liquid-liquid flow 

Introduction 
Liquid-liquid dispersion within microfluidic devices has become an important issue over the last decade [1]. An 
emulsion is defined as the temporarily stable dispersion of a liquid into another one that is not miscible [2]. When 
the scale of the liquid-liquid flow is smaller than its capillary length [3], interfacial tension dominates over shear 
stress and gravity [4], making the dispersion highly reproducible in slow conditions [5]. These slow conditions 
ensure a highly monodisperse emulsion [6], that is usually appropriate for targeted applications like microreaction 
synthesis [7]. However, other application like high flow-rate biofuel production [8] benefit from the considerably 
increased surface-to-volume ratio [9,10] of microfluidic liquid-liquid dispersion. 
In order to better understand the physics of microfluidic in high flow-rate liquid-liquid dispersion, experimental 
results of the obtained mean diameter and liquid-liquid flow photographies [8] are compared to numerical results. 
At the present stage, a quantitative validation of the model is not obtained, but we present a qualitative 
comparison of the liquid-liquid flow pattern. In a first part, experimental material and methods are presented, then 
numerical methods used to investigate such flows are briefly detailed. Finally, first comparisons are discussed. 

Material and methods 
The experimental facility is designed to produce high flow-rate water-in-oil flow within a microfluidic device. The 
capillary number Ca (Eq. 1) represents the ratio between shear stress (μV/L) and interfacial tension σwo/L. μ and 
V are the viscosity and the superficial velocity of the continuous phase, e.g. filtered sunflower oil in thiscase. It 
reaches values between 2 and 14, which is three orders of magnitude higher than most of the situations 
investigated in scientific literature [11]. 

Ca = μV/σwo (1) 

The microfluidic device shown Fig. 1 enables a finely dispersed emulsion due to three main reasons. First, 
streams of oil and water are faced in a head-on collision. This maximizes the energy available to fractionate the 
water stream, since kinetic energies are added in the collision. Secondly, the viscosity µ is very high (up to 52.2 
mPa.s) to maximize shear stress from the continuous phase. Thirdly, the water inlet is smaller than the oil inlet to 
produce a swirling flow downstream the impinging zone. Such a swirling flow enhances curvature of streamlines, 
and in turn shear-induced break-up. The oil inlet and the emulsion outlets are squared cross-sections, with 600 
µm per side. The water inlet is also squared, with 300 µm per side. All connections between pumps and mini-
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channel are made using Fluoropolymer (FEP) tubing with an internal diameter of 1.55 mm. The outlets are at the 
atmospheric pressure. 
 
The microchannel is made of two PMMA slabs screwed together to avoid leakage at high injection pressure up to 
7 bar. The hydrophobic PMMA material [12] is widely used in the field of two-phase microfluidics, to avoid 
destruction of the flow structure due to wettability effects on the walls [1]. The average surface roughness on the 
etched surface at the bottom of the channel is 460nm, measured by means of an ALICONA optical profilometer. 
This roughness is very small, when compared with the size of the channels (between 200 and 600µm), and 
cannot significantly disturb the flow. The interfacial tension was measured using a KRÜSS tensiometer K-12, 
since σwo is a crucial property to investigate the physics of shear induced breakup [11]. The temperature of oil and 
water is maintained at 25°C in a LAUDA thermostated bath, and measured by a thermocouple in the beakers and 
in the microfluidic device.The size of dispersed water droplets is measured in a sample of emulsion coming out 
from the microfluidic device using a ZEISS optical microscope. The sufficient size of the sample is determined to 
calculate the mean diameter of water droplets. 
Two piston pumps (ARMENAPF-100-25-1) are used for supplying water and filtered sunflower oil at a high 
pressure (up to 5 bars). Flow rate measurements are performed using weighing scales (Sartorius-MSE 2203, 1Hz 
sampling) connected to a computer. The weighing scales have a measurement accuracy of 10-3 g, which results 
in an uncertainty of 5% of the flow rate.The flow pattern is observed with a fast CCD camera LAVision HighSpeed 
Star 6 equipped with the macro objective, necessary to resolve the millimeter scale. The focus was made in the 
channel depth. The light source consists of a 50 W halogen spot located in the line of sight, beyond the 
transparent microfluidic device. 
All the details about conception of the microchannel and the experimental set-up, including measurement 
uncertainties can be found in [8]. 
 
 

 
 

Figure 1.Microfluidic device : water and oil streams are faced in a head-on collision within the impinging zone. 

 
 

The used fluids are tap water and oil with additives to decrease viscosity µ and interfacial tension σwo: Butanol, 
and surfactant SPAN 83. Tab. 1 shows the three cases chosen for the present study : A, B and C with physical 
properties at 25°C, as it was maintained in the experimental set-up. The capillary length Lc is also mentioned : it is 
always larger than the channel side so that interfacial tension dominates [4]. The obtained mean diameter Dd 
shown in Tab. 1 is similar (between 20 and 21 µm) for cases (A) and (B), it is more than 50% larger (32.48 µm) in 
case (C). The effect of a lower viscosity of the continuous phase is a decreased shear stress exerted on the water 
phase, resulting in a larger mean diameter of water droplets. 
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Table 1.Characteristics of the three cases chosen for study. 

Cases A B C 

Continuous phase 
at 25°C Pure oil Oil + 0.3% wt. 

SPAN 83 Oil + 5% wt. Butanol 

Qo [mL.min-1] 72.55 62.84 76.23 

Qw [mL.min-1] 6.94 9.06 13.85 

µ [mPa.s] 52.2 52.2 40.4 

σwo[mN.m-1] 27.6 11.7 12.8 

Dd [µm] 20.78 20.46 32.48 

Lc [mm] 4.6 2.99 3.13 

 

 
 
Numerical methods 
To simulate such flow, we use an in-house code generally applied for the study of liquid jet atomization [13]. The 
following incompressible Navier-Stokes equations are solved thanks to a projection method and coupled with 
interface transport equation performed by a CLSVOF method [14,13]: 

𝜕𝜌𝑼
𝜕𝑡 + 𝛁. (𝜌𝑼𝑼) = −𝛁𝑝 + 𝛁. (2𝜇𝑫) + 𝜎𝜅𝒏𝛿Γ 

Surface tension force is treated as a jump condition for the pressure through a Ghost Fluid method [15]. The 
convective term is computed in a mass/momentum conserving framework [16,17], where one part comes from 
mass fluxes deduced by the VOF advection and the second part comes from a WENO5 interpolation. The 
diffusive term is computed thanks to the method developed by Sussman [18] and physical properties are 
expressed by the VOF or Level Set functions. 

The main idea of the CLSVOF method is to benefit of both geometrical computations (normal and curvature of 
interface) from Level Set, and mass conservation from the VOF. The transport of the VOF is ensured by the 
method developed by Weymouth [19]. 

Due to the symmetry of the flow, only half of microchannel is computed and symmetric boundary condition is 
imposed to mimic the other part. Then, inlet boundary conditions for the water and oil are prescribed using a 
velocity profile of square channel and flow rates of experimental setup are imposed. Finally, no specific treatment 
is dedicated for the dynamic of triple line on wall boundary condition. Numerical domain is presented on the figure 
2. This equivalent size is (1800x1800x600)µm3, that means water and oil inlet channel have a length of 600 µm, 
and the equivalent mesh size is (192x192x64). 
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Figure 2.Computational domain. 

 

 

 
Results and discussion 
Fig. 3 shows the images from the CCD camera, within the impinging zone. In cases (A) and (B), where viscosity 
of the continuous phase is high (µ = 52.2 mPa.s), the water stream is limited in space. Whereas in case (C), 
which has lower viscosity (µ = 40.4 mPa.s), the water phase invades nearly all the available space of the channel. 
In all cases, a symmetry of the liquid-liquid flow can be noticed downstream the impinging zone. A swirling flow 
can be seen, enhanced by the higher position of the water inlet. 
On the Fig. 4 are reported numerical results of cases A, B and C in the same view of experimental images. We 
can observe that computations present some attached structures on the microchannel walls. Some of them are 
not observed in the experiment as shown in the case B (Fig. 4). Nevertheless the attached structure with the arc 
shape seems to be similar to what is observed experimentally (case A and B), with different stretching (especially 
for the case B). 
In general experimental images show smooth shapes compared to numerical pictures, except for the case C 
where numerical computation reproduces perturbed two phase flows.  
In the three cases, the water/oil interface reaches the oil microchannel, and goes inside for the case C, on the 
contrary to experimental behaviour. All differences observed in the three cases reveal that the numerical 
computation is too coarse and probably needs a model to capture the dynamic of the triple line. 
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Figure 3.Image of the CCD camera in the impinging zone : Case A (top), B (middle) and C (bottom) - channel width : 600 µm. 

 
 

 

Figure 4.Experimental view of numerical results. (Top to bottom : cases A, B and C) 

 
 
 

A 

B 

C 
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Figure 5 reproduces some slices of case A to show the structure of the flow in the impact zone and its 
consequences in the rest of the microchannel. We can see that the vortex formed by the impact of water/oil flow, 
subsist on the microchannel and then rolls up the interface. This behaviour, present in all cases, is responsible for 
the formation of very thin structures which are not well captured by these coarse computations. These structures 
will probably influence the drop size distribution observed in the experiment at the end of the microchannel.   
 

 

 

Figure 5.Structure of the flow on the impact zone and at different heights of the micro-channel 
coloured by velocity, from blue (slowest), to red (fastest).  

 
 
Conclusions 
The comparison between experimental water-in-oil dispersion within a microchannel and numerical simulation are 
carried out qualitatively at this stage. Despite the observed differences, these results show the capabilities of 
numerical computation to capture and reproduce the main structure of the flow. They should easily be improved 
with a finest mesh. The triple line and contact angle dynamics is probably another parameter which can influence 
the numerical results. 
Finally, to investigate the droplet size distribution, a longer computation domain has to be simulated. 
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Nomenclature 
Dd mean water diameter [µm] 
Lc capillary length [mm] 
Qw water flow rate [mL.min-1] 
Qo oil flow rate [mL.min-1] 
µ oil viscosity [mPa.s] 
σwo interfacial tension [N.m-1] 
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Abstract
Droplet impact on porous media has a broad range of applications such as material processing, drug delivery
and ink injection etc. The simulation studies of such processes are rather limited. To represent the spreading and
absorption process of the droplet on porous materials, robust numerical schemes capable of accurately representing
wettability as well as capillary effects need to be established. The current work, presents one of the first studies
of droplet impact on a real porous media geometry model extracted from a micro-CT scan. The process involves
processing of CT image and subsequent threshold based on the structures segmentation. The porous geometry is
extracted in the form of a STL (STereoLithography) model, which, with the aid of dedicated software like ANSA and
SnappyHexMesh, is converted to an unstructured mesh for successful discretization of the flow domain. The solution
algorithm is developed within the open source CFD toolbox OpenFOAM. The numerical framework to track the
droplet interface during the impact and the absorption phases is based on previous work [1, 2]. The volume-of-fluid
(VOF) method is used to capture the location of the interface, combined with additional sharpening and smoothing
algorithms to minimise spurious velocities developed at the capillary dominated part of the phenomenon (droplet
recession and penetration). A systematic variation of the main factors that affect this process are considered, i.e.
wettability, porous size, impact velocity. To investigate the influence of porous structures on droplet spreading, the
average porosity of the media is varied between 18.5% and 23.3% . From these numerical experiments, we can
conclude that the droplet imbibition mainly depends on the porous wettability and secondly that the recoiling phase
can be observed in the hydrophobic case but not in the hydrophilic case.
Keywords; Droplet Spreading, Droplet Absorption, Porous media, 3D micro-Topography, VOF

Introduction
Micro-scale fluid phenomena are involved in various applications and research areas [3]. Understanding the be-
haviour of droplet spreading on porous media is important for a variety of industrial applications, such as ink jet
printing, raindrops on textile, spray paint on wood, 3D-printing, penetration of rain drops into building walls, nee-
dle less injection, coating of porous materials, irrigation, cooling of electronic devices etc. Droplet spreading on
solid flat surfaces has been the subject of numerous experimental and numerical studies over the last few decades
[5, 6]. However, droplet impact on porous media is still far from being understood. Studies of such micro-scale
fluid phenomena need careful and combined consideration of droplet dynamics and porous media characteristics.
Generally, this phenomenon is controlled by two main counter-acting processes: droplet spreading on porous sur-
faces and imbibition inside the porous media [8]. As the droplet spreads on the surface it also fills the voids of the
porous material due to capillary action. The spreading behaviour of the impinging droplet on the surface is known
to depend on the liquid properties, i.e. density, viscosity and surface tension, impact conditions such as drop size
and impact velocity, and surface wettability [9]. Absorption, on the other hand, is governed by both, the liquid and
the porous medium properties, like porosity, pore size and pore wettability [10]. Droplet spreading on implicit or of
non-realistic shapes porous media using numerical methods has been investigated in a limited number of studies
[11, 14]. Moreover, limited CFD have been published in the literature regarding the effect of porous media hetero-
geneity on imbibition using explicit porous geometry. Davis and Hocking [15] models were developed to study the
time evolution of drop spreading, the position of contact line and liquid motion inside the porous media. In [16]
three-dimensional simulations were carried out to study the effect of impact velocity and surface roughness on the
spreading of droplets on to a substrate consisting of randomly placed and orientated freely penetrating disks using
the lattice-Boltzmann method. The same methodology was used in [17] to simulate the pore-level droplet spreading
on a porous surface and investigated the power-law time-evolution of the wetted zone radius.
The present study attempts to numerically analyse the characteristics of a droplet interacting with a real porous
surface, using a 3D porous media that is presented in [18]. A direct comparison of simulation versus experimental
results found in [19] is presented, alongside an investigation of time evolution of impinging droplet shape as well as
velocity. Finally, the effect of permeability is examined through the parametric study.

Micro-CT porous geometry
This section discusses procedure followed to extract a computational mesh from micro-CT scan data. As a non-
destructive technique, X-ray micro-CT provides the required insight into opaque objects eliminating the need of
sectioning/partitioning. A micro-CT scanner uses X-rays that penetrate a 3D object and create density-based at-
tenuated two-dimensional projections, which are collected at small angular steps, preferably, around 360 degrees.
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These projections are later synthesised, using a variety of techniques, and the complete volume of the object is re-
constructed, in terms of two-dimensional image slices. The computed stack of 2D slices usually share a resolution
of a few microns and their pixel values are inextricably bound to material density-based attenuation.

Table 1. Properties of porous stones and mesh quality.

Berea B1 Carbonate C1 Savonnières(Exp) Meule(Exp)

Size (mm) 7.43 4.53 203 203

Average Porosity 18.5% 23.3% 26.9% 16.6%
Average Pore Size (microns) 11.9 20.7 10.3 9.1

Max aspect ratio 11.9796 7.54027
Number of cells 5689735 3777008

Max non-orthogonality (degrees) 78.2862 76.1127

Segmentation of the volume stack of X-ray micro-CT slices was performed using Retomo, a new software package
from BETA CAE Systems, which is used to define the rock/air interface contours for the entire volume. The same
software was used to then export the interface iso-surface as a STereoLithography (STL) type mesh with connectiv-
ity information between the generated triangles. The latter ensures a minimum (if not zero) number of free-hanging
elements that could complicate the definition of computational domain. The generated surface mesh was of high
quality; however, further mesh operations were conducted in the ANSA pre-processor in order to ensure that the
pore and throat representations of the rock were kept intact. The produced surface was then used to define the
boundary of the flow domain, which is discretized using an unstructured type mesh. During volume mesh operation,
a coarse background Cartesian mesh is generated first, which is then refined around the surface boundary; this
approach reduces the overall number of elements. Computational domain dimensions and meshing quality param-
eters are defined in Table 1. Two different specimens were used. The average pore sizes of Berea and Carbonate
sandstone is 11.9 and 20.7 microns, respectively. In the present study, the numerical average porosity of media
is fixed (B1 = 18.5% and C1 = 23.3%) and surface porosity varies with pore size. The computational domain was
divided into two main refinement zones at the area of impact as shown in Fig. 1 (right side)

Figure 1. Numerical model for Berea (B1) and Carbonate (C1) porous media. (a,d) represent the original Mico CT for the two
different porous media. (b and c) represent the computational mesh for the Bera sandstone. (e and f) represent the Carbonate.

On the right-hand side, a section inside the porous media is taken to show the mesh refinement zones

Numerical set-up
The computational model is implemented within the open source CFD toolkit OpenFOAM and is described in this
section. An incompressible two-phase flow with constant phase densities ρ1 and ρ2 and viscosities µ1 and µ2 is
considered. A single set of governing equations are solved in the entire computational domain (shared by both
phases) in conjunction with a transport equation for the volume fraction of one of the phases −α−. In the proposed
numerical method, the Continuum Surface Force (CSF) description of Brackbill et al. [20] is used to represent the
surface tension forces in the following form:

fs = σκδs (1)
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where the term κ = −∇· (ηs) represents the interface curvature, δs is a delta function concentrated on the interface
and ηs is the normal vector to the interface that is calculated by the following equation:

ηs =
∇αsmooth
|∇αsmooth|

(2)

where αsmooth is the artificial smoothed indicator-function, δs is the sharpened indicator-function. In the VOF
method, the indicator function α represents the volume fraction of one of the fluid phases in each computational cell.
The indicator function evolves spatially and temporally according to an advection transport equation of the following
general form:

∂α

∂t
+∇ · (αu) = 0 (3)

Ideally, the interface between both phases should be massless since it represents a sharp discontinuity. However,
within VOF formulation the value of α, at the interface, varies between 0 and 1 due to numerical diffusion. The
framework described above, reflects the generalised framework of VOF methods and can be used in a large range
of two-phase flow problems with various adjustments. In the following sub-sections, an enhanced version of this
basic VOF framework that addresses the previously mentioned challenges, is presented in detail.

Adaptive Compression Scheme (Implicit)
To deal with the problem of numerical diffusion of α, an extra compression term is used in OpenFOAM to control
the thickness of the interface as shown below;

∂α

∂t
+∇ · (uα)−∇ ·

{
urα

(
(1− α)

)}
︸ ︷︷ ︸

compression term

= 0 (4)

where (ur) is the compression velocity given by Eq. 5. It represents the vector of relative velocity and is formulated
based on the maximum velocity magnitude at the interface region and its direction, which is determined from the
gradient of the phase fraction as follows:

ur = min

(
Cc
|φf |
|Sf | ,max

[
|φf |
|Sf |

])
(ηf · Sf ) (5)

The term φf is the mass flux and Sf is the cell surface area. The compressive term is taken into consideration
only at the interface region and it is calculated in the normal direction to the interface to avoid any dispersion. The
maximum operation in Eq. 5 is performed over the entire domain, while the minimum operation is done locally on
each face. The constant (Cc) is a user-specified value, which serves as a parameter to obtain different cell results
in different levels of compression. In most of the simulations presented here (Cc) is taken as unity, after initial
trial simulations. Higher values than unity in this case may lead to unphysical results. To make the compression
methodology more general and overcome the need for a priori tuning, an adaptive algorithm has been implemented
to the solver based on the following relationship:

Cadp = pos

(
− Un · ∇α
|Un||∇α|

, Cα

)
(6)

where Cadp is the adaptive compression coefficient that acts in the volume fraction field, The constant (Cα) is a
user-specified value. In our simulation (Cα) is set to be zero. The term Un represents each phase normal to the
interface velocity. It is expressed as;

Un =
(
U · ns

)
∗
(
ns
)
∗ pos(α− 0.01) ∗ pos(0.99− α) (7)

The concept of using Un is shown in Fig. 2. When the profile of the colour function becomes diffusive Cadp value
is increased in order to sharpen the interface relevant to the local diffusion field. When the profile is already sharp
and additional compression is not necessary, Cadp will go to zero.

Numerical Treatment of the Indicator Function
After solving Eq. 4 with the additional compression term, the indicator function is updated at the cell centres.
Afterwards the indicator function is obtained at the cell boundaries using a linear extrapolation from the cell centres
in order to proceed with the calculation of η and k. At this stage the value of the indicator function sharply changes
over a thin region (as a result of the compression step). This abrupt change of the indicator function creates errors
in calculating the normal vectors and the curvature of the interface, which will be used to evaluate the interfacial
forces. These errors induce non-physical parasitic currents in the interfacial region. A commonly followed approach
to the literature to suppress these artifacts is to compute the interface curvature from a smoothed function αsmooth,
which is calculated by the smoother proposed by Georgoulas et al. [22]. It should be noticed that the number of
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Figure 2. Schematic to represent the adaptive compression CAdp selection criteria

Table 2. Properties of water droplet and impact conditions for drop test.

ρ(Kg/m3) µ(Kg/ms) σ(N/m)

Water Properties at 25 °C 998 0.001 0.07

R0(mm) Vi(m/s) We Re

Impact conditions 1 0.5− 1 10− 20 498− 1000

times that the proposed filter is applied should be handled with care in the calculations since there is a fine balance
between smoothing the interface" and altering the curvature, especially in high curvature interfacial regions. For
the presented simulations based on sensitivity analysis we repeat the smoothing loop 4 times. Following, capillary
forces are calculated at the face centres based on Eq. 1. For the calculation of curvature k we used the smoothing
operation as described above. However special care needs to be taken for the calculation interface delta function
δs. In order to maintain its sharpness we also introduce a sharp function (αsharp) modelling the capillary pressure
in the case of flows through porous media. Then δs is calculated based on the αsharp rather than the αsmooth. In
the final step non-physical velocities that are parallel to the fluid interface are filtered, so that the term fc −∇pc that
appears in the Eq 8 finally converges to zero.

Capillary Pressure Jump Modelling and Filtering Numerical Errors
At the pore scale, the momentum balance equation for incompressible fluids is used to relate the pressure gradi-
ent, inertial, capillary, gravity and viscous forces. Knowing the pressure gradient, capillary and gravity forces, the
momentum balance equation can be used to update the velocity field at any time-step;

D

Dt
(ρu)−∇ · T = −∇pd + ρg + fs −∇pc (8)

where, ρg is the gravity force and fs is the capillary force. pd is the dynamic pressure and it reads: pd = p − pc.
where p is the total (physical) pressure and pc is a potential field called the microscopic capillary pressure. Pc is
obtained from the solution of the Poisson’s equation:

∇ · ∇Pc = ∇ · fs (9)

This approach includes explicitly the effect of capillary forces in the Navier-Stokes equations, and therefore allows
for the filtering of the numerical errors related to the inaccurate calculation of fc. The non-physical velocities that
are parallel to the fluid interface are filtered, so that the term fc −∇pc that appears in the Eq 8 finally converges to
zero as discussed in [2].

Wettability Modelling
For the present calculations we implemented the Kistler model [24] in the standard and developed solver in order to
be able to accurately simulate the contact line movement . The Kistler model calculates the dynamic contact angle,
using the Hoffman function, fHof , as Θdyn = fHof [Ca+ f−1

Hof (Θe)] where Θe is the equilibrium contact angle and
Ca the capillary number calculated based on an imposed spreading velocity.

Case set-up
Three-dimensional simulations were performed. The computational domain, the grid as well as the applied boundary
conditions are shown in Fig. 3. The initial conditions for the simulated geometry are illustrated in Fig. 3, while the
material properties and the initial conditions for the impacting liquid (water) are summarised in Table 2. Different
values for the wetting conditions are illustrated in Table 3, where ten numerical simulations were performed to show
the influence of wetting on spreading behaviour at different porous media. In each case, initial droplet radius is set
to R = 1 mm. At the first time step, a spherical liquid drop is patched inside the numerical domain in such a way
where the liquid phase just on top the porous surface.
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Figure 3. Three-dimensional computational domain, mesh and boundary conditions

Results and discussion
In the following sections, numerical simulations are presented for one case that assesses the performance of the
proposed model. Then the influence of porous wettability on spreading radius dynamics using two different porous
media is investigated. Also, the droplet penetration and effect of wettability on inertial spreading stage and the
viscous spreading stage are observed. Calculations with the standard VOF-based solver of OpenFOAM (interFoam)
are also included for comparison purposes. Additionally, the droplet radius at the time of impact was measured using
a custom Matlab code to enable comparison of the results to the given experimental data.

Validation of numerical method
The test case used to validate the numerical model is of a droplet impacting a Berea sandstone segment with impact
velocity Vi = 1m/s (We=20, Re=1000). The numerical simulation is compared against experiments reported in
[8, 19]. The experimental porous media namely -Meule- is described in Table 1. Although our numerical model
and the one that experimental data are taken are not the same materials (they do not share the same porous
structures) they share similar average porosity and average pore sizes. Depending on how close are predictions
with experimental data, conclusions can be extracted regarding the importance of these two parameters (porosity
and average pore sizes) to the evolution of the spreading. One Should note that careful treatment should be
taken while modelling the wetting conditions as they may dominate the spreading behaviour. As reported in the
experiments [8, 19] the advancing and receding contact angles are (125◦and25◦), which is used as initial conditions
for our Kistler wetting model in order to guarantee that the numerical and experimental model have the same wetting
behavior. Figure 4 shows the normalised time evolution (t/τ) of the droplet spreading (r/R), where R is the initial
droplet radius, and r is the calculated droplet radius over the porous media during spreading. Spreading radius (r)
over the porous media is found to be irregular compared to the normal droplet spreading over a flat surface (not a
perfect circular shape). To determine the spreading radius (r), we use our numerical data to calculate the wetted
area of the irregular spreading shape, and extract an equivalent radius based on the centre of gravity, as seen in
Fig. 4, where the black and white picture represents the droplet shape over the porous media while the blue line
represents the fitted circle determined from post-processing.The normalised time is defined as the inertial time scale

of the first stage of wetting, where τ =
(ρR3

σ

)0.5
[25]. As we can see the phenomenon -based on the experimental

data for the droplet diameter- is characterised by the following phases: Initially, the droplet diameter is increased
(spreading phase) reaching to a maximum length and then stabilises. Although for the first phase the same increase
is noticed in the phenomena of droplet spreading over solid surfaces, the second part is different. When droplet
impacts on a porous medium we can notice that the diameter remains almost constant implying that the imbibition
phase has started (for this case at (t/τ)=0.6) [26]. These phases are well captured by our new solver (interPore)
while the standard solver fails to predict the correct transition to the imbibition phase. Also, it can be seen that
for the imbibition phase our code (interPore) has a very close match with the experiments. It is also an indication
that porosity and average pore diameter are the two most important controlling parameters since as mentioned
above simulations and experimental data share porosity and average pore diameter but not pore structure. Finally,
we notice that for the spreading phase there are some differences between experimental and numerical curve
indicating a slower spreading process of the droplet of the numerical model in comparison to experimental one.
This can potentially indicate that average pore size might not be enough to describe the spreading process and
more information for the pore distribution are necessary. Using the Kistler boundary condition is a key element in
capturing the correct physical behaviour for the droplet spending. Nevertheless, by imposing the Kistler boundary
condition to the standard solver (interFoam), we noticed an overestimation for droplet size during the spreading
phase. The reason comes from the wrong calculated contact line velocity during the inertial phase caused by
the parasitic currents. The overestimated spreading is not reflected in our simulation using the modified solver
(interPore) due to the parasitic current filter used. Based on [25] we also plotted the theoretical power-law (r/R) as
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Figure 4. Comparison of drop impacts for D0 = 2.0mm and Vi = 1.0m/s on Berea stone (numerical) and Meule stone
(experimental). (a) is a normalised wetted zone width r/R evolution for water droplet at We = 28.5. Developed solver (interPore) at

wetting conditions of θA = 125◦, θR = 25◦ at the porous surface and porous media, Standard solver (interFoam) at wetting
conditions of θeq = 25◦ at the porous surface and porous media. (b) Snapshots of drop impact on porous materials at time = 1

ms

r

R
= 0.8(

t

τ
)0.5. The power law fails to estimate the correct spreading behaviour due to the unaccounted influence

of the porous structure and wettability effect.

Influence of porous wettability on radius dynamics
To provide further insight into the local phenomena which drive capillary imbibition of the droplet inside porous
media, two different material are presented here with different wetting behaviour The contact angle values used
to observe the influence of wettability and porosity are shown in Table 3. Figure (5) shows the droplet behaviour
(represented by the iso-surface of the droplet volume fraction at 0.5) at two different porous wetting conditions
(hydrophobic porous surfaces and hydrophilic porous surfaces) for two different porous media (Carbonate and
Berea). Two features can be identified in both porous cases; firstly, the droplet invasion mainly depends on the
porous wettability regardless the change of the porosity. Secondly, the recoiling phase can be observed in the
hydrophobic case but not in the hydrophilic case for both porous structures. At hydrophobic conditions of the pore
shows less liquid absorption with a recoiling phase, yet it is still characterised by pinning behaviour. At the hydrophilic
porous wetting, regardless of imposing a dynamic wetting conditions on the porous surface in our simulations,
no recoiling phase is observed. However, the droplet edge is seen to undergo same pinning with much more
absorption, behaviour which limits its spreading. Spreading on the solid surfaces between the holes depend mainly
on the pore wettability for same solid surface wetting conditions. The interface shape was captured over time as
shown in Fig. 5. The hydrophobic case shows small liquid fingers in the initial phase, which tends to be receding
from the pore space again during the recoiling phase. While for the hydrophilic cases, the fingering effect after the
invasion and during the initial phase tends to increase by time. This leads to a decrease in droplet size in the recoil
phase, yet keeping same spreading diameter. Figure 6 shows the normalised droplet spreading at two different
porosities and a wide range of pore wettability. For Figure 6a Case 1 and Case 2 undergo same surface spreading
with different penetration behaviour. While Case 3 shows mush less penetration associated with surface spreading.
While 6b Case 6 and Case 8 undergo maximum penetration duo to the high porosity value. Case 8 shows an
increase in surface spreading similar to Case 4.

Conclusions
In this work, a framework initially developed to capture droplet interface dynamics at low capillary numbers is ex-
tended in order to be used in the study of the impact of liquid droplets on a real porous material reconstructed

Case Porous model Surface contact angle Pore Contact Angle Vel (m/s)

Case 1 B1 θA = 125◦, θR = 25◦ θA = 125◦, θR = 25◦ 0.5
Case 2 B1 θA = 125◦, θR = 25◦ θeq = 0◦ 0.5
Case 3 B1 θA = 125◦, θR = 25◦ θeq = 180◦ 0.5
Case 4 B1 θA = 60◦, θR = 22◦ θA = 60◦, θR = 22◦ 0.5
Case 5 C1 θA = 125◦, θR = 25◦ θA = 125◦, θR = 25◦ 0.5
Case 6 C1 θA = 125◦, θR = 25◦ θeq = 0◦ 0.5
Case 7 C1 θA = 125◦, θR = 25◦ θeq = 180◦ 0.5
Case 8 C1 θA = 60◦, θR = 22◦ θA = 60◦, θR = 22◦ 0.5

Table 3. Imposed contact angle for porous media surface (using Kistler, dynamic contact angle model) with different assumptions
concerning the contact angle of the pore surfaces (varies from fully hydrophilic to fully hydrophobic)
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(a) Case 2 represents fully hydrophobic conditions for Berea
sandstone (B1)

(b) Case 3 represents fully hydrophilic conditions for Berea
sandstone (B1)

(c) Case 6 represents fully hydrophobic conditions for Carbon-
ate (C1)

(d) Case 7 represents fully hydrophilic conditions for Carbon-
ate (C1)

Figure 5. The early stage of capillary imbibition of pore after Droplet impacting the solid surfaces. Four views are provided at
each five-time steps. The figures show two different wetting conditions ranges from fully hydrophobic to fully hydrophilic.

from micro-CT scanned pictures. We initially test our framework against experimental data from the Meule stone.
The Meule stone and the material used for our simulations share the same porosity and average pore size but not
the same pore structure. We observe that regardless of this difference both spreading and imbibition phase are
well captured by the model which indicates a) that our framework is well suited to represent a complicated phe-
nomenon like this and b) that the phenomenon as such is governed only by the two parameters. Moreover, we
extend our study to the effect of wettability. Two different porous wetting conditions (hydrophobic porous surfaces
and hydrophilic porous surfaces) for two different porous media (Carbonate and Berea). From these numerical ex-
periments, it can be concluded that the droplet imbibition mainly depends on the porous wettability regardless the
change of the porosity and secondly that the recoiling phase can be observed in the hydrophobic case but not in
the hydrophilic case.
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[4] Š Šikalo, H-D Wilhelm, IV Roisman, S Jakirlić, and C Tropea. Dynamic contact angle of spreading droplets:
Experiments and simulations. Physics of Fluids, 17(6):062103, 2005.

[5] Kensuke Yokoi, Damien Vadillo, John Hinch, and Ian Hutchings. Numerical studies of the influence of the
dynamic contact angle on a droplet impacting on a dry surface. Physics of Fluids, 21(7):072102, 2009.

[6] R Rioboo, M Marengo, and C Tropea. Time evolution of liquid drop impact onto solid, dry surfaces. Experiments
in Fluids, 33(1):112–124, 2002.

[7] Martin Rein. Phenomena of liquid drop impact on solid and liquid surfaces. Fluid Dynamics Research, 12(2):
61–93, 1993.

[8] JB Lee, AI Radu, P Vontobel, D Derome, and J Carmeliet. Absorption of impinging water droplet in porous
stones. Journal of colloid and interface science, 471:59–70, 2016.

[9] AL Yarin. Drop impact dynamics: splashing, spreading, receding, bouncing. . . . Annu. Rev. Fluid Mech., 38:
159–192, 2006.

[10] Karen P Hapgood, James D Litster, Simon R Biggs, and Tony Howes. Drop penetration into porous powder
beds. Journal of Colloid and Interface Science, 253(2):353–366, 2002.

[11] Homayun K Navaz, Bojan Markicevic, Ali R Zand, Yuri Sikorski, Ewen Chan, Matthew Sanders, and Terrence G
D’Onofrio. Sessile droplet spread into porous substrates—determination of capillary pressure using a contin-
uum approach. Journal of colloid and interface science, 325(2):440–446, 2008.

[12] NC Reis, RF Griffiths, MD Mantle, and LF Gladden. Investigation of the evaporation of embedded liquid droplets
from porous surfaces using magnetic resonance imaging. International Journal of Heat and Mass Transfer, 46
(7):1279–1292, 2003.

[13] Neyval C Reis, Richard F Griffiths, and Jane M Santos. Numerical simulation of the impact of liquid droplets
on porous surfaces. Journal of Computational Physics, 198(2):747–770, 2004.

[14] Neyval C Reis, Richard F Griffiths, and Jane Méri Santos. Parametric study of liquid droplets impinging on
porous surfaces. Applied Mathematical Modelling, 32(3):341–361, 2008.

[15] SH Davis and LM Hocking. Spreading and imbibition of viscous liquid on a porous base. Physics of Fluids
(1994-present), 11(1):48–57, 1999.

[16] VM Starov, SA Zhdanov, and MG Velarde. Spreading of liquid drops over thick porous layers: complete wetting
case. Langmuir, 18(25):9744–9750, 2002.

[17] X Frank and Patrick Perre. Droplet spreading on a porous surface: A lattice boltzmann study. Physics of Fluids
(1994-present), 24(4):042101, 2012.

[18] Hu Dong and Martin J Blunt. Pore-network extraction from micro-computerized-tomography images. Physical
review E, 80(3):036307, 2009.

[19] JB Lee, D Derome, and J Carmeliet. Drop impact on natural porous stones. Journal of colloid and interface
science, 469:147–156, 2016.

[20] J.U Brackbill, D.B Kothe, and C Zemach. A continuum method for modeling surface tension. Journal of
Computational Physics, 100(2):335 – 354, 1992. .

[21] B. Lafaurie, C. Nardone, R. Scardovelli, S. Zaleski, and G. Zanetti. Modelling merging and fragmentation in
multiphase flows with surfer. Journal of Computational Physics, 113(1):134 – 147, 1994. .

[22] A. Georgoulas, P. Koukouvinis, M. Gavaises, and M. Marengo. Numerical investigation of quasi-static bubble
growth and detachment from submerged orifices in isothermal liquid pools: The effect of varying fluid properties
and gravity levels. International Journal of Multiphase Flow, 74:59 – 78, 2015. .

[23] A. Q. Raeini, M. J. Blunt, and B. Bijeljic. Modelling two-phase flow in porous media at the pore scale using the
volume-of-fluid method. Journal of Computational Physics, 231(17):5653 – 5668, 2012. .

[24] S.F. Kistler. Hydrodynamics of wetting. Marcel Dekker, New York, 1993.

[25] Anne-Laure Biance, Christophe Clanet, and David Quéré. First steps in the spreading of a liquid droplet.
Physical Review E, 69(1):016301, 2004.

[26] J.B. Lee, A.I. Radu, P. Vontobel, D. Derome, and J. Carmeliet. Absorption of impinging water droplet in porous
stones. Journal of Colloid and Interface Science, 471:59 – 70, 2016. ISSN 0021-9797. .

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0).
EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA

417



ILASS–Europe 2017, 28th Conference on Liquid Atomization and Spray Systems, 6-8 September 2017, Valencia, Spain 

http://dx.doi.org/10.4995/ILASS2017.2017.4785

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0). 

EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA 

Numerical analysis of sprays with an advanced collision model 
M. Sommerfeld*1,2 and S. Lain2 

1 Institut Verfahrenstechnik, Otto-von-Guericke-University Magdeburg, 
Zeppelinstraße 1, D-06130 Halle (Saale), Germany 

2 Department Mechanical Engineering, Universidad Autónoma de Occidente, Cali, Colombia 
*Corresponding author: martin.sommerfeld@ovgu.de

Abstract 
Modelling of collisions between liquid droplets in the frame of a Lagrangian spray simulation has still many open 
issues, especially when considering higher viscous droplets and if colliding droplets have a large size difference. 
A generalisation of the collision maps is attempted based on the behaviour of characteristic points, namely the 
triple point where bouncing, coalescence and stretching separation coincide and the critical Weber-number where 
reflexive separation first occurs in head-on collisions. This is done by correlating experimental data with respect to 
the Capillary number with the Ohnesorge-number for the triple point and the critical Weber-number is also well 
described by a correlation the Ohnesorge-number. Based on these results the boundary line between stretching 
separation and coalescence is found by adapting the Jiang et al. (1992) correlation. For the upper boundary of 
reflexive separation the shifted Ashgriz and Poo (1990) correlation is used. It was however so far not possible to 
predict the lower bouncing boundary through the Estrade et al. (1999) boundary line correctly. The proposed 
boundary-line models were validated for various liquid, however still considering only a size ratio of one. With the 
developed three-line boundary model Euler/Lagrange numerical calculations for a simple spray system were 
conducted and the droplet collisions were analysed with respect to their occurrence. Droplet collision modelling is 
performed on the basis of the stochastic droplet collision model, also considering the influence of impact 
efficiency, which so far was neglected for most spray simulations. The comparison with measurements showed 
reasonable good agreement for all properties. 

Keywords 
Droplet collisions, stochastic collision model, impact efficiency, collision outcomes, Euler/Lagrange calculations, 
spray simulations. 

Introduction 
In numerous technical and industrial spraying systems higher viscous liquids, suspensions or solutions are being 
atomised. Examples are liquid fuels (including bio-fluids) in combustion systems, liquid melts or other mineral 
melts in the field of materiel science and spray drying of foodstuff or pharmaceutical materials. Therefore, in a 
numerical calculation of such spraying systems, mostly done with an Euler/Lagrange approach, the resulting 
different liquid properties have to be accounted for. Here the focus is related to droplet collision modelling. Hence, 
established droplet collision models have to be generalized regarding liquid properties, mainly viscosity and 
surface tension. Since colliding droplets may have considerable different size also the droplet size ratio is an 
important parameter to be considered in droplet collision modelling. 
In order to model droplet collisions in the frame of the Lagrangian droplet parcel concept, where only point-
masses are tracked, applied to spraying systems several elementary processes have to be considered 
(Sommerfeld and Kuschel 2016). The first step is the detection of possible collisions between two droplets. In 
order to insure that during a Lagrangian tracking time step only binary collisions can occur, the Lagrangian time 
step needs to be smaller than the reciprocal of the collision frequency (see e.g. Sommerfeld et al. 2008, Crowe et 
al. 2012). The collision detection may be done in three ways (Sommerfeld 2017), a fully deterministic and 
geometrical reconstruction of collision trajectories (e.g. Sundaram and Collins 1996), a deterministic-stochastic 
parcel collision model which requires to identify the probability of collision between any pair of parcels within an 
computational cell (O`Rourke 1981) and the fully stochastic droplet collision model (Sommerfeld 2001). This 
stochastic model does not require any knowledge about neighbouring droplets, but creates a fictitious collision 
partner out of the local droplet population. At this level these collision detection approaches assume 100% impact 
efficiency. However in a spray with a wide droplet size distribution, which also may be modified by coalescence, 
the smaller droplets might move around the larger ones with the relative velocity. This impact efficiency is the 
area from where the droplets are coming and hit the larger droplet, called collector, divided by the collector cross-
section. Thereby the effective collision frequency is drastically reduced. When only considering inertial impact, the 
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impact efficiency may be easily obtained through correlations depending on the relative Stokes number and the 
collector droplet Reynolds number (Ho and Sommerfeld 2002, Sommerfeld and Lain 2009). Resulting from that, 
the impact point of the small on the surface of the large droplet has to be determined giving the impact parameter 
B. With the known instantaneous relative velocity between colliding droplets also the collision Weber-number is 
determined. The next step is the identification of the collision scenario and the outcome on the basis of collision 
maps (Figure 1). The decision about which type of collision is occurring (i.e. bouncing, coalescence or stretching 
and reflexive separation), is based on analytical or theoretical derived boundary lines (see Figure 1). The 
properties of the droplets formed depend on the collision type at hand and have to be calculated based on mass 
and momentum balances (i.e. number of droplets, droplet sizes and their new velocities). 
Very often spray computations are done by only considering one boundary line between coalescence and grazing 
collision, which involves bouncing and stretching separation (Figure 1). This approach was first suggested by 
O`Rourke (1981) using the boundary line derived theoretically by Brazier-Smith et al. (1972). The Euler/Lagrange 
approach was applied to spray calculations using this simplified collision map in various studies (e.g. Gavaises et 
al. 1996, Rüger et al. 2000, Guo et al. 2004, Nijdam et al. 2006). Composite collision maps applied to spray 
simulations, including also diesel sprays (Post and Abraham 2002, Mannannur and Reitz 2007), consider three 
boundary lines; namely the lower boundary of bouncing derived by Estrade et al. (1999), boundary between 
coalescence and stretching separation based on Brazier-Smith et al. (1972) and the boundary between reflexive 
separation and coalescence suggested by Ashgriz and Poo (1990). However these boundary lines cannot reflect 
the regimes observed for Diesel droplet collisions (Chen et al. 2016). This again shows the need for more general 
boundary lines which may be applied to different liquids. 
In our previous studies an attempt was made to develop models which describe the collision outcome based on 
collision maps with boundary lines accounting for viscosity variations (Sommerfeld 2016). These new correlations 
could be developed by thorough experiments (Kuschel and Sommerfeld 2013, Sommerfeld and Kuschel 2016) 
and use the shift of the triple point (Coincidence of bouncing, coalescence and stretching separation) and the 
critical We-number (beginning of reflexive separation for head-on collisions) with variation of viscosity. The motion 
of the triple point showed a relative clear correlation with the Ohnesorge-number, which includes only droplet size 
and liquid properties. The boundary line coalescence-stretching separation was fitted by the Jiang et al. (1992) 
correlation, adapting the two involved model constants. These again could be well correlated with the Ohnesorge-
number for pure fluids and solutions separately (Sommerfeld 2016). In this contribution the data base for 
constructing the correlations for the triple point location and the critical We-number is extended based on recent 
studies and experiments (see also Sommerfeld 2017). 

 
Figure 1: Typical droplet collision map where the non-dimensional impact parameter B is plotted versus collision Weber-number 
We including boundary lines between collision outcomes and three characteristic points. 

 
The resulting adaptive three-boundary line collision maps are first compared with collision maps obtained from 
experiments for different droplet liquids. Then the performance of the three boundary line collision maps is 
analysed for numerical calculation of turbulent sprays using the Euler/Lagrange approach. A comparison with the 
experiments of Rüger et al. (2000) is also shown for validation. 
 
Theoretical boundary lines 
Based on an energy balance Estrade et al. (1999) developed the lower boundary of bouncing. For that it was 
assumed that the initial droplet kinetic energy of the deformation region does not exceed the surface energy 
difference to produce a certain deformation. This derivation neglects any dissipation effects but includes the 
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influence of droplet size ratio. Moreover, a shape factor is included in the correlation, depending on the degree of 
deformation during the bouncing process. Hence the shape factor should be depending on liquid dynamic 
viscosity. The correlation of Estrade et al. (1999) is given by: 

ܹ݁ =  
∆൫ଵା∆మ൯ ሺସ ஏିଵଶሻ

ఞ ሺୡ୭ୱሺୟ୰ୡୱ୧୬ ஻ሻሻమ (1) 

߯ = 1 − 0.25 ሺ2 − ߬ሻଶሺ1 + ߬ሻ      ݂݅: ߬ > 1 
߯ = 0.25 ߬ଶ ሺ3 − ߬ሻ                        ݂݅: ߬ ≤ 1 
߬ = ሺ1 − ሻ ሺ1ܤ − Δሻ 

The specified value of the shape factor was  = 3.351 fitting the data for ethanol at two size ratios. In previous 
studies it was aimed to adapt the bouncing boundary through the shape factor, which is somehow related to 
viscosity effects (Sommerfeld and Kuschel 2016). Such an adaptation was successful for higher Weber-numbers, 
but not below the triple point. The variation of the bouncing boundary in dependence of the size ratio is shown in 
Figure 2 a). With decreasing size ratio = dS/dL the boundary line is slightly shifted upward and to the left in 
accordance with the measurements presented by Estrade et al. (1999). However, the question is whether the 
proposed correlation is also valid for small size ratios which are likely to be found in spraying systems as will be 
shown below. 
Also the effect of the shape factor on the boundary line was analysed showing a rather strong dependence 
(Figure 2 b). A small value of  implies also a smaller deformation and hence lower shape factors. This is in 
accordance with measurements of Sommerfeld and Kuschel (2016) where with increasing viscosity, also 
associated with reduced deformation, the bouncing boundary is shifted upward. 
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Figure 2: Collision map with Estrade et al. (1990) bouncing boundary lines showing the effect of (a) droplet size ratio Δ = dS/dL 
(shape factor ψ = 3.351) and the influence of (b) the shape factor. 

 
The boundary line between coalescence and stretching separation was derived in a number of studies, namely 
Brazier-Smith et al. (1972), Ashgriz and Poo (1990) and Jiang et al. (1992). Brazier-Smith et al. (1972) assumed 
that if the rotational energy exceeds the surface energy required to reform two new droplets from the coalesced 
droplets, separation will occur. Also in this correlation the size ratio  was considered. The Brazier-Smith et al. 
(1972) correlation is very often used in spray calculations, just separating coalescence and grazing collisions 
(O’Rourke 1981), which is called here single line boundary model. The correlation of Brazier-Smith et al. (1972) 
for the boundary line is given by: 

ܹ݁ =
ସ.଼

஻మ  ቆቀ
ଵ

୼
ቁ

ଷ
− 2.4 ቀ

ଵ

୼
ቁ

ଶ
+ 2.7 ቀ

ଵ

୼
ቁቇ (2) 

The energy balance of Ashgriz and Poo (1990) assumes that stretching separation occurs if the total effective 
stretching energy is larger than the surface energy of the small interaction region. Also in this correlation the size 
ratio  was included and validated by experiments for water. 

ܹ݁ =
ସ ൫ଵି∆య൯

మ
 ൛ଷ ሺଵା∆ሻ ሺଵି஻ሻ ൫∆య థೄାథಽ൯ൟ

భ
మൗ

୼మ ሼሺଵା୼యሻିሺଵି஻మሻ ሺథೄା୼య థಽሻሽ
 (3) 

a) b) 
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Finally the boundary line developed by Jiang et al. (1992) is based on a momentum balance and therefore 
includes dissipation effect. Hence, this is the only correlation which may be used to consider viscosity effects, as 
for example done by Gotaas et al. (2007) and Sommerfeld and Kuschel (2016). 
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The analysis of Gotaas et al. (2007) suggested to use for the involved constants the values Ca = 2.33 and Cb = 
0.41 (m2/s2). Since the correlation of Jiang et al. (1992) includes properties of the liquid (i.e. dynamic viscosity, 
surface tension and density) as well as the small droplet diameter it could be successfully used for liquids with 
increasing viscosity with the above set of model constants (Gotaas et al. 2007). In the work of Sommerfeld and 
Kuschel (2016) it could be shown that the model constants may be correlated reasonably well with the relaxation 

velocity Urelax = /. The Jiang et al. (1992) correlation does not include the droplet size ratio, but the diameter of 
the small droplets. However, changing the droplet size over an order of magnitude in a relevant size range did not 
show a large variation of the boundary line. 
The different coalescence/stretching boundary lines are compared in Figure 3. The correlations of Brazier-Smith 
et al. (1972) with size ratio one and Jiang et al. (1992) do not show any large difference. Larger are the deviations 
to the Ashgriz and Poo (1990) correlation for We smaller than 20, since it approaches the point We = 0 and B = 
1.0. Decreasing the size ratio in the Ashgriz and Poo (1990) correlation, results in a turning of the line around this 
point, yielding higher impact parameters B for stretching separation to occur (Figure 3). This is not quite the trend 
observed in experiments where an upward and right shift of the boundary line is observed. On the other hand the 
Ashgriz and Poo (1990) correlation has never been validated for size ratios below  = 0.5. Here also the 
correlation shows some obscure behaviour for larger We. 
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Figure 3: Different boundary lines for stretching coalescence transition in the collision map; Brazier-Smith et al. (1972) model 
with  = 1.0, Jiang et al. (1992) model for water with standard constants and Ashgriz and Poo (1990) model with decreasing 

droplet size ratio  (droplet size 750 µm). 

 
Finally the boundary line between coalescence and reflexive separation is considered. In spray computations 
mostly the correlation also proposed by Ashgriz and Poo (1990) is used, given below: 

ܹ݁஼ = 3 ቂ7 ሺ1 + ∆ଷሻ
ଶ

ଷൗ − 4ሺ1 + ∆ଶሻቃ  
∆ ൫ଵା∆య൯

మ

∆ల ఎೄାఎಽ
 (5) 
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This correlation also neglects viscosity but includes droplet size ratio. For  = 1.0 the critical Weber-number is 
about 18.7 as determined from many experimental studies for water. With decreasing size ratio the boundary line 
is shifted remarkably to the right, to higher We. However, this is not in accordance with the studies of Tang et al. 
(2012) where  = 0.4 results in a shift to Wec ~ 40. A shift of this boundary line to the right was also observed by 
Kuschel and Sommerfeld (2013) and Sommerfeld and Kuschel (2016) when increasing the dynamic viscosity of 
the liquid, similar to the work of Gotaas et al. (2007). This shift of the critical Weber number could be quite well 
correlated in dependence of the Ohnesorge number as well as the capillary number (Sommerfeld and Kuschel 
2016). 
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Figure 4: Boundary lines for coalescence/reflexive separation according to Ashgriz and Poo (1990) with decreasing size ratio Δ. 

 
Euler/Lagrange approach 
The numerical scheme adopted to simulate the dispersed two-phase flow developing in a spraying system is the 
fully coupled stationary and three-dimensional Euler/Lagrange approach (Rüger et al. 2000, Lain and Sommerfeld 
2008). The fluid flow was calculated based on the Euler approach by solving the Reynolds-averaged conservation 
equations on a fixed grid in connection with the standard k-ε turbulence model equations. The effect of the 
dispersed phase on the fluid flow was accounted for by appropriate source terms in the momentum equations as 
well as the conservation equations for turbulent kinetic energy and dissipation rate, i.e., full two-way coupling. 
The dispersed droplet phase is simulated by the Lagrangian approach, which implies that the spray is generated 
by tracking a huge number of droplet parcels through the beforehand calculated flow field. This requires the 
solution of the equations of the motion for each computational particle or parcel, being a representative of a 
number of real droplets with the same properties. These equations include the droplet inertia, drag and gravity-
buoyancy. The Basset history term, the added mass and the fluid inertia are negligible for high ratios of droplet to 
gas density. The drag coefficient used in droplet tracking is that of Schiller and Naumann (1933). 
For solving the partial differential equations of droplet motion a dynamic time step is used which is automatically 
adjusted according to the local (droplet location within the grid) governing time scales such as particle response 
time, integral time scale of turbulence and inter-particle collision time. The maximum tracking time step is selected 
to be 20% of the minimum of these time scales. 
In order to account for turbulence effects on droplet motion, the instantaneous fluid velocity components along the 
particle trajectory are determined from the local mean fluid velocity interpolated from the neighbouring grid points 
and a fluctuating component generated by a single-step isotropic Langevin model described by Sommerfeld et al. 
(2008) and thoroughly validated in Sommerfeld (1996). In this model the fluctuation velocity is composed of a 
correlated part from the previous time step and a random component drawn from a Gaussian distribution function. 
The degree of correlation depends on the turbulent particle Stokes number StT and is calculated using appropriate 
time and length scales of turbulence estimated from the k- turbulence model. 
As mentioned above, two-way coupling considers the momentum transfer from the dispersed phase to the 
continuous phase and vice versa through appropriate source terms in the momentum equations and the 
conservation equations of turbulent kinetic energy and the dissipation rate. The source terms are accumulated for 
each control volume during the Lagrangian tracking procedure applying ensemble and temporal averaging 

422



ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain 

 

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0). 

EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA 

(Sommerfeld 2017). The momentum sources are obtained from the change of particle velocity during its path 
through a control volume (Sommerfeld et al. 2008). An under-relaxation approach is used when introducing the 
source terms in the conservation equations of the fluid flow (for details see Kohnen et al. 1994, Lain and 
Sommerfeld 2012). Hence, a sequential calculation of fluid flow and particle phase is performed until the coupled 
hybrid system has converged. For the present calculations typically about 25 to 55 coupling iterations with an 
under-relaxation factor between 0.1 and 0.5 were necessary in order to yield convergence of the Euler-Lagrange 
coupling. This convergence behaviour was clearly demonstrated by Lain and Sommerfeld (2012). 
 
Stochastic droplet collision model 
For modelling droplet collisions in a spray the numerically efficient stochastic collision model (Sommerfeld 2001) 
combined with the impact efficiency (Ho and Sommerfeld 2002) is used. This model does not require searching 
for collision partners among surrounding droplets, rather during the tracking of the considered parcel a fictitious 
collision partner is drawn randomly from the local population in each time step (Sommerfeld 2001). This however 
requires that for each computational cell the droplet phase properties have to be made available, namely, 
concentration, droplet size distribution, and droplet size-velocity correlations with mean- and rms-values, droplet 
size-temperature correlations and so forth. From these distributions the properties of the fictitious droplet are 
drawn with size, velocity and temperature, by a stochastic process. The fictitious droplet velocity fluctuation needs 
however to be obtained through a pair-correlation with the real particle which depends on the particle Stokes 
number (i.e. the ratio of particle response time to the integral time scale of turbulence). This accounts for the 
effect that the velocities of responsive droplets are correlated through turbulence, whereas inertial particles have 
completely uncorrelated velocities (Sommerfeld 2001, Sommerfeld et al. 2008). Having all information about the 
collision partners the collision probability can be calculated: 

ܲ =
గ

଺
 ሺ݀ௌ + ݀௅ሻଶ |ݑௌሬሬሬሬԦ −  ௅ (6)ݐ∆ ௅ሬሬሬሬԦ| ݊ௗݑ

If a random number is smaller than this probability a collision occurs. It should be mentioned again that the mean 

droplet collision time is an additional criterion for limiting the Lagrangian time step tL in order to insure only 
binary collisions, i.e. the collision probability is smaller than one. The collision itself is then calculated in a 
coordinate system where the fictitious particle is stationary. Thereby the collision point on the particle surfaces 
can be randomly determined (Sommerfeld 2001) and the lateral displacement b of the collision partners is known. 
Such a stochastic model is numerically very efficient and the algorithm can be easily parallelised. 
An essential element which has to be integrated in the collision detection is the impact efficiency which is relevant 
for a collision between small and large droplets (Ho and Sommerfeld 2002). Up to now the reduction of the 
collision rate in sprays through the impact efficiency has never been considered. In such a situation the smaller 
droplet might move around the larger one with the relative velocity field, which is a quite frequent phenomenon in 
sprays due to the wide size spectrum. Effectively, this results in a reduction of collision cross-section and hence 
collision rate, since often larger droplets will capture smaller droplets due to the existence of a high relative 
velocity (see Figure 5). This phenomenon may be described in a coordinate system where the larger collector 
droplet is stationary. Considering only inertial effects, the impact efficiency is then defined as the ratio of the 
circular cross-section from which the small droplets just will hit the larger droplet to the effective collector cross-
section. Accounting also for the so-called blocking effect this cross-section diameter is the sum of the large and 
small droplet diameters (Figure 5). In the work of Schuch and Löffler (1978) the impact efficiency for inertial 
effects was calculated in dependence of the relative Stokes number which is the Stokesian relaxation time of the 
small droplet to the time it needs to pass the collector droplet with the relative velocity (Ho and Sommerfeld 2002): 

௥௘௟ݐܵ =
ఛು

்ುೌೞೞ
=

ఘೄ ௗೄ
మ ௨ೝ೐೗

ଵ଼ ఓ ௗಽ
 (7) 

here the dS and dL refer to the diameters of the small and large droplet, respectively,  is the small droplet density 
and urel is the instantaneous relative velocity. 
The impact efficiency, as defined below, is related to the relative Stokes number using the two parameters a and 
b, which depend on the collector droplet Reynolds number (Schuch and Löffler 1978): 

ߟ = ቀ
ଶ ௒಴

ௗೄାௗಽ
ቁ

ଶ
= ቀ

ௌ௧ೝ೐೗

ௌ௧ೝ೐೗ା௔
ቁ

௕
 (8) 
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Figure 5: Illustration of inertial impact efficiency for the collision of a small droplet with a larger collector droplet. 

 
In the work of Schuch and Löffler (1978) it was shown that the impact efficiency for inertial impaction is depending 
on the large droplet Reynolds-number determined with the relative velocity. This is caused by the fact that with 
increasing collector Reynolds number the flow deflection is increasingly compresses towards the collector. The 
resulting different values for the constants a and b are provided in Table 1. The results of the different correlations 
are given in Figure 6 together with own simulations which agree fairly well. For a given relative Stokes-number the 
increase in Reynolds-number yields growing impact efficiency (Sommerfeld and Lain 2009) due the raising small 
particle inertia with respect to the stronger flow deflection. Eventually, a collision is only occurring if the randomly 
drawn lateral displacement L (see Sommerfeld 2001) is smaller than the value of (Yc + dL). Note that the lateral 
displacement L is identical to the impact parameter B. 
 

Rec a b 

>> 1 0.25 2.0 

60 – 80 0.506 1.84 

40 1.03 2.07 

10 – 20 1.24 1.95 

< 1 0.65 3.7 

Table 1:  Constants for the correlation proposed by Schuch and Löffler (1978) for the impact efficiency (Eq. (8). 
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Figure 6: Impact efficiency as a function of relative Stokes number, lines: correlations proposed by Schuch and Löffler (1978); 
symbols: present numerical calculations. 

 
The above model for considering the impact efficiency may be only applied to turbulent flows if the collision 
complex is much smaller than the smallest turbulent eddies, namely the Kolmogorov length scale. Otherwise of 
course the impact efficiency is still very important, but the collision geometry is much more complex. In such a 
situation the trajectories of the small colliding droplets are affected by turbulent transport, so that even small 
droplets moving initially outside the collision cross-section might hit the collector. Thereby the impact efficiency 
will rise again when reducing the Stokes number. This will also happen if the colliding droplets are very small so 
that their motion is affected by Brownian dispersion. 
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The final step in the droplet collision model is the determination of the collision outcome, based on the collision 
maps B = f(We) as it was described above (Figure 1) and the theoretically derived boundary lines. As indicated in 
Figure 1 three characteristic points are identified to allow a generalisation of the collision map with regard to 
droplet fluid properties, mainly viscosity and size ratio . 
 
Characteristic points in the collision maps 
From the collision map in Figure 1 it is obvious that there are three characteristic points which could be used for 
describing the change of the collision maps for example with droplet size ratio or increasing fluid viscosity. The 
first point is the We-number at B = 0 for the transition from coalescence to reflexive separation. The second is the 
triple point where bouncing, stretching separation and coalescence meet. This point was identified by Sommerfeld 
and Kuschel (2016) and Sommerfeld (2016) to have a characteristic movement with increasing viscosity. The 
third characteristic point results from the lower boundary of bouncing intercepting with the horizontal axis (Estrade 
et al. 1999). In some studies and for some liquids also a coalescence region for very low We over a wide range of 
impact parameters was found (Qian and Law 1997, Chen 2007 and Huang and Pan 2015), which however will not 
considered here for the moment. 
For collisions of identical sized droplets the critical Weber-number WeC has been quite often identified to shift to 
the right with increasing Ohnesorge-number and Qian and Law (1997) found a good correlation with minor scatter 
considering also various literature data (e.g. Jiang et al. 1991): 

ܹ݁஼ = √2 480 Oh + 15 (9) 

Also the experiments of Huang and Pan (2015) for different alkanes followed this correlation for both 300 and 600 
µm droplets. Actually, there is no difference for the location of the critical Weber-number when plotting the data 
versus the droplet Ohnesorge-number. Very high viscous droplets up to 58 mPas were considered by Gotaas et 
al. (2007), namely monoethylenglycol (MEG), diethylenglycol (DEG) and triethylenglycol (TEG), yielding 
Ohnesorge numbers up to 0.34. For the low Oh-regime they proposed a similar correlation as above: 

ܹ݁஼ = 643 Oh + 14.8 (10) 

Moreover, they suggested an additional correlation for Ohnesorge-numbers larger than about 0.045 using also 
experimental data from Willis and Orme (2003): 

ܹ݁஼ = 9309 Ohଵ.଻଴଺ (11) 

In the droplet collision studies of Kuschel and Sommerfeld (2013) several solutions were used as liquid with 
viscosities between 1 and 50 mPas, yielding up to Oh = 0.37. However, since here the maximum We-number 
was about 100, not for all cases the critical Weber-number could be identified. Hence the non-linear correlation 
proposed by Gotaas et al. (2007) fits the high-viscosity data reasonably well (Figure 7 a) including silicon oils, 
MEG and DEG and a VOF (volume of fluid) simulation of Xia and Hu (2015) for 10 µm liquid aluminium droplets 
(Oh = 0.115). The critical Weber-number for mixtures of Diesel/Biodiesel and Diesel/water emulsions (Chen et al. 
2016) are however remarkably over-predicted by this correlation, similar to solution droplets of Kuschel and 
Sommerfeld (2013). 
Now we turn to the low Oh-regime wherefore numerous data are available (Figure 7 b). Here only the initial 
correlation proposed by Qian and Law (1997) is shown for comparison. Most of the data for the critical Weber-
number are lying around and along this correlation. However some are a bit more off the line, but it is not possible 
to specify the reason for that at the moment. Here further experiments are needed for clarifying this deviation. 
Two data point for the reference oil FVA1 at low temperature (Sommerfeld and Kuschel 2016) give almost double 
the value as resulting from the correlation. Similarly higher viscous alcohols are lightly above the line (Sommerfeld 
and Kuschel 2016). Interestingly, all VOF simulations for water droplets (Saroka et al. 2012) of different size are 
clustered above the correlation, which indicates that some phenomena are not captured properly by these 
simulations. One result of Rabe et al. (2010) for different sized water droplets is also found in this region. This 
point is just included for illustrating the fact that decreasing size ratio yields a shift of the triple point as well as 
Wec to the right (see Tang et al. 2012). The data points for the Diesel/water emulsion droplets are initially above 
and for higher water content, and hence larger viscosity, below the correlation, which suggests a slightly lower 
slope of such correlation (Chen et al. 2017). Consequently, the correlation proposed by Qian and Law (1997), Eq. 
9, is still a very good approximation to describe the shift of the critical We-number with changing fluid properties 
up to Oh  0.1. It seems that higher viscous liquids may be described better by the Gotaas et al. (2007)-
correlation. 
It was shown previously that the adapted correlation of Ashgriz and Poo (1990) predicts the lateral extent of 
reflexive separation (i.e. the boundary line separating reflexive separation and coalescence) very well for many 
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cases (Sommerfeld and Kuschel 2016). Hence the original correlation (Eq. 5) is just shifted by the critical We-
number: 

ܹ݁ = ൫ܹ݁஼ − ܹ݁஼,௪൯ + 3 ቂ7 ሺ1 + ∆ଷሻ
ଶ

ଷൗ − 4ሺ1 + ∆ଶሻቃ 
∆ ൫ଵା∆య൯

మ

∆ల ఎೄାఎಽ
 (12) 

It is known from various studies summarised above, that the critical Weber-number also is shifted to higher 
Weber-numbers when the size ratio dS/dL is decreasing. Theoretical correlations for WeC in dependence of size 
ratio also considering different liquids were provided by Tang et al. (2012). 
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Figure 7: Summary of the critical Weber-number for the full (a) and small (b) regime of Ohnesorge-numbers obtained from 
different experimental studies using a range of different liquids (K & S 2013: Kuschel and Sommerfeld (2013); S & K 2016: 
Sommerfeld and Kuschel (2016); W & O 2000: Willis and Orme (2000)), dashed line correlation Eq. (11), closed line correlation 
Eq. (9). 

 
The next characteristic point is the triple point location determined by the Weber-number WeT. In the study of 
Sommerfeld (2016) the own measurements regarding the location of the triple point showed with growing 
viscosity and hence Ohnesorge-number first an increase of Wet followed by a decrease beyond about Oh = 0.1. A 
suitable correlation between WeT and Oh could be elaborated based on a very good coherence of the data in a 
Ca = f(Oh) diagram. 

ܽܥ = −0.0088 + 5.4246 Oh − 2.2036 Ohଶ (13) 

The available experimental results together with the proposed correlation regarding the triple point location are 
summarized in Figure 8 for the lower Oh-regime. Here the capillary number is obtained from the available data on 

We and Oh through ܽܥ = Oh √ܹ݁. Most of the data are nicely scattered around the correlation line except one 

for Diesel with 60 % of Biodiesel (blue star at Oh = 0.11). 

a) 

b) 
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Figure 8: Triple point location from different experimental data (So & Ku (2016) includes all data presented by Sommerfeld and 
Kuschel 2016) shown as Ca = f(Oh) with best fit correlation given in Eq. (13). 

 
Having now a correlation for the triple point Weber-number in dependence of the Oh-number, which only depends 
on the material properties of the droplets, it is possible to adapt a boundary line model (in this case the Jiang et al. 
(1992) model) in such a way that it goes though the triple point (BT and WeT need to be known from experiments) 
and thereby matches the experimentally observed boundary between coalescence and stretching separation. If a 
bouncing region is observed left of the stretching separation region, which was reported by many measurements 
for alcohols, oils, alkanes and solutions, the triple point is also the starting point of the boundary line. An exception 
is water where this line extends to B = 1 at We = 0 separating bouncing and coalescence (see e.g. Kuschel and 
Sommerfeld 2013). This matching procedure was successfully achieved with the Jiang et al. (1997) model which 
accounts for the effect of viscous dissipation (Sommerfeld 2016). By setting the model constant Cb = 1 (this value 
was obtained for higher relaxation velocities urelax = / by Sommerfeld and Kuschel 2016) it was found that the 
model parameter Ca could be very well correlated with the Ohnesorge number for pure fluids and solution 
droplets. For pure fluids the following correlation was found: 

32
a Oh2.18Oh74.23Oh12.113.2C   (14) 

A validation of this modelling approach was presented for higher viscous liquids by Sommerfeld (2017) and Diesel 
as well as solution droplets by Sommerfeld (2016). 
 
Spray calculations 
For analysing the effect of impact efficiency and the occurring droplet collision outcomes the experimentally 
studied single spray of Rüger et al. (2000) was considered using first water as liquid. In the measurements a 
hollow cone spray nozzle with a spread angle of 45 degree was centrally mounted into the upper part of a 400 
mm diameter pipe. The test section had a length of about 1 meter (Figure 9). For avoiding any recirculation region 
within the test section, a low airflow was forced through the pipe by a suction blower. Above the spray nozzle a 
honeycomb was installed in order to homogenise the flow. The nozzle was operated at a water flow rate of 0.135 
l/min. Air and droplet velocity profiles at the inlet plane, which was located 25 mm downstream of the nozzle exit, 
were measured by a two-component phase-Doppler anemometer. Here droplets with a size less than 2.5 m 
were identified as tracer particles for the air phase velocities over the entire inlet cross-section. Of course droplets 
were only present just underneath the spray nozzle exit. Here local droplet size distributions were measured from 
the centre location of z = 0 mm up to a radial location of z = 30 mm at intervals of 1 mm. Therefore, as the inlet 
condition for the droplet phase besides the droplet size distribution also size-velocity correlations were available 
for the axial and radial components. The mean tangential velocity component was close to zero. Hence, for each 
injected parcel a size was drawn from the local cumulative distribution function by a random process. The size-
velocity correlations provided the droplet mean velocities. From the correlation between the size and rms-values 
the standard deviations for each velocity component was obtained. The instantaneous droplet fluctuating 
velocities were then randomly drawn from the corresponding normal distribution functions. 
 

427



ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain 

 

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0). 

EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA 

         
 
Figure 9: Illustration of the spray facility with major dimensions and spray nozzle location (left) and sketch of the numerical grid 
used for the computations with about 700,000 control volumes (middle) as well as a cross-sectional view of the grid (right). 

 
The numerical grid used for the fully three-dimensional calculations is also shown in Figure 9 (middle) with the 
direction of spray injection. The employed grid was a structured O-grid divided in 5 blocks with in total 700,000 
control volumes covering the region from the inlet plane 25 mm downstream the nozzle (x = 0 mm) up to the 
outlet 1025 mm downstream the nozzle exit (x = 1000 mm). In order to resolve the spray nozzle injection region 
sufficiently the grid was remarkably refined (i.e. indicated by the cross-like pattern in Figure 9 right). The 
numerical computations were done for a steady-state mode where after reaching a converged fluid flow solution 
372,000 parcels were sequentially injected at the inlet and tracked through the flow field. Thereafter, the obtained 
source terms were coupled back to the fluid flow calculations with under-relaxation which then was recalculated 
until convergence was reached. Eventually about 35 coupling iterations were required to obtain a coupled 
converged result of the spray. 
Since the calculations were first conducted for water according to the measurements, the three boundary line 
model was used for separating the collision outcome regimes. The boundary line reflexive 
separation/coalescence was used according to Ashgriz and Poo (1990) given in Eq. (5). As it best fits for water, 
also the stretching separation/coalescence boundary was that of Ashgriz and Poo (1990) provided in Eq. (3). 
Finally the lower boundary of bouncing uses the Estrade et al. (1999) correlation (Eq. 1) with the shape factor of 
 = 3.351. This boundary line ended of course at the intersection with the stretching/coalescence boundary. 
Although in the spray simulations collisions occur with a wide range of size ratios, all correlations were used with 
a fixed size ration of  = 1.0 for clarity. 
As a first step the simulations were validated against the experiments and the agreement of all gas and droplet 
phase properties was found quite well similar to the comparison published by Rüger et al. (2000). The numerical 
calculations with droplet collisions were conducted by storing all the collision events occurring. In Figure 10 the 
total collision events are summarized and also the numbers for bouncing, coalescence and stretching as well as 
reflexive separation are given. The total collision number is 2.45 million when assuming 100% impact efficiency. 
Considering reduced impact efficiency through the motion of small droplet around larger ones upon interaction, 
only 1.66 million collisions are counted. This demonstrates that the collision rate is over-predicted by 48% when 
not considering impact efficiency, which is of course a huge error. 
Looking at the number of collisions with respect to collision type, it is clear that coalescence is dominating with 
about 88% of the total collisions in both cases, i.e. without and with impact efficiency (Figure 10). Coalescence 
events occur for a relatively wide region near the nozzle exit, but continue to happen up to the end of the 
computational domain (Figure 11 b) but with reduced probability. The reduction of the collision probability along 
the spray is of course associated with a decrease of relative velocity and local droplet concentration. Droplet size 
distributions only slightly change along the spray although coalescence is happening. The second probable 
collision event is bouncing (Figure 10) occurring mainly in the initial region of the spray (Figure 11). Stretching 
separation happens of course only if the We-number is exceeding the triple point value, hence can only take 
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place close to the nozzle where the relative velocity is still high (Figure 11). The probability of reflexive separation 
is even lower and also occurs only near the nozzle exit. 
 

 
Figure 10: Droplet collision counts throughout the entire spray, comparing a calculation without and with impact efficiency and 
showing the numbers of collisions resulting in bouncing, coalescence and stretching as well as reflexive separation. 

 

 

 

 

Figure 11: Scatter plot of the location of collision events throughout the spray, a) locations of bouncing, b) locations of 
coalescence, c) locations of stretching separation. 
 

From the simulations with impact efficiency also the droplet size ratio upon collision was recorded along the spray 
for different cross-sections. This result shows that preferentially small and large droplets collide due to the higher 
relative velocity in a spray (Figure 12). Hence, the maximum in the PDF of the size ratio has initially a peak 
around 0.18 which is further downstream spread to values between 0.2 and 0.3. It should be noted that such 
small size ratios have never been analysed experimentally for confirming the above introduced boundary lines. 
 

Conclusions 
An attempt was made for generalising the collision maps describing the outcome of binary collisions between 
droplets with respect to liquid properties. The triple point location was obtained through a correlation between Ca 
= f(Oh) based on numerous available experiments. As a boundary line to capture viscosity effects, the Jiang et al. 
(1992) correlation was used. The involved parameters could be adapted properly through a dependence on the 
Ohnesorge number for pure liquids and solutions. The upper boundary of reflexive separation was demarked 
through the Ashgriz and Poo (1990) correlation. With increasing viscosity the critical We-number is shifted to the 
right which could be also obtained with a correlation on the Ohnesorge-number. The lower boundary of bouncing 

b) 

c) 

a) 
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Estrade et al. 1999) could not yet be properly adapted with respect to viscosity effects. The three-line boundary 
model was applied in Euler/Lagrange calculations of a turbulent water spray. It was shown that neglecting the 
impact efficiency yields an over-prediction of the collision rate by about 48%. The analysis of the collision events 
showed that coalescence and then bouncing were the most frequent outcome. Moreover it was shown that the 

most frequent size ratio upon collision has a value of about   0.2. Experimental studies with such a size ratio 
have not yet been performed. Therefore, it is believed that the discussed boundary lines cannot cover such small 
size ratios. 
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Figure 12: Cross-sectional averages of the PDF (probability density function) for the droplet size ratio upon occurrence of a 
collision along the simulated spray. 

 
Acknowledgements 
The authors acknowledge the financial support of this research project by the Deutsche Forschungsgemeinschaft 
(DFG) under contract SO 204/35-1 to 3. 
 
References 
Ashgriz, N.; Poo, J.Y.: Coalescence and separation in binary collisions of liquid drops. Journal of Fluid Mechanics, 
Vol. 221, 183 – 204 (1990) 
Brazier-Smith, P. R., Jennings, S. G. and Latham, J.: The interaction of falling water drops: coalescence. Proc. R. 
Soc. Lond. A, Vol. 326, 393 – 408 (1972) 
Chen, R.-H.: Diesel-diesel and diesel-ethanol drop collisions. Applied Thermal Engineering, Vol. 27, 604 – 610 
(2007) 
Chen, R.-H., Wang, W.-C. and Chen, Y.-W.: Like-drop collisions of biodiesel and emulsion diesel. European 
Journal of Mechanics B/Fluids, Vol. 60, 62 – 69 (2016) 
Crowe, C.T., Schwarzkopf, J.D., Sommerfeld, M. and Tsuji, Y.: Multiphase Flows with Droplets and Particles. 2nd 
Edition, CRC Press, Boca Raton, U.S.A. (2012), ISBN 978-1-4398-4050-4. 
Estrade, J.-P., Carentz, H., Lavergne, G., Biscos, Y.: Experimental investigation of dynamic binary collision of 
ethanol droplets - a model for droplet coalescence and bouncing. International Journal of Heat and Fluid Flow, 
Vol. 20, 486 – 491 (1999) 
Gavaises, T.L. Theodorakakos, A. Bergerles, G. and Brenn, G.: Evaluation of the effect of droplet collisions on 
spray mixing. Proc. Inst. Mechanical Engineers, Vol. 210, 465 – 465 (1996) 
Gotaas, C., Havelka, P. Jakobson, H. A. and Svendsen H.F, Hase, M., Roth, N., and Weigand, B.: Effect of 
viscosity on droplet-droplet collision outcome Experimental study and numerical comparison. Physics of Fluids, 
Vol. 19, 102106 (2007 a) 
Guo, B. Fletcher, D.F. and Langrish, T.A.G.: Simulation of the agglomeration in a spray using Lagrangian particle 
tracking. Applied Mathematical Modelling, Vol. 28, 273 – 290 (2004) 
Ho, C.A. and Sommerfeld, M. (2002) Modelling of micro-particle agglomeration in turbulent flow. Chem. Eng. Sci., 
Vol. 57, 3073 – 3084. 
Huang, K.L. and Pan, K.L.: Size effect on the transition from coalescence to bouncing regime in binary droplet 
collision. ICLASS 2015, 13th Triennial International Conference on Liquid Atomization and Spray Systems, 
Tainan, Taiwan, August 23-27, 2015 
Jiang, Y. J., Umemura, A. and Law, C.K.: An experimental investigation on the collision behavior of hydrocarbon 
droplets. Journal of Fluid Mechanics, Vol. 234, 171 – 190 (1992) 

430



ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain 

 

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0). 

EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA 

Kohnen, G., Rüger, M. and Sommerfeld, M.: Convergence behaviour for numerical calculations by the 
Euler/Lagrange method for strongly coupled phases. In: “Numerical Methods in Multiphase Flows 1994, (Eds. 
C.T. Crowe et al.), ASME, New York, FED-Vol. 185, 191-202 (1994) 
Kuschel, M. and Sommerfeld, M.: Investigation of droplet collisions for solutions with different solids content. 
Experiments in Fluids, Vol. 54, 1440 (2013) 
Laín, S. and Sommerfeld, M.: Euler/Lagrange computations of pneumatic conveying in a horizontal channel with 
different wall roughness, Powder Technology, Vol. 184, 76-88 (2008) 
Lain, S. and Sommerfeld, M.: Numerical calculation of pneumatic conveying in horizontal channels and pipes: 
Detailed analysis of conveying behaviour. International Journal of Multiphase Flow, Vol. 39, 105–120 (2012) 
Munnannur, A. and Reitz, R. D.: A new predictive model for fragmenting and non-fragmenting binary droplet 
collisions. Int. J. Multiphase Flow, Vol. 33, 873 – 896 (2007) 
Nijdam, J.J., Guo, B., Fletcher, D.F. and Langrish, T.A.G.: Lagrangian and Eulerian models for simulating 
turbulent dispersion and coalescence of droplets within a spray. Applied Mathematical Modelling, Vol. 30, 1196 – 
1211 (2006) 
O´Rourke P.J.: Collective drop effects on vaporizing liquid sprays. Dissertation, Los Alamos National Laboratory, 
New Mexico (1981) 
Post, S. L. and Abraham, J.: Modeling the outcome of drop-drop collisions in Diesel sprays. International Journal 
of Multiphase Flow, Vol. 28, 997 – 1019 (2002) 
Qian, J. and Law, C.K.: Regimes of coalescence and separation in droplet collision. Journal of Fluid Mechanics, 
Vol. 331, 59 – 80 (1997) 
Rabe, C., Malet, J. and Feuillebois: Experimental investigation of water droplet binary collisions and description of 
outcomes with a symmetric Weber number. Physics of Fluids, Vol. 22, 047101 (2010) 
Rüger, M., Hohmann, S., Sommerfeld, M. and Kohnen, G. Euler/Lagrange calculations of turbulent sprays: The 
effect of droplet collisions and coalescence. Atomization and Sprays, Vol. 10, 47 – 81 (2000) 
Saroka, M.D. Ashgriz, N. and Movassat, M: Numerical Investigation of Head-on Binary Drop Collisions in a 
Dynamically Inert Environment. Journal of Applied Fluid Mechanics, Vol. 5, 23-37 (2012) 
Schuch, G., Löffler, F.: Über die Abscheidewahrscheinlichkeit von Feststoffpartikeln an Tropfen in einer 
Gasströmung durch Trägheitseffekte. Verfahrenstechnik Vol. 12, 302-306 (1978) 
Schiller, L., and Naumann, A. (1933) Uber die grundegenden Berchnungen bei der Schwerkraftaufbereitung, Z. 
Ver. Deut. Ing., 77, 318–320. 
Sommerfeld, M.: Modellierung und numerische Berechnung von partikelbeladenen turbulenten Strömungen mit 
Hilfe des Euler/Lagrange-Verfahrens. Habilitationsschrift, Universität Erlangen-Nürnberg, Shaker Verlag, Aachen 
(1996) 
Sommerfeld, M. (2001) Validation of a stochastic Lagrangian modelling approach for inter-particle collisions in 
homogeneous isotropic turbulence”. Int. J. of Multiphase Flows, Vol. 27, 1828-1858. 
Sommerfeld, M., van Wachem, B. & Oliemans, R. (2008 a) Best Practice Guidelines for Computational Fluid 
Dynamics of Dispersed Multiphase Flows. ERCOFTAC, ISBN 978-91-633-3564-8. 
Sommerfeld, M. and Lain, S.: From elementary processes to the numerical prediction of industrial particle-laden 
flows. Multiphase Science and Technology, Vol. 21, 123 – 140 (2009) 
Sommerfeld, M. and Kuschel, M.: Modelling droplet collision outcomes for different substances and viscosities. 
Experiments in Fluids, Vol. 57, 187 (2016) 
Sommerfeld, M.: Modelling separation processes of colliding droplets. ILASS – Europe 2016, 27th Annual 
Conference on Liquid Atomization and Spray Systems, 5. – 7. Sep. 2016, Brighton, UK 
Sommerfeld, M. (2017) Lagrangian Modelling of Droplet Collisions in Spraying Systems. Proceedings of the 
European Combustion Meeting, Dubrovnik, 18. – 21. April 2017 
Sundaram, S., and Collins, L. R.: Numerical Considerations in Simulating a Turbulent Suspension of Finite-
Volume Particles. J. Comp. Phys. Vol. 124, 337–350 (1996). 
Tang, C.G., Zhang, P. and Law, C.K.: Bouncing, coalescence, and separation in head-on collision of unequal-size 
droplets. Physics of Fluids, Vol. 24, Paper 022101 (2012) 
Willis, K. and Orme, M.: Binary droplet collisions in a vacuum environment: an experimental investigation of the 
role of viscosity. Experiments in Fluids, Vol. 34, 28 – 41 (2003) 
Xia, S.-Y. and Hu, C.-B.: Numerical investigation of head-on binary collision of alumina droplets. Journal of 
Propulsion and Power, Vol. 31, 416-428 (2015) 

431



ILASS–Europe 2017, 28th Conference on Liquid Atomization and Spray Systems, 6-8 September 2017, Valencia, Spain 
http://dx.doi.org/10.4995/ILASS2017.2017.4762

Microexplosion and Puffing of an Emulsion Fuel Droplet

J. Xia∗, J. Shinjo2

1 Department of Mechanical, Aerospace and Civil Engineering & Institute of Energy Futures,
Brunel University London, Uxbridge UB8 3PH, UK

2 Department of Mechanical, Electrical and Electronic Engineering,
Shimane University, 1060 Nishikawatsu, Matsue 690-8504, Japan

*Corresponding author: jun.xia@brunel.ac.uk

Abstract
Microexplosion is rapid disintegration of an emulsion droplet caused by explosive boiling of embedded liquid sub-
droplets with a lower boiling point. Microexplosion and puffing (partial microexplosion) are potentially beneficial
to achieving enhanced secondary atomisation. These eruptive secondary atomisation mechanisms will help to
meet conflicting requirements for an atomising fuel spray with regard to penetration achieved by large droplets and
evaporation/mixing achieved by small droplets.

Although with great interest, our understanding of microexplosion is still limited and therefore optimising and
controlling microexplosion is not feasible yet. This paper reviews our recent research outcome on microexplosion
and puffing of an emulsion fuel droplet from high-fidelity interface-capturing simulation study, which directly resolves
the dynamics of boiling and evaporating liquid/gas interfaces, immiscible liquid/liquid interfaces with jump conditions
for mass, momentum and heat transfer across a resolved interface.

We first unveiled microexplosion and puffing dynamics of an emulsion fuel droplet in a quiescent ambient.
Since convective heating has important effects on temperature distribution inside a fuel droplet in realistic engine
conditions, which determines the initial nucleation location and thus the microexplosion outcome, a model has been
proposed to approximate the temperature distribution inside a droplet, for which momentum and heat transport was
found to be only moderately correlated under typical engine conditions. With this model in place that allows for
saving considerable computational cost on setting up initial conditions for microexplosion simulation, puffing effects
on fuel/air mixing is then investigated, which can be quantified by the scalar dissipation rate (SDR) of the primary
fuel decane, the SDR of the secondary fuel ethanol and the cross SDR. We then further extended our simulation
studies towards reacting conditions and investigate puffing effects on a droplet wake flame.

The series of high-fidelity simulation studies is believed to have considerably improved our understanding of
microexplosion dynamics and impact on local fuel/air mixing and combustion. Based on the improved knowledge,
microexplosion induced secondary droplet breakup models can be developed and incorporated into hybrid high-
fidelity simulation of spray atomisation and combustion enhanced by microexplosion.

Keywords
Microexplosion; Puffing; Emulsion droplet; Mixing; Droplet combustion.

Introduction
Liquid-fuel spray atomisation and combustion is widely used in combustion engines. For engines, fuel efficiency is
critical and emission regulations are more and more stringent. Using emulsion fuels, which can be water-in-oil or
biofuel-in-fossil-fuel emulsions, can be an effective way to enhance fuel efficiency and reduce emissions. Emulsion
fuel is an immiscible liquid mixture with sub-droplets dispersing in the primary liquid fuel. If physical properties such
as the boiling point are distinctly different between the two immiscible liquids, emulsion fuels may show particular
physical phenomenon, e.g. microexplosion, when injected into the combustion chamber. Microexplosion can be
another important secondary breakup mechanism and play an important role in accelerating spray atomisation.

After injected into the combustion chamber, sprayed emulsion droplets will be heated by the high-temperature
ambient. Take water-in-oil emulsions as an example. Since the boiling point of oil is typically higher than that of
water, embedded water sub-droplets can be superheated, i.e. the water temperature will become higher than its
boiling temperature. This state is physically metastable. With little disturbance, water starts to boil explosively. Within
a short time period, explosive boiling can result in violent breakup of the parent droplet. Therefore microexplosion
is rapid disintegration of an emulsion droplet caused by explosive boiling of embedded sub-droplets with a lower
boiling point [1, 2, 3]. If the degree of breakup is limited, it is often termed as puffing.

Microexplosion and puffing have a great potential for enhancing secondary atomisation. These eruptive sec-
ondary atomisation mechanisms will help to meet conflicting requirements for an atomising fuel spray with regard to
a deeper penetration achieved by large droplets and more efficient evaporation/mixing achieved by small droplets.

Although with a great potential, our understanding of secondary atomisation induced by microexplosion and
puffing is still far from the stage at which they can be controlled and optimised. It is therefore vitally important to
better understand the physics of microexplosion and puffing and their impact on fuel/air mixing and combustion,
which is the aim of this paper.

To achieve this goal, we have performed a series of high-fidelity simulation study on a puffing emulsion droplet,
which directly resolves boiling or evaporating liquid/gas interfaces and immiscible liquid/liquid interfaces. Interface
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capturing is based on a combined level-set and volume-of-fluid approach. The numerical method is based on the
CIP (constrained interpolation profile) method [4, 5], which is advantageous in many aspects for the simulation
cases considered in the present study. Based on the knowledge gained, microexplosion induced secondary droplet
breakup models can be developed and incorporated into hybrid high-fidelity simulation of spray atomisation and
combustion enhanced by microexplosion.

Methodology
Governing Equations
The Navier-Stokes equations

ḟ + (u · ∇)f = S (1)

are solved for the primitive variables f = [ρ,u, T, Yi]
T, where ḟ = ∂f/∂t, and ρ, u, T and Yi denote density, velocity,

temperature and the mass fraction of the i-th species, respectively. In addition to other general terms in Navier-
Stokes excluding convection, S also includes the source terms due to surface tension, boiling and evaporation, and
combustion in a reacting case. Level set functions are used to capture interfaces [6]. The level-set approach is
combined with the MARS (Multi-interface Advection and Reconstruction Solver) [7] to improve mass conservation.
Surface tension is modelled by the CSF (Continuum Surface Force) method [8]. Jump conditions [9, 10] are used to
compute the heat, momentum and mass transfer across an interface. The details can be found in [11, 12, 13, 14].

Numerical Procedures
The governing equations are solved by a fractional step approach, which comprises two solving phases. In the
advection phase, ḟ + (u · ∇)f = 0 is solved using the CIP method. In the non-advection phases, ḟ = S is solved
using the CCUP (CIP-combined and unified procedure) method, which uses a pressure-based algorithm.

In the solver, pressure is first solved using a Poisson equation,

∇ ·
(
∇p∗

ρn

)
=

p∗ − pn

ρnc2s4t2
+
∇ · un

4t , (2)

where the superscripts n and ∗ indicate the the current time step and the time stage after the non-advective phase,
respectively. cs is the adiabatic speed of sound. u∗, ρ∗, T ∗ and Y ∗i can then obtained through ḟ = S via the
approximation f∗ = fn +4f = fn + S4t.

In the CIP method, the Lagrangian invariant f(x, t) = f(x−4x, t−4t) is employed. The “constraint” is set up
by the first derivative of f , which follow an advection equation derived from ḟ + (u · ∇)f = 0. It is now well known
that if a constraint is independent of the original governing equation, it will not help to retrieve the profile inside a
grid cell [5]. Knowing f and its derivative f ′ only at two grid points comprising a grid cell, a cubic polynomial is used
to approximate the subgrid or subcell solution of f and f ′ by enforcing their continuities at all the grid points [4, 5].

The numerical scheme therefore features compact support and subgrid resolution. It can preserves the sharp-
ness of an interface where large gradients of density exist and does not need an adaptive grid. It is free from the
CFL condition that is restricted by a high sound speed. With the two-stage fractional step approach, it can solve
incompressible flow in the framework of compressible fluid, e.g. the interaction between a compressible gas and
incompressible liquid or solid.

Results and discussion
Puffing Dynamics [11]
Direct Simulation of Puffing Figures 1 and 2 present the initial puffing and subsequent after-puffing dynamics of
two representative two-dimensional cases, in which the ratio of the radius of the low-boiling-point sub-droplet to that
of the high-boiling-point parent droplet is Rsub/Rp = 0.25 in Fig. 1 and 0.35 in Fig. 2, respectively. The other initial
parameters are identical for the two cases. Due to the availability of published data on water-in-oil emulsions, in this
subsection we use hexadecane and water properties for the parent and sub droplets, respectively. The ambient air
pressure is 3 MPa, and the initial temperature is 553 K. Since the water boiling temperature is 503 K, the superheat
degree is 50 K. The initial velocity is 0. The initial diameter of the parent droplet is Dp = 30µm. The computational
domain size is 4.2Dp × 4.2Dp discretised with 381 × 381 grid points. The minimum grid spacing is 0.26µm. Open
boundaries are used.

Initially, the vapour bubble near the water/oil interface grows due to boiling. Since the liquid oil “wall” between the
boiled vapour and the parent droplet surface is thin, the rapidly growing bubble will push the wall strongly, leading to
rupture of the parent droplet, puffing of boiled vapour and ejection of liquid oil fragments [Figs. 1(a) and 2(a)]. After
puffing, the boiling surface continues to eject vapour, which exerts a thrust force on the sub-droplet itself.

In the confined region where the newly formed water/vapour liquid/gas interface interacts with the water/oil
liquid/liquid interface as indicated by blue arrows in Figs. 1(b) and 2(b), defined herein as an “edge”, the water/vapour
interface becomes unstable due to the Landau-Darrieus instability and the troughs therefore deepen. The edge
regression proceeds, so that boiled vapour wrap up the sub-droplet, which finally detaches itself from the parent
droplet. After the detachment, the sub-droplet stops affecting the parent droplet and the puffing-induced breakup
process mostly ends.

The major difference between the two cases is the time period for the detachment of the whole sub-droplet from
the parent droplet after puffing occurs is longer in Fig. 2 than in Fig. 1. It was found that for a big sub-droplet, its
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(a) t = 0.4µs

	
(b) t = 1.4µs

	
(c) t = 2.5µs

Figure 1. Puffing and after-puffing due to boiling of a small sub-droplet (Rsub/Rp = 0.25) [11], where Rsub and Rp are the
radius of the sub- and parent droplets, respectively. Orange: parent droplet with a higher boiling point. Red: sub-droplet with a
lower boiling point. Gas-phase colour contours: mass fraction of oxygen YO2

. Accordingly, blue: boiled vapour & yellow: air.

	
(a) t = 0.4µs

	
(b) t = 2.2µs

	
(c) t = 3.2µs

	
(d) t = 5.5µs

Figure 2. Puffing and after-puffing with a big sub-droplet (Rsub/Rp = 0.35) [11]. See Fig. 1 for colour and variable definitions.

boiling surface oscillates strongly and its shape varies accordingly. As shown in Fig. 2(b) and 2(c) by a dashed
arrow, the shape of the boiling surface is flattened due to the oscillation and some detached part of the sub-droplet
remerges with the parent droplet. The interface edge regression is thus suspended and then restarts. For a smaller
sub-droplet in Fig. 1, no remerging was seen and therefore the time period of the sub-droplet detachment is shorter.

	

Figure 3. Landau-Darrieus instability:
evaporating mass flux enhances

interface deformation and induces
gas-phase vorticity [15, 11].

Edge Regression A boiling surface exhibits the Landau-Darrieus (LD) instabil-
ity due to evaporating mass flux at the interface [15] (Fig. 3). Due to the evap-
orating mass flux, the streamlines are bent at the liquid troughs and crests,
working to enhance the interface shape deformation. Even if no vorticity exists
in the liquid phase, vorticity will be generated in the gas phase, as illustrated
by the dashed arrows in Fig. 3. Vorticity generation in the gas phase has been
found to play an important role in the instability development and the detach-
ment of a sub-droplet from the parent droplet after puffing occurs.

Figure 4 shows the vorticity component normal to the paper before and
after puffing, with positive and negative vorticities indicating counterclockwise
and clockwise rotations, respectively. At t = 0.2µs when puffing will soon
occur, the vapour bubble is pushing the thin liquid “wall” towards the right di-
rection. The observed strong symmetric vorticity is due to this outward jet-like
flow but not the LD instability. The boiling surface of the sub-droplet is also
pulled towards the same direction by the jet flow. As a consequence, the concave shape of the boiling surface
becomes convex after puffing occurs, as indicated by the red arrow in Fig. 4(a) and 4(b). This induces oscillation of
the sub-droplet.

Vorticity structures near the edges in a trough shape are indicated by small solid black arrows. An “edge” is
formed at the intersection among the oil/water liquid/liquid interface, the non-boiling, inert oil/air liquid/gas interface
and the boiling water/vapour liquid/gas interface. At t = 0.8µs and t = 1.6µs, positive and negative vorticity pairs
are observed in the concave regions near an edge. The vorticity generation is due to the local evaporating mass flux
from the boiling surface. Note in the immediate vicinity the oil/vapour interface is non-boiling and inert, and therefore
does not contribute to vorticity generation. The vorticity pairs work to deepen the trough, as shown in Figs. 4 and 5.
Therefore, the initiation of edge regression is due to the LD instability.

After edge regression is initiated, the boiling surface of the sub-droplet gradually extends and regresses towards
inside. During this regression process, bubble-like structures grow in the edge regions and a wavy pattern forms
on the detached inert interface between the boiled vapour and the liquid species (oil in this case) of the parent
droplet, as indicated by bold black arrows in Fig. 4(b) and 4(c), also illustrated in Fig. 5 and can be seen in Fig. 2(d).
This is induced by the Rayleigh-Taylor (RT) instability, the mechanism of which is due to density difference and
surface acceleration. In the neck regions created by the RT instability, the local ejecting vapour is accelerated by
the “nozzle” effect and the vorticity magnitude is large. The vapour flow also pushes the developed RT “plumes”
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(a) t = 0.2µs

	
(b) t = 0.8µs

	
(c) t = 1.6µs

Figure 4. Vorticity generation due to Landau-Darrieus instability: an important mechanism for edge regression [11]. Colour
contours: vorticity (s−1).

outward. Following these physical processes, the edge regression proceeds and the sub-droplet will eventually
detach itself from the parent droplet.

	
Figure 5. Schematic of edge regression mechanism [11] according to Fig. 4.

The Landau-Darrieus instability develops due to the boiling surface. The
Rayleigh-Taylor instability develops on the inert surface. Their interactions

lead to edge regression.

	
Figure 6. Centre of gravity xCG,w of a small
and large sub-droplet, indicating whether a

one-stage detachment or a two-stage
penetration/detachment occurs for the

sub-droplet following puffing [11]. At tw,
edge regression completes and the entire

sub-droplet detaches from the parent droplet.

One-Stage or Two-Stage Detachment An approximate quantitative analysis has been attempted in [11] to investigate
how the distance dow between the centre of gravity of the parent droplet (xCG,o) and that of the sub-droplet (xCG,w)
varies after puffing occurs. Neglecting the movement of the parent droplet,dow = xCG,o − xCG,w = const.− xCG,w,
so dow is determined by xCG,w. The analysis included effects of the inertia of the bubble burst (or the pulling effect)
and the thrust force generated by boiling, but excluded sub-droplet shape oscillation. It was found that xCG,w can
be approximately predicted by xCG,w = −At2 + B(t − C), where A, B and C are constants, and t is time. If the
sub-droplet size Rsub is small, the first term −At2 due to the pulling effect will be dominant, and thus the sub-droplet
tends to move away from the parent droplet, so the detachment process proceeds by edge regression. On the
other hand if Rsub is big, the second term B(t − C) due to the thrust will play the dominant role and the sub-
droplet tends to penetrate towards the parent droplet, leading to partial remerging of the sub- and parent droplets,
temporary suspension of edge regression and thus a longer time period for the sub-droplet detachment from the
parent droplet. Figure 6 summarises the above findings. It shows that xCG,w can have opposite signs for a small
and large sub-droplet.

Therefore the direction of the sub-droplet motion determines whether a one-stage detachment or a two-stage
penetration/detachment occurs for the sub-droplet following puffing. In either case, the sub-droplet starts shape
oscillation after puffing. Only if penetration occurs when the thrust effect is dominant, the oscillating boiling surface
will be flattened [see Fig. 2(b) and 2(c)] and partial remerging of the sub- and parent droplets will cancel out part
of the already generated boiling surface, leading to a decrease and fluctuation of the boiling surface area Sboil

(not shown). Since the edge instability mechanisms exists as long as boiling continues, the surface regression
restarts after the remerging until the sub-droplet detaches completely from the parent droplet and the puffing-
induced breakup ends.
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Figure 7. Puffing of an ethanol-in-decane emulsion droplet under convective heating [13]. Nnuclei is the number of initial nuclei.
Vapour of the primary fuel decane is produced at the surface of the parent droplet through evaporation modelled by the

Clapeyron-Clausius law. Vapour of the secondary fuel ethanol is produced by sub-droplet boiling and participates in fuel/air
mixing after puffing occurs. The two blue iso-surfaces indicate Ydecane = Y1 = 0.1 and 0.2, and the two red iso-surfaces

Yethanol = Y2 = 0.05 and 0.1. The rectangles shows the regions used for analysis of (a) weak puffing and (b) strong puffing
accompanying ejections of liquid-fuel ligaments.

Figure 8. Doubly conditioned mean scalar dissipation rate χ in weak puffing with no ejection of liquid-fuel ligaments [13]: (a)
〈χ1|Z1, Z2〉; (b) 〈χ2|Z1, Z2〉; (c) 〈χ12|Z1, Z2〉. Z: mixture fraction. Subscript 1: primary fuel decane. Subscript 2: secondary fuel

ethanol. Analysis region: rectangle indicated in Fig. 7(a). It should be stressed that the contour legends are different.

Figure 9. Doubly conditioned mean scalar dissipation rate χ in strong puffing with ejections of liquid-fuel ligaments [13]: (a)
〈χ1|Z1, Z2〉; (b) 〈χ2|Z1, Z2〉; (c) 〈χ12|Z1, Z2〉. See Fig. 8 for variable definitions. Analysis region: rectangle indicated in Fig. 7(b).

Puffing-Enhanced Fuel/Air Mixing [13]
Figure 7 presents puffing of an ethanol-in-decane emulsion droplet under convective heating. The only difference
between the two cases is the number of initial nuclei Nnuclei. With more initial nuclei, ethanol vapour puffing is
expected to be more intense. To better understand the effects of puffing on fuel/air mixing, we classify puffing into
weak and strong puffing, in which cases liquid-fuel ligaments do not and do accompany the puffing, respectively.
Therefore the region indicated by the rectangle in Fig. 7(a) and Fig. 7(b) has been used for analysis of weak and
strong puffing.

The diameters of the parent decane droplet and the ethanol sub-droplet are Dp = 30µm and Dsub = 4.6µm,
respectively. The number of ethanol sub-droplets in a parent droplet is 19, and therefore the volume fraction of
ethanol is 7.4%. The free-stream air velocity is Ug = 10m/s, the air temperature Tg = 900K, and the ambient
air pressure pg = 1MPa. The droplet Reynolds number is Red = 30. At 1 MPa, the boiling temperature of
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Figure 10. Puffing-enhanced micro-mixing [13]. (a) 〈χ1|Z1〉; (b) budget analysis on 〈χ1|Z1〉 using Eq. 3.

decane and ethanol is 565 K and 425 K, respectively. The superheat limit of ethanol is 477 K. The grid spacing is
∆x = ∆y = ∆z = 0.19µm. The total number of grid points is 243 million.

The droplet heating process prior to puffing is much slower than puffing. Under convective heating, internal
circulation is developed inside an (emulsion) droplet. It was found that under typical flow conditions inside a com-
bustion chamber (Red ∼ 30), the liquid Péclet number is in a transitional regime (100 < PeL < 500). Therefore
models developed for inner-droplet velocity distribution [16, 17] cannot be borrowed to approximate temperature
distribution. A new model was therefore developed [12] to approximate the inner-droplet temperature distribution
and used here to save computational cost on droplet heating.

A mixture fraction, Zi = (Yi − Yi,FAR)/(Yi,CTR − Yi,FAR) [18], has been used to quantify the fuel-vapour/air
mixing without combustion, where i = 1 and 2 indicates the primary fuel decane and the secondary fuel ethanol,
respectively. Setting Yi,FAR = 0 in the far field and Yi,CTR = 1 at the droplet centre, Zi is equivalent to Yi. The
scalar dissipation rate, χ, is used to quantify the micro-mixing and defined as χij = 2Ddiffu∇Zi · ∇Zj , where Ddiffu

is the diffusion coefficient. Therefore χ1, χ2 and χ12 quantify the primary-fuel diffusion, secondary-fuel diffusion and
cross-diffusion of the two fuels in the gas phase.

Figures 8 and 9 present the SDRs doubly conditioned on Z1 and Z2, i.e. 〈χ1|Z1, Z2〉 and 〈χ2|Z1, Z2〉, and the
cross-SDR 〈χ12|Z1, Z2〉 at the initial stage of puffing for weak [Fig. 7(a)] and strong [Fig. 7(b)] puffing, respectively.
It should be noted that the upper limit of the mixture fractions in the figures is bounded by Z1 +Z2 = 1 by definition.
Immediately after the ethanol vapour ejection starts, χ1 and χ2 increase. It is also interesting to see that χ2 is one
order of magnitude bigger than χ1, indicating that strong stratification of ethanol vapour exists in the gas phase
once puffing occurs. Cross-mixing of the decane and ethanol fuel vapour is also evident, as χ12 is negative. The
SDRs in the region of large values of Z2 are due to ethanol vapour ejection, and those in the region of large valued
of Z1 are due to decane evaporation at the parent droplet surface. It should be noted that the upper limit of Y1

and Y2 is the local saturated vapour pressure dictated by the the Clapeyron-Clausius model and 1 due to boiling,
respectively. For strong puffing shown in Fig. 9, the magnitudes of SDRs are larger, and the SDR values are more
strongly disturbed than in Fig. 8 due to multiple ejections and ejected liquid fragments.

Since the primary fuel is decane, puffing effects on χ1 and Z1 are of primary interest. Assuming that the mixing
is dominant in the compressive strain direction [19], the transport equation for χ1 in the mixture fraction space can
be written as

∂χ1

∂t
= 2aχ1︸ ︷︷ ︸

Production

−1

4

(
∂χ1

∂Z1

)2

︸ ︷︷ ︸
Dissipation

+
χ1

2

∂2χ1

∂Z2
1︸ ︷︷ ︸

Primary−fuel
diffusion

+ χ12
∂2χ1

∂Z1∂Z2︸ ︷︷ ︸
Cross−diffusion

+
χ2

2

∂2χ1

∂Z2
2︸ ︷︷ ︸

Seondary−fuel
diffusion

+ Sχ1︸︷︷︸
Evaporation

source

, (3)

where a is the dominant compressive strain rate. The compressive strain rate makes the local gradients steeper,
which contributes positively to the rate of change of the SDR. The dissipation term is always negative. The effect
of the evaporation source term Sχ1 is confined in the vicinity of an evaporating/boiling surface. It is clear from Eq. 3
that the additional terms due to the dissipation rate χ2 and cross-SDR χ12 quantify the direct puffing effects on the
mixing and micro-mixing of the vapour of the primary fuel decane with air.

Figure 10(a) presents the conditional mean SDR 〈χ1|Z1〉 for the weak puffing case. At t = 11.88µs [Fig. 7(a)],
enhanced mixing due to the ejected ethanol vapour is evident in Z1 = 0.1 − 0.25. The other peak in the regions of
large values of Z1 is due to decane evaporation from the parent droplet. At a later time t = 13.20µs, the puffing jet
has already stopped and χ1 becomes much smaller in Z1 = 0.1− 0.25, which indicates that puffing-induced mixing
has weakened. Therefore, puffing enhances mixing in a short period of the ethanol vapour ejection.

The budget analysis in Fig. 10(b) shows the contributions of each conditionally averaged right-hand-side term
in Eq. 3 to ∂ 〈χ1|Z1〉 /∂t. The evaporation source term is not included in the analysis. The production term 2aχ1 is
approximated by 2Sχ1, where S is the norm of the strain rate tensor Sij = 0.5(∂ui/∂xj + ∂uj/∂xi).

It can be seen that the dissipation term is a sink by definition and its magnitude is small. A leading source is
the production term due to the strong strain rate generated by the ejecting ethanol vapour jet. It is interesting to
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note that the cross-diffusion due to χ12 is another leading source that is comparable to the production term. This
indicates that puffing-induced cross-diffusion of the primary and secondary fuels works to increase the magnitude
of χ1 in the full spectrum of Z1. The other two diffusion terms are negative, which represents a generic diffusion
process. At t = 11.88µs, puffing is intense with mixing in progress. The net contribution of all the right-hand-side
terms is negative, which decreases χ1. At a later time t = 13.20µs, the magnitudes of these terms are smaller,
indicating that the puffing jet has stopped and the fuel/air mixing has progressed further.

The same budget analysis was also performed for strong puffing [Fig. 7(b)] (not shown). An important difference
from Fig. 10(b) is that the cross-scalar diffusion due to χ12 now takes the dominant role in enhancing 〈χ1|Z1〉,
whereas in the weak puffing case the production and cross-scalar diffusion are comparable.

Through the above detailed analysis, it is clear that ejection of boiled ethanol vapour initially generates a strong
stratification in the reactive gaseous mixture of decane vapour and air, followed by mixing that homogenises the
stratification. Intermittent ethanol vapour puffing therefore modifies local mixing characteristics around the emulsion
droplet both in time and in space.

Droplet Combustion under Puffing [14]
Figure 11 shows a snapshot of puffing and puffing-induced interaction between ejected ethanol vapour and a
decane-droplet wake flame at t = 9.2µs. Combustion of decane and ethanol is modelled by a global one-step
chemistry mechanism. Six species, i.e. decane (C10H22), ethanol (C2H5OH), O2, N2, CO2 and H2O, are consid-
ered. The other simulation parameters are the same as in the previous subsection. Ethanol vapour ejection starts
at t = 5.5µs following bubble nucleation and growth. The ejected ethanol vapour reaches the flame surface and
interactions between the flame and ethanol vapour start shortly before t = 7.8µs. At t = 9.2µs, the flame shape is
locally stretched and distorted due to the flame/vapour interaction underway.

	
Figure 11. Puffing and puffing-induced interaction between

ejected ethanol vapour and the decane-droplet wake flame at
t = 9.2µs [14]. Red iso-surfaces: Y2 = Yethanol = 0.05 and
0.1. Green iso-surface: parent-droplet surface. Dark green

iso-surfaces: sub-droplet surfaces. Blue iso-surface:
Tg = 1, 800K, illustrating the droplet wake flame. Colour

contours: ethanol consumption rate (mol/m3/s).

	
Figure 12. Temporal traces of flame surface area S, heat
release rate of decane h1 and ethanol h2, and total heat

release rate h [14]. S0 and h0, indicated by the circles, are
used for normalisation.

The global characteristics of the interaction between the puffing and the droplet flame is presented in Fig. 12,
which shows the temporal traces of the normalised flame surface area S/S0, the normalised heat release rates of
the primary fuel decane and the secondary fuel ethanol, and their sum - the normalised total heat release rate. It is
clear that the puffing transiently increases the flame surface area and also the total heat release rate. As diffusion
progresses, the transient effect becomes weaker. The flame surface area reaches a maximum value at t ≈ 9.4µs
and decreases thereafter until the next ethanol vapour pocket arrives. The heat release rate reaches a maximum
value at a later time than t = 9.5µs due to puffing-enhanced-mixing effects on combustion.

A mixture fraction is defined for fuel-droplet evaporation with combustion [18] as Zi = [Yi + (YO2,FAR − YO2)/si]
/(1+YO2,FAR/si) for a one-step global reaction Fi+siO→ (1+si)Pi, where i = 1 and i = 2 denote the primary fuel
decane and the secondary fuel ethanol, respectively. Fi, O and Pi stand for fuel, oxidiser and product, respectively.
si is the ratio of the mass of oxygen consumed per mass of fuel in a stoichiometric reaction. The budget analysis on
the conditional mean scalar dissipation rate 〈χ1|Z1〉 has been performed for the droplet wake flame under puffing
using Eq. 3, and a qualitatively similar trend has been identified to the strong puffing case (without combustion) as
shown in Fig. 7(b).
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Conclusions
This paper reviews our recent work on high-fidelity simulation study on microexplosion and puffing of an emul-
sion fuel droplet, including puffing dynamics and impact of puffing on local fuel/air mixing and emulsion-droplet
combustion. A combined level-set and volume-of-fluid approach has been used for interface capturing, with jump
conditions describing heat, momentum and mass transfer across an interface. The CIP method [4, 5] was found to
be efficient and effective to solve incompressible flow in the framework of compressible fluid, in our case the inter-
action between a compressible gas and incompressible liquid. Therefore boiling and evaporating droplet surfaces,
liquid/liquid interfaces are directly resolved without the use of an adaptive grid.

Microexplosion and puffing dynamics are examined by direct simulation on a water-in-oil (approximated by hex-
adecane) emulsion droplet in a quiescent ambient. The growth of a single bubble, initiated at the oil/water inter-
face, leads to puffing. The bubble burst and the sub-droplet dynamics after puffing jointly determine the oil-droplet
breakup outcome.

After puffing, whether the detachment of a sub-droplet from the parent droplet is in one stage or two stages is
determined by 3 competing mechanisms: (1) shape oscillation of the sub-droplet, (2) thrust generated by boiling,
and (3) pulling effects due to the inertia of the bubble burst. If the sub-droplet is small, the pulling effect is dominant.
The sub-droplet quickly detaches from the parent droplet due to edge regression, and the extent of the droplet
breakup is therefore limited. If the sub-droplet is large, it penetrates into the parent droplet by the thrust. The mutual
interaction between the sub- and parent droplets thus takes a longer time and the degree of breakup is larger.

In both one- and two-stage detachment, edge regression is a key mechanism for the sub-droplet detachment
from the parent droplet. Through edge regression, the boiling surface of the sub-droplet gradually extends until
boiling occurs at the whole oil/water interface, when the sub-droplet detaches itself from the parent droplet. The
dominant mechanism is the Landau-Darrieus instability, which generates closely attached vorticity pairs with oppo-
site signs due to the evaporating mass flux at the boiling surface. These vorticities then works to enlarge the vapour
bubble area in the vicinity of the edge, which can then extend further towards the oil/water interface.

Puffing effects on fuel/air mixing are quantitatively analysed for weak puffing and strong puffing accompanying
ejections of liquid-fuel ligaments in a convective heating flow. The transport equation for the scalar dissipation rate
of the primary fuel decane is used. The two additional terms in the equation due to the dissipation rate χ2 of the
secondary fuel ethanol and cross diffusion χ12 of the two fuels quantify the direct puffing effects on the mixing
and micro-mixing of the vapour of the primary fuel decane with air. The two leading sources are found to be (1) the
production terms due to the strong strain rate generated by ejecting ethanol vapour and (2) the cross-diffusion, which
is much stronger than the production in strong puffing than in weak puffing. The detailed analysis demonstrates that
ejection of boiled ethanol vapour initially generates a strong stratification in the reactive gaseous mixture of decane
vapour and air, followed by mixing that homogenises the stratification. Intermittent ethanol vapour puffing therefore
modifies local mixing characteristics around the emulsion droplet both in time and in space.

Using a global one-step chemistry mechanism, puffing effects on a droplet wake flame are investigated. The
flame surface area and heat release rate are increased due to impact of ejected ethanol fuel vapour on the droplet
flame. Budget analysis is also performed on the transport equation for the scalar dissipation rate χ1, and a similar
trend is found to the above non-reacting strong puffing case.
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Abstract
The present study shows the effects of Stokes number on the modeling of collisional interfacial area production
terms within the Σ-Y model. This model can be employed for CFD simulations of high Weber and Reynolds number
sprays using a RANS turbulence modeling. Within the model production of interfacial area is assumed to result from
turbulent stretching and turbulent droplet collisions. The modeling of collisional processes requires the calculation
of a characteristic turbulent collision velocity. In the present work this velocity was determined under consideration
of Stokes number effects leading to turbulent droplet velocity fluctuations attenuated with respect to the gas phase
fluctuations and including partial correlation between the velocities. The influence of this new modeling approach
is tested within a 2D spray simulation by comparing the Sauter mean diameters observed to the ones obtained by
employing the modeling approaches proposed in the literature which do not consider any Stokes number effects.
The reduced collision velocites in the new modeling lead to higher values for Sauter mean diameters in the spray.

Keywords
CFD, eulerian spray modeling, stochastic collision modeling

Introduction
High Weber and Reynolds number sprays, as to be found in Diesel fuel injection or rocket fuel injection, can be
modeled by the Σ-Y Eulerian spray atomization model, originally proposed by Vallet et al. [1]. Here, a transport
equation for the liquid mass fraction Y (instead of a transport equation for liquid volume fraction) is employed and
another transport equation for Σ describing the evolution of volumetric interfacial area (dimension 1/m). Liquid and
gas are assumed to have identical velocities for the bulk flow. Thus, only one set of momentum equations is sufficient
to describe the two-phase flow. Mixing of liquid and gas is performed by turbulent diffusion only. Considering sprays
with high Weber and Reynolds numbers, the large scales are assumed to be independent of small scales. Thus,
the momentum equations do not feature any effects of surface tension nor laminar viscosity. In the Σ-Y model,
source and sink terms within the Σ-equation are assumed to arise from turbulent fluctuations of the flow, which lead
to turbulent breakup, turbulent droplet collisions leading to fragmentation or coalescence, or turbulent stretching.
Employing a RANS eddy viscosity model, as proposed as one alternative by various authors, see for example
[1, 2, 3], the Favre averaged transport equations for liquid mass, momentum and interfacial area can be stated as
follows:

∂ρỸ

∂t
+ div

(
ρỸ ũ

)
= div

(
ρ
νt

Sct
grad

(
Ỹ
))

(1)

∂ρũi
∂t

+ div (ρũiũ) = div (ρνt grad (ũi)) (2)

∂Σ

∂t
+ div

(
Σũ
)

= div

(
νt

Sct
grad

(
Σ
))

+ Σ̇P − Σ̇D (3)

Here, Sct is the turbulent Schmidt number, and Σ̇P and Σ̇D describe the production and destruction terms for the
Σ equation, respectively. According to Vallet et al. [1], production and destruction of Σ are comprised of two
mechanisms:

Σ̇P,TS = AΣ (4)

Σ̇P,Coll =
Σ

τcoll

(
1− Σ

Σeq

)
(5)

The first mechanism, see equation (4), describes the turbulent stretching of the interface. A is a production rate,
proportional to the local velocity gradient. The second one, see equation (5), represents the combined production
and destruction of interfacial area by droplet collisions. Here, τcoll is a characteristic collisional production time,
depending on the relative velocity and spacing between droplets, and Σeq is the equilibrium value for interfacial
area. The mathematical form in equation (5) has been adopted in several publications of other authors, see for
example [2, 3, 4, 5, 6, 7, 8]. However, different formulations for the modeling of τcoll and Σeq exist.
Within the present study, a discussion about the modeling of the collisional time τcoll and equilibrium value Σeq for
the application in the Σ-Y Eulerian model is given, concerning the velocity scale to be chosen.
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Modeling of collisional time scales and equilibrium values: state of the art

Characteristic collision time

Vallet et al. propose in [1] the following value:

τcoll,Vallet = Cτ,Vallet
n− 1

3

∆u
. (6)

In equation (6), n is the local number density of droplets. It can be derived under the assumption that the interfacial
area is composed of identical droplets. Their correspdonding Sauter mean diameter can be obtained in the following
way:

d32 =
6ρY

ρliqΣ
(7)

For further details, see [1]. n− 1
3 is the local mean distance of two droplets. ∆u is a characteristic collision velocity,

defined as

∆u =
(
εn− 1

3

) 1
3
. (8)

The collision velocity is thus represented by the gas phase velocity fluctuations of a turbulent eddy of size n− 1
3 .

Cτ,Vallet is a constant. Vallet et al. propose in [1] a value of Cτ,Vallet = 1.0 . . . 1.35, whereas Demoulin et al. [6] use
a value of Cτ,Vallet = 0.3, see [6].
Beau et al. [5] propose another formulation for the characteristic collisional time inspired by stochastic droplet
collision modeling. The collision velocity is set to the rms value of turbulent gas phase fluctuations:

τcoll,Beau =
1√

∆uΣ
and ∆u =

√
2

3
k. (9)

Equilbrium value of interfacial area

Vallet et al. [1] derive an expression for an equilibrium diameter by evaluation of an energy balance of two identical
colliding droplets. It is assumed that all kinetic energy with respect to the center of mass of the system of colliding
droplets is converted into surface energy after collision. Thus, an equilibrium diameter can be obtained, which can
be transformed into an equilibrium value of interfacial area by equation (7). This finally leads to

deq = Ceq,Vallet
2σ

3
5 l

2
5
t

k
3
5

(ρY )
2
15

ρ
11
15
liq

(10)

According to [1], the value of the constant is Ceq,Vallet = 1.2. In [6] one can find Ceq,Vallet = 1.0 and in [3] a value of
Ceq,Vallet = 2.5 is chosen.
Beau et al. [5] propose another formulation for the equilibrium value of interfacial area. They assume that an
equilibrium diameter can be determined according to an equilibrium collisional Weber number, defined as

Weeq =
ρliq∆u2d32

σ
and ∆u2 =

2

3
k (11)

A value for the equilibrium Weber number is not proposed in [5], but Lebas et al. [2] propose a value of Weeq = 12
using the same modeling approach.
A confirmation that a drop size distribution undergoing turbulent collisions tends to an equilibrium Weber number
was given in [9].

Modeling of collisional time scale and equilibrium value: present approach
Within the modeling approaches presented above, effects of particle inertia are not considered, which may have
an influence on the turbulent fluctutations of the droplet phase and the relative velocity between droplets: Particles
dispersed in a turbulent flow react to turbulent velocity fluctuations of the surrounding fluid on different time scales,
depending on their turbulent Stokes number. The latter is defined as the ratio of particle relaxation time and a
turbulent time scale. Under assumption of an exponential spatial or temporal correlation function for the fluid velocity,
Levins and Glastonbury (temporal) [10] and Williams and Crane (spatial) [11] could derive an expression for the
mean square turbulent velocity fluctuation of component i of a particle depending on the corresponding velocity
fluctuation of the surrounding fluid and the particle’s turbulent Stokes number:

u2
p,i

u2
f,i

=
1

1 + Stt
(12)

with

Stt =
τp
Tt

and τp =
ρpd

2
p

18µ
(assuming Stokes drag) (13)
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Since the particles will be influenced mainly by the most energetic large turbulent structures, Tt is chosen as
the integral turbulent time scale. Considering equations (12) and (13), small particles tend to follow the turbulent
fluctuations ideally, whereas large particles are not affected by turbulent fluctuations. The collisional velocity needed
is the relative velocity between droplets, calculated as the absolute value of the velocity difference vectors of two
droplets:

∆u2
p =

3∑
i=1

(up,1,i − up,2,i)
2 (14)

=

3∑
i=1


uncorrel.︷ ︸︸ ︷

u2
p,1,i + u2

p,2,i−2

correl.︷ ︸︸ ︷
up,1,iup,2,i

 (15)

Thus, the velocity difference between two particles consists of an uncorrelated and a correlated part. Taking into
account the definition of turbulent kinetic energy, the uncorrelated part can be specified as(

∆u2
p

)
uncorrel.

=
4k

(1 + Stt,1) (1 + Stt,2)
. (16)

The correlation term is evaluated for a high density ratio between particle and gas phase and the application of a
suitable form for the covariance of the fluid velocity surrounding the particle, see [11]. Williams and Crane finally
calculate the following universal expression for the ratio of the mean square of particle relative velocity to the mean
square of fluid velocity fluctuations, applicable to the whole Stokes number range:

∆u2
p,i

u2
f,i

=
(St1 + St2)2 − 4 St1St2

[
1+St1+St2

(1+St1)(1+St2)

]0.5
(St1 + St2) (1 + St1) (1 + St2)

(17)

A droplet distribution is not known within the Σ-Y model, but a local Sauter mean diameter. Thus, the turbulent
Stokes numbers are set to be equal for both droplets. Furthermore, individual droplet velociy components are not
known and isotropic turbulence is assumed leading to the following absolute value for the mean square of particle
relative velocity:

∆u2
p =

2 St

1 + St2

(
1− (1 + 2 St)0.5

1 + St

)
· 2k (18)

In Figure 1, a graphical representation of the mathematical relationship between Stokes number and particle velocity
fluctuation for the case of identical droplets is shown representing equation (17). It can be seen that small Stokes
numbers lead to well correlated velocities between droplets since they simply adjust to the gas phase fluctuations.
With increasing Stokes numbers the velocity correlation diminishes leading to higher relative velocites between
droplets. A maximum value of ∆u2

p/2k ≈ 0.13 is reached at about St = 3.5. For higher values of the Stokes number
the influence of turbulent gas phase fluctuations on the motion of particles decreases, which reduces the velocity
fluctuations of the droplets and hence the relative velocity between them.

Mean square droplet relative velocity

10-1 100 101 102 103
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10-2

10-1

100

Figure 1. Dependency of particle relative velocity on turbulent Stokes number for identical droplets [11]

Using the stochastic modeling approach for the turbulent collision process within Σ-Y model, as proposed in [5],
the characteristic collisional time can finally be stated as

τcoll,present =
1√

∆u2
pΣ

. (19)
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The equlibrium value for interfacial area is modeled by the definition of an equilibrium collisional Weber number,
similar to [5]. But in the new approach presented here the velocity is set according to equation (18):

Weeq,present =
ρp∆u2

pd32

σ
(20)

In the following sections of this paper the results of CFD simulations for the different modeling approaches introduced
above are presented. Attention is given to the influence of the velocity scale on the resulting droplet diameters.

Set-up of the CFD spray simulations
The C++ library OpenFOAM v2.3.0 is used to solve the discretized partial differential equations describing the
governing equations for the spray. The dimensions of the computational domain are adopted from [3]. Both, liquid
fuel and gas are modeled as incrompressible fluids since the investigation of effects of compressibility are not part
of this study. Evaporation is not considered. A k-ε turbulence model is used with standard values for all constants.
Simulations of spray injections for the three different modeling approaches of Vallet et al. [1], Beau et al. [5] and the
present one including Stokes number effects are performed. The constants for the collisional production rate and
equilibrium value within Vallet et al.’s modeling are set to Cτ,Vallet = 0.3 and Ceq,Vallet = 2.5, respectively. These
values are similar to the ones used in [3]. Concerning the transport equation for interfacial areaΣ only the collisional
interfacial area production terms are investigated. All other production terms are switched off. The liquid is injected
with a homogeneous velocity (block profile) of vinj = 350m/s over 6 cells, which corresponds to a nozzle diameter
of dnozzle = 112µm.

Results and discussion
The results obtained for the different modeling approaches of collisional surface production terms are presented. In
all figures, the data shown correspond to a time of t = 1000µs after start of injection.

Turbulent Stokes number on spray axis
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Figure 2. Results of CFD spray simulation showing the axial (top) and radial (bottom) distribution of turbulent Stokes numbers if
the collisional surface production terms proposed in Vallet et al. [1] and Beau et al. [5] are used.

Stokes number distribution within the spray

Taking into account Stokes number effects for the modeling of collisional surface production terms within Σ-Y
model leads to a modification of the corresponding collisional velocity scale. For example, the maximum possible
ratio of the particle relative velocity used in the present modeling and the one proposed by Beau et al. [5] is
∆up,present/∆up,Beau ≈ 0.63.
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In order to show the range of Stokes numbers present in a spray, the distribution of turbulent Stokes number along
the spray axis and the radial distribution of Stokes number at two different axial positions are presented in Figure
2. The modeling approaches of Vallet et al. and Beau et al. are applied, which do not consider any Stokes number
effects. The simulations show that Stokes numbers in most of the spray reach from St ≈ 3 ·10−4 . . . 2 ·10−2. Hence,
the consideration of Stokes number effects would lead to significantly decreased collisional velocities, see Figure 1
or equation (18). The impact of these effects on the Sauter mean diameter distribution within a spray is investigated
in the following paragraph.

Evolution of Sauter mean diameter

The reduction of collisional relative velocities between particles, if Stokes number effects are considered (new
approach presented here), leads to increased collisional time scales, see equation (19), and increased equilibrium
droplet diameters, see equation (20), in comparison to the modeling approach by Beau et al. [5]. This behavior
can be observed in Figure 3, which presents the evolution of Sauter mean diameter along the spray axis (left) and
the radial distribution of Sauter mean diameter at an axial distance of x = 25 mm from the nozzle (right) for the
three different modeling approaches. The results show that at x = 0 mm the Sauter mean diameter for all modeling
approaches is identical (d32 ≈ 60µm) which satisfies the boundary value set for Σ at the nozzle exit. The modeling
of Beau et al. [5] features the lowest values for d32 concerning both the axial and radial distribution. Regarding the
values on the spray axis it can be observed that after an initial shrinking of d32 to a value of about d32 ≈ 0.2µm near
the nozzle, Sauter mean diameters are increasing to values of about d32 ≈ 3µm. Qualitatively, the same trend is
obtained for the present modeling approach but at significantly higher values of d32: After a shrinking to d32 ≈ 4µm,
droplet diameters increase to d32 ≈ 40µm. The evolution of Sauter mean diameter observed on the axis for both
modeling approaches is a result of decreasing values of turbulent kinetic energy with increasing axial distance from
the nozzle. Collisional velocities used in both modeling approaches and hence equilibrium droplet diameters are
mainly determined by this turbulent quantity, cf. equation (11), (18) and (20). The shift between the modeling of
Beau et al. and the one presented here stems from the same fact: Since the approach of Beau et al. features lower
collisional velocities than the new one, equilibrium droplet diameters calculated are lower for Beau et al.’s modeling
than for the new approach presented here.
Sauter mean diameters obtained by Vallet et al.’s modeling [1], which features a quite different calculation of colli-
sional velocity scale and equilibrium value for Σ and d32 respectively, lie in between the values obtained with the
modeling of Beau et al. and the new approach presented here. Droplet diameters initially decrease to a value of
d32 ≈ 4µm at x ≈ 12 mm but then increase to a value of d32 ≈ 10µm showing the same trend already described
for the other modeling approaches.
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Figure 3. Evolution of Sauter mean diameter along spray axis (left) and radial distribution of Sauter mean diameter at x = 25mm
(right)

Concerning the radial profile Sauter mean diameters slightly increase when leaving the spray axis. Within Vallet
et al’s approach this behavior corresponds to decreasing values of turbulent dissipation rate. For the modeling
approaches of Beau et al. and the one presented here decreasing values of turbulent kinetic energy are reasonable.
The shift in Sauter mean diameters goes along with a shift in turbulent Stokes number, which is presented in Figure
4. The Stokes numbers observed with the new modeling approach are higher than for the modeling approaches of
Vallet et al. and Beau et al., cf. Figure 2 in most of the spray. However, Stokes numbers are between St ≈ 0.3 . . . 0.5
which still allows the assumption of turbulence induced collisions and hence the application of the present modeling
approach to the Σ-Y model.

Conclusions
In the present study, the modeling of collisional velocities applicable to the collisional interfacial area production
terms within the Σ-Y model was investigated. Two different modeling approaches proposed in the literature were
compared against an alternative modeling approach presented here, which includes the influence of Stokes number
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turbulent Stokes number on spray axis
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Figure 4. Turbulent Stokes number on the spray axis for the new modeling approach considering Stokes number effects

on the collisional velocity in contrast to the other approaches. It was found that Sauter mean diameters obtained
wiith the new modeling approach were larger than the ones calculated if the modeling approaches proposed in the
literature were employed.
The modeling approach of Beau et al. and the one presented here are physically similar but differ in the calculation
of the actual value for the collisional velocity. The reduced collisional velocities obtained with the new approach
(including Stokes number effects) lead to increased values of collisional time scales and equilibrium values for
Sauter mean diameters. This again results in increased values for the actual Sauter mean diameters, which are
only slightly different from the equilibrium.
Vallet et al. assume a different approach for calculating the collisional velocity and equilibrium Sauter mean diam-
eter. Thus, their approach and the new one presented by the authors was not compared in terms of a superior
applicability to the Σ-Y model. However, diameters obtained with the new approach roughly have the same order of
magnitude as the ones calculated by Vallet et al.’s approach, which has already been successfully applied to spray
simulations, see for example [3, 12]. Therefore, an indication of the general applicability of the new modeling for the
collisional interfacial area production within the Σ-Y model is given.
The new modeling introduced here is supposed to represent an alternative to the modeling approaches of Vallet
et al. and Beau et al. But further work is needed to achieve a validation of the modeling proposal, which will be
conducted in a continuing study.

Nomenclature
Roman letters

A production rate of interfacial area by turbulent stretching [s−1]
C numerical constant [-]
d32 Sauter mean diameter [m]
k turbulent kinetic energy [m2 s−2]
l length [m]
n droplet number density [m−3]
Sc Schmidt number [-]
T time scale [s]
t time [s]
u velocity [m s−1]
Y liquid mass fraction [-]

Greek letters

ε turbulent dissipation rate [m2 s−3]
µ dynamic viscosity [kg m−1 s−1]
ν kinematic viscosity [m2 s−1]
Σ volumetric interfacial area [m−1]
σ surface tension [kg s−2]
ρ density [kg m−3]
τ characteristic time [s]

Subscripts

coll. collisional
eq at equilibrium
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f fluid
inj injection
liq liquid
i in direction i
noz. nozzle
P production
p particle
D destruction
t turbulent
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Abstract
A new approach to modelling the interaction between droplets and the carrier phase is suggested. The new model is
applied to the analysis of a spray injected into a chamber of quiescent air, using an Eulerian-Lagrangian approach.
The conservative formulation of the equations for mass, momentum and energy transport is used for the analysis
of the carrier phase. The dispersed phase is modelled using the Lagrangian approach with droplets represented by
individual parcels.
The implementation of the Discontinuous Galerkin method (ForestDG), based on a topological representation of the
computational mesh by a hierarchical structure consisting of oct- quad- and binary trees, is used in our analysis.
Adaptive mesh refinement (h-refinement) enables us to increase the spatial resolution for the computational mesh
in the vicinity of the points of interest such as interfaces, geometrical features, or flow discontinuities. The local
increase in the expansion order (p-refinement) at areas of high strain rates or vorticity magnitude results in an
increase of the order of the accuracy of discretisation of shear layers and vortices.
The initial domain consists of a graph of unitarian-trees representing hexahedral, prismatic and tetrahedral elements.
The ancestral elements of the mesh can be split into self-similar elements allowing each tree to grow branches to an
arbitrary level of refinement. The connectivity of the elements, their genealogy and their partitioning are described by
linked lists of pointers. These are attached to the tree data structure which facilitates the on-the-fly splitting, merging
and repartitioning of the computational mesh by rearranging the links of each node of the tree. This enables us to
refine the computational mesh in the vicinity of the droplet parcels aiming to accurately resolve the coupling between
the two phases.

Keywords
Droplets, Sprays, Vortex Rings, Discontinuous Galerkin, Adaptive Mesh Refinement.

Introduction
The need to accurately model the interaction between droplets and carrier phase (coupling) in various engineering
applications is well known [1]. Although various approaches to modelling this coupling have been suggested [1, 2,
3, 4, 5], this problem is far from being solved. The main focus of this paper is on the description of the new approach
to this coupling and the application of this approach to modelling realistic sprays in gasoline-engine-like conditions.
This new approach is based on the application of the adaptive mesh refinement in the vicinity of the droplet parcels.
The Discontinuous Galerkin (DG) method [6, 7, 8, 9] is used for solving the equations for the carrier phase. The
latter method combines high order accuracy with the ability to handle complex geometries described by hybrid
unstructured meshes by incorporating a minimal computational stencil. However, the computational efficiency of
this method (alongside the spectral volume [8, 10] and spectral difference [8, 11, 12] methods is generally believed
to be inferior to more commonly used methods as the Finite Differences (FD) and the Finite Volume (FV)[13, 14]
methods.
Solution adaptive refinement strategies of h/p–type can reduce the computational time for high resolution simulations
of complex flows, using various methods, including the DG method, without compromising numerical accuracy
[15, 16, 17, 18, 19, 20]. These refinement strategies result in irregular meshes with hanging nodes and polynomial
approximations of different orders across the elements [6]. These issues can be effectively dealt with by the DG
method. This makes this method ideal for handling irregular meshes with hanging nodes.
In this paper a new mesh adaptive implementation of the Discontinuous Galerkin methodology is suggested. This
implementation allows on the fly local h/p refinement and de-refinement of the computational mesh [21]. The
development of a new computational code (ForestDG) based on a hierarchical representation of a Forest of binary,
quad- and oct- trees, is described. The accuracy and performance of the new code are assessed. The preliminary
results of its application to modelling gasoline fuel sprays are described.

Governing equations
The Eulerian-Lagrangian approach is used for the description of the two phases. The droplets are suspended in the
carrier gas phase and are modelled using the Lagrangian approach. The carrier phase is modelled as an Eulerian
flow field, described by the state vector U(x, t), which contains the values of density, momentum and energy at
each position of the computational domain x at time t. The model is developed for a general case of compressible

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0).
EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA

448

http://dx.doi.org/10.4995/ILASS2017.2017.4671
mailto:a.papoutsakis@brighton.ac.uk


ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain

flow and the effects of turbulence are taken into account using the standard LES approach. The Favre averaging
operator (̃·) = ρ(·)/ρ is used for the separation of the small turbulent fluctuations from the large ones. The state
vector for the Favre averaged velocity u and specific energy e is defined as Ũ(x, t) = (ρ, ρũ1, ρũ2, ρũ3, ρẽ). The
conservation of mass, momentum and energy [22] provides the set of the governing equations for the turbulent
compressible flow of the carrier phase, in the following strong conservative form for Ũ:

∂Ũ

dt
+∇ · finv

(
Ũ
)
− 1

Re
∇ · fvis

(
Ũ, Θ̃

)
= wd

(
Ũ
)
, Θ̃ = ∇faux

(
Ũ
)
, (1)

where wd is the vector of the source terms stemming from the two way coupling for the momentum and energy
transfer between the carrier and the discrete phase, finv is the 5× 3 tensor of the inviscid fluxes and fvis is the 5× 3
tensor for the viscous fluxes, defined as:

finv =

 ρũj

ρũiũj + pδi,j
(ρẽ+ p) ũj

 , fvis =

 0
2 (µ+ µt)S

∗
i,j

2 (µ+ µt) ũiS
∗
i,j

 , wd = −

 0
ndfdi
ndfdj ũj

 , faux =

 0
ũi

ẽ

 . (2)

S∗ij =
1

2

(
∂ũj

∂xi
+
∂ũi

∂xj

)
− 1

3
δij
∂ũk

∂xk
is the traceless rate of strain tensor related to the viscous stress tensor τij =

2µS∗ij , with µ being the local non-dimensional viscosity of the gas face. The viscous fluxes are evaluated from

Θ̃ which contains the spatial gradients of Ũ as Θ̃ij =
∂Ũi

∂xj
. Θ̃ is the divergence of the state vector Θ̃ = ∇Ũ

and constitutes a set of auxiliary variables which is solved separately. Equations (1) are the coupled form of the
governing equation for X̃ =

[
Ũ, Θ̃

]
.

The contribution of the sub-grid scales, not accounted by the spatially filtered state vector, is taken into account by
the turbulent viscosity term µt in the definition of the viscous fluxes in Equation (2). This term is approximated using
the standard Smagorinsky model:

µt = ρ̃(cs∆)2|S̃ij | , (3)

where cs is the Smagorinsky constant assumed equal to 0.1, ∆ = V 1/3
m is the filter width assumed equal to the

characteristic length of the computational element, and |S̃ij| =

√
2S̃ijS̃ij is the magnitude of the resolved rate of

strain tensor. Equation (1) is non-dimensionalised over the characteristic length of the flow, gas dynamic viscosity
µg at the ambient conditions. The Reynolds number of the flow is estimated as Re = ρgcL/µg, where c is the
velocity of sound.
The discrete phase is modelled as parcels of droplets with diameters dd and velocities vd. The effect of the dis-
persed phase on the energy and momentum of the carrier phase is modelled as the source term wd in Equation
(2). nd is the droplet number density. The term fi in Equation (2) is the force acting on each individual droplet in the
parcel. Assuming that the flow is Stokesian, the expression for the drag force can be presented as:

ndfd = nd
3πddµ

Re
(ũ− vd) . (4)

Note that in some cases considered later Red > 1 when the Stokesian approximation is not strictly valid. In these
cases the results of our analysis can be used for qualitative but not quantitative description of the process.
The trajectories of droplets are described by the following equations:

dxd

dt
= vd, dvd = fddt+

(
kt
τt

)1/2

dWt , fd =
18µ

Red2
dρl

(ũ− vd) . (5)

The term dWt represents the increment of the Wiener process, which introduces the stochastic component for the
motion of the dispersed phase to model the effect of the unresolved turbulent scales to the droplet trajectories. In the
case of equilibrium, the subgrid turbulent kinetic energy term kt is evaluated from the ‘production equals dissipation’
assumption as kt = 2∆2c4/3

s S̃ijS̃ij . The term τt is the time scale of the interaction between the droplet and the

turbulent motions modelled as τt = τ1.6
d

(√
kt

∆

)0.6

[23].

Discretisation of the equations
We consider the discretisation of the computational domain Ω into N elements Em (Ω = ∪Em). A weak formulation
of the governing equations is derived by multiplying the conservative forms of these equations with a test function
w (x) and integrating them over the element. In the Galerkin context, the test function is taken from the same set of
polynomial basis functions as used for the interpolation of the state vector X̃. The interpolated distribution Xm

h for
X̃ is defined for each element Em as the weighted sum of Np polynomial basis functions:

Xm
h =

Np∑
i=1

cm
i (t)bi(x) , for m = 1, Np , (6)
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where p is the maximum degree of the basis functions. In this expansion, the solution coefficients ci(t) are the
degrees of freedom. bi(x) is the tensor product of the Legendre polynomial basis functions in the three spatial
dimensions. The integral formulation of Equations (1) is expressed as:∫

Em

bi
∂Um

h

∂t
dE +

∮
Sm

bif (Um
h ) · ndS −

∫
Em

∇bi · f (Xm
h ) dE =

∫
Em

biw
m
d dE for i = 1, Np, m = 1, N , (7)

∫
Em

biΘ
m
h dE =

∮
Sm

bifaux (Um
h ) · ndS −

∫
Em

∇bi · faux (Xm
h ) dE for i = 1, Np, m = 1, N , (8)

providing a set of Np ×N equations for cm
i (t).

The surface integrals are defined on the surface of the element Sm = ∂Em with n defined as the outward normal
unit vector. In the weak formulation presented in Equation (7), the flux f represents both the viscous and inviscid
fluxes in Equation (1) as f = finv − (1/Re) fvis; the flux faux was defined in Equation (2). In the DG context we do
not require the continuity of the interpolated variables across the element faces. Thus the values of Um

h and Θm
h

on the faces Sm are defined twice. The conservation of fluxes at the boundaries of the elements infers from the
approach to the evaluation of the surface integrals used in our analysis. In the Local Lax-Friedrichs (LLF) scheme
for the evaluation of viscous fluxes the signs of surface sides of the elements (refered to as minus (−) or plus (+))
are introduced.
Calculating the fluxes from one of the two sides for the adjoin elements guarantees the conservation properties of
the scheme. Specifically for the LLF scheme the surface integrals for fvis and faux in Equation (1) are evaluated
from the opposite sides, enhancing the stability of the scheme, and reducing the stiffness of the problem since:

fvis = fvis
(
U−

m
h ,Θ

−m
h

)
, faux = faux

(
U+m

h

)
. (9)

The inviscid flux finv is evaluated from the mean value of the variables on the two face sides {Um
h }, where an

artificial diffusion term, proportional to the jump of the fluxes on the bounding surface [[Um
h ]], is introduced via the

equation:

finv = finv ({Um
h }) +

c

2
[[Um

h ]] , (10)

where c is defined as ci = max
(
|f ′inv(U−i )|, |f ′inv(U+

i )|
)

in the local Lax-Friedrichs scheme.
The volume and surface integrals in Equations (7) and (8) are defined in the physical space. The integrals are
evaluated in the transformed domain for the canonical elements using the Legendre-Gauss quadrature rule and the
Jacobian of the transformation [24].

Mesh representation
Unstructured, conforming grids are represented using a finite serial addressing of the cells with each cell determined
by the address of it’s vertices. The connectivity of the cells is then defined by appointing the numerical addresses
of the neighbouring cells to each face. In our case, the serial array of the cells is substituted by a graph of elements
forming a forest of nodes.
Each node refered to as tree node contains all the pointers needed to define a cell by its relative relations rather than
its address in a global addressing system. This scheme provides the versatility of adding or removing nodes and
manipulating the relations between the nodes by maintaining the relative relations of the node without interfering to
the addressing scheme of the remaining nodes. A node is accessed by a dynamic linked list structure, naming an
arbitrary node as the "first" node of the mesh. By assigning a "next" node for every cell we can go through all cells
of the grid. This is achieved by advancing to the "next" node each time starting from the "first" as shown in Figure
1(Left). The tree in our implementation is a data structure that contains all necessary information needed for the
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Figure 1. Left: Example of hybrid unstructured mesh and the corresponding graph. Right: Prismatic and hexahedral cells are
split into four cells; the nodes of the adapted mesh are repartitioned by introducing the new nodes to the local element lists and

the connectivity pointers are re-defined.

definition of the relative relations of the cell and also its geometrical characteristics, i.e. the nodes, the edges and

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0).
EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA

450



ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain

the faces. A node of the graph can be split furnishing a tree of nodes while a single node is perceived as a unitarian
tree. An example of a developed forest is shown in the figure 2.
The actual solution vector X is stored at a special data structure of the tree node, named leaf. The leaf contains the
characteristic coefficients of the basis functions used for the description of the conservative variables, the element
Jacobian matrix, the mass matrix and the matrices used for the calculation of the derivative and basis values
at the face and volume quadrature points. Eventually, the leaf data structure contains all the memory consuming
information that describes the actual field. In the ForestDG implementation, the initial unrefined mesh is transformed
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Figure 2. A forest of oct-trees representing a tree dimensional adapted topology.

into a graph representation and the nodes are partitioned using the METIS [25] graph domain decomposition library.
In the event of splitting a tree, a number of new nodes, allocated by the kids[ikid] pointer array, are created

Figure 3. Left: Oct tree splitting of a hybrid unstructured mesh. Node 0 is split to level 5 resulting in a 4736 element grid starting
from 18 initial nodes; blue, green, yellow and red represent the mapping of the four different partitions. Right: Examples of

projecting the solution during merging and spliting cells for the manufactured solution used for testing the order of accuracy of the
discretisation.

depending of the type of splitting maintaining the hierarchical structure of the forest of trees. A quad tree type of
splitting results in four children, an oct-tree splitting results in eight children. The parent node is removed from the
linked list that controls the accessing of the cells and replaced by the children nodes. The parent node is removed
from the linked list and replaced by the kids.
When a cell is split into a number of kids or when a set of kids merge to a bigger cell, the solution has to be projected
to the new cells. In order to achieve this, the position of the existing quadrature points must be identified in the new
geometry as shown in the Figure 4 (Left). Since the basis of the interpolation is evaluated in the computational space
which spans from −1 to 1, the coordinates for the quadrature points need to be transformed in the computational
space. The transformation of the ith canonical coordinate for each kid ηkidi to the canonical coordinates of the
parent ηi has the general form:

ηi = ai,kid1,2,3η
kid
1 ηkid2 ηkid3 +bi,kid1,2 ηkid1 ηkid2 +bi,kid1,3 ηkid1 ηkid3 +bi,kid2,3 ηkid2 ηkid3 +ci,kid1 ηkid1 +ci,kid2 ηkid2 +ci,kid3 ηi,kid3 +di,kid , (11)
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where the coefficients akid, bkid, ckid and dkid are calculated for each kid depending on its position and shape in
the canonical space as shown in the left column of the Figure 4 (Left). For prismatic cels the above expression
simplifies to:

η1 = b1,kid1,2 ηkid1 ηkid2 + c1,kid1 ηkid1 + c1,kid2 ηkid2 + d1,kid, η2 = c2,kid2 ηkid2 + d2,kid, η3 = c3,kid3 ηkid3 + d3,kid , (12)

and for hexahedral cells is expressed as:

η1 = c1,kid1 ηkid1 + d1,kid, η2 = c2,kid2 ηkid2 + d2,kid, η3 = c3,kid3 ηkid3 + d3,kid . (13)

The 3× 3 system in Equation (12) is linear quadratic while Equations (13) are linear. Both systems can be reversed
analyticaly and we can obtain the reverse transformation. The Newton-Raphson method is used for reversing the
system in Equation (11) for the tetrahedral elements shown in Figure 4 (Left). The forward transformation is used
for projecting the solution of a parent to the quadrature points of a kid and the reverse transformation is used for
projecting the solution of a parent at the quadrature points of a kid. The above transformations are also used for the
evaluation of the fluxes for non-conformal faces. Non-conformalities arise due to changes of the expansion order
because of p-refinement or due to hanging nodes from h-refinement or form a combination of both as shown in
Figure 4 (Right). A smoothing pass assures either 2:1 or 1:2 non-conformalities, (1:4 in three dimensions). No such
restriction is applied for the change of the order p.
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Figure 4. Left: Canonical space transformations for hexahedral, prismatic and tetrahedral elements. Right: Types of
non-conformalities encountered in h/p adaptive cases.

Hexahedral elements are split into eight self similar children so that one node is positioned on the vertex of the
higher level cell, three nodes are positioned at the midpoints of the adjacent edges, three nodes are positioned on
the tree adjacent faces centroids and a final node is positioned at the higher level hexahedral centroid as shown
in the Figure 5(Left). The numbering of the children follows the numbering of the higher level cell vertices so that
the 1st kid is adjacent to the 1st vertex of the cell an so on. For prismatic elements, splitting leads to self similar
elements and the cell numbering follows the vertex numbering of the higher level cell with the exception of the 7-th
and 8-th children which are placed along the core of the prism with reversed orientations, as shown in the Figure 5
(Right). Having split the cells to the required resolution, the connectivity of the cells needs to be remapped. This is
achieved by tracking the neighbouring cells, neighbouring faces and the orientation of these faces. An example of
connectivity tracking for two high level adjacent cells A and B is shown in the Figure 5, in which cells A and B have
the same orientation. The relative orientation of two cells is characterized by two parameters: the face numbers
and the relative angle between the faces. For the i-th kid of the higher level cell A the neighbouring cell is opposite
to the i-th cell B, which is described by the following pointer assignment:

A− > kids[i]− > neig[ifcA] = B− > kids[Op[i, ifcA]] , (14)

where ifcA is the face of the element A that is shared with B. The arrayOp is a transformation operator that provides
the kid opposite to kid i relatively to face ifcA. In the general case, however, the neighbouring ancestral cells do
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Figure 5. Left: Tracking of a neighbouring element and neighbouring face at a hexahedral to hexahedral connectivity instance.
Right: Tracking of a neighbouring element and neighbouring face at a prism to prism connectivity instance.

not have the same orientation. As a result, the connectivity is calculated in steps of transformations shown by the
following pointer assignment:

A− > kids[i]− > neig[ifcA] = B− > kids[Op[Tr[i, ifcB , angB ], ifcA]] , (15)

In this expression, operator Tr remaps the kid address i for element B into a coordinate system parallel to the
coordinate system of element A. This transformation aims to align the orientation of the neighbouring cells.

Assessment of the accuracy of the discretisation
The method of manufactured solutions is used for the investigation of the order of accuracy of the DG discretisation.
A two-dimensional manufactured solution shown in Figure 3 (Right) is used. The flow is assumed to be unidirectional
in the z-axis and is described as:

ρ = 1.0; p = 1.0; T = 1.0; u = 0, v = 0, w(x, t) = w0 (1− cos(4πx)) (1− cos(4πy)) . (16)

Introducing this flow field into the governing equations we obtain analytical expressions for the residuals. These
residuals are introduced as source terms in the governing equations to sustain the manufactured solution. The
error of the numerical solution, compared with the exact solution in Equation (16), is expressed by the L2 norm
which is computed as [26]:

L2 =

(
1

VΩ

N∑
m=1

∫
Em

(u− uexact)2dV

)1/2

. (17)

The maximum order of accuracy is p+ 1 for basis functions which are polynomials of degree p.
As can be seen in Figures 6, the L2 norm of the error between the manufactured solution and analytical expression
in Equation (16) reduces to the second order of the mesh resolution. Results similar to those shown in Figures 6,
but for the third and fourth order of accuracy of discretisation when bases with p=2 and p=3 basis are used, are
presented in Figure 7. As follows from this figure, the expected order of accuracy is achieved in this case.

Application to gasoline fuel spray
The implementation of this modelling approach has been applied to the case of the simulation of a high-pressure,
hollow-cone, gasoline, fuel spray utilised in a modern spray-guided combustion system. An accurate prediction of
the spray and gas phase characteristics, prior to ignition of the mixture, plays a key role in determining the optimal
engine operating conditions for maximum combustion efficiency in highly lean, and stratified mixtures. Experimental
observations of the fuel spray were conducted in a quiescent chamber of fixed volume. The ambient gas conditions
were 20 degC and 1 bar. The piezoelectric fuel injector was mounted in a vertical position at the top of the chamber.
Measurements of the spray shape (geometry and thickness of plume) and its droplet size and velocity distributions
were carried out using high-speed photography and Phase Doppler Anemometry, respectively. The experimental
set-up and measurement procedure have been described in [5].
The fuel used in our analysis is iso-octane injected at a pressure of 100 bar for a duration of 1 msec. Mass flow rate
ṁ (measured experimentally using a rate tube) increased linearly from zero up to a maximum value of ṁ = 30g/s in
0.1 msec. During the following 0.8 msec the mass flow rate remains constant and decreases to zero during the last
0.1 msec. Every 10 time steps of the simulation 10 droplet parcels are released at an angle of 42.5◦ relative to the
axis of symmetry with a spread (divergence of wall thickness) of 6◦. Droplet velocities were inferred from the mass
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Figure 6. Relative L2 error for the momentum components and the energy, versus mesh resolution (h) for a second order
accurate discretisation (p=1). Left: Hexahedral elements. Right: Prismatic elements.
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Figure 7. Relative L2 error for the momentum components and the energy, versus mesh resolution for hexahedral elements.
Left: Third order accurate discretisation (p=2). Right: Fourth order accurate discretisation (p=3).

flow rate of the injected fuel and prelimanary PDA measurements. The number of individual droplets in the parcel
was calculated from the same mass flow rate assuming that the droplet diameters are equal to dd. These diameters
for different parcels were in the range 3µm to 9µm. The most probable droplet diameter, used in our simulations
(6µm ) corresponded to typical dd observed in the experiments. The preliminary results of the application of the
new code to the analysis of sprays in gasoline engine-like conditions are shown in Figure 8. The results presented
in this figure agree with the results of experimental observations of these sprays [5]. Depending on the distance
from the orifice, the computational mesh is refined 2 to 3 times at a sector around the spray, 3 to 4 times at areas of
high strain rate and 4 to 5 times for cells that contain droplets. The order is increased to p2 (3rd order) in areas of
high vorticity.

Figure 8. Droplet distribution at t = 1.10 msec. A uniform initial distribution of droplets with diameters from 0.003 to 0.009 mm
was assumed. Size of the circles corresponds to droplet sizes and their colours correspond to the non-dimensional droplet

velocities |vd| normalised by the speed of sound). Contour colour shows the distribution of non-dimensional pressure
(normalised by ρc2).

Conclusions
Preliminary results of the development of a new model for the analysis of the interaction between droplets and the
carrier phase are described. This model uses the implementation of the Discontinuous Galerkin method (ForestDG),
based on a topological representation of the computational mesh by a hierarchical structure consisting of oct- quad-
and binary trees. Adaptive mesh refinement (h-refinement) used in the analysis enables us to increase the spatial
resolution for the computational mesh in the vicinity of the points of interest such as interfaces, geometrical features,
or flow discontinuities. The local increase in the expansion order (p-refinement) at areas of high strain rates or
vorticity magnitude results in an increase of the order of the accuracy of discretisation of shear layers and vortices.
In our analysis, the initial domain consists of a graph of unitarian-trees representing hexahedral, prismatic and
tetrahedral elements. The ancestral elements of the mesh are split into self-similar elements allowing each tree
to grow branches to an arbitrary level of refinement. The connectivity of the elements, their genealogy and their
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partitioning are described by linked lists of pointers. These are attached to the tree data structure which facilitates
the on-the-fly splitting, merging, and repartitioning of the computational mesh by rearranging the links of each node
of the tree. This enables us to refine the computational mesh in the vicinity of the droplet parcels aiming to accurately
resolve the coupling between the two phases.
The accuracy of the new code is assessed and preliminary results of the implementation of the code to the analysis
of a hollow-cone spray in gasoline engine-like conditions are presented.
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Nomenclature
c Speed of sound [m s−1]
cs Smagorinsky constant [-]
dd Droplet diameter [-]
∆ Filter width [-]
e Energy [-]
f Flux vector [-]
fd Stokes force [-]
kt Subgrid TKE [-]
L Reference length [m]
nd Number density [-]
Re Reynolds number [-]
Sij Rate of strain tensor [-]
S∗ij Traceless rate of strain tesnor [-]
u Carrier phase velocity [-]
U State vector [-]
v Droplet parcel velocity [-]

wd Two-way coupling source term [-]
X State and auxiliary variables vector [-]
Greek symbols
Θ Auxiliary variables vector [-]
µg Dynamic viscosity of carrier phase [kg m −2 s−1]
µt Turbulent viscosity [-]
ρ Density [-]
ρg Density of carrier phase [kg m −3 ]
Subscripts
aux Auxilary
d Droplet
g Gas phase
inv Inviscid
t Turbulent
vis Viscus
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Abstract
We propose mathematical models for turbulent round atomized liquid jets that describe its dynamics in a simple
but comprehensive manner with the apex angle of the cone being the main disposable parameter. The basic
assumptions are that (i) the jet is statistically stationary and that (ii) it can be approximated by a mixture of two fluids
with the phases in local dynamic equilibrium, or so-called locally homogeneous flow (LHF). The models differ in
their particular balance of explanatory capability and precision. To derive them we impose partial conservation of
the initial mass and energy fluxes, introducing loss factors again as disposable parameters. Depending on each
model, the equations admit explicit or implicit analytical solutions or a numerical solution in the discretized model
case. The described variables are the the two-phase fluid’s composite density and velocity, both as functions of the
distance from the nozzle, from which the dynamic pressure is calculated.

Keywords
Mathematical Modeling, Two Phase Fluid, Locally Homogeneous Flow, Statistically Stationary State

Introduction
The range of applications involving atomizing liquid jets forming two-phase fluid flows is still large. The complexity
of the atomizing process, involving numerous physical phenomena and many variables, ranging from the conditions
inside the nozzle (or some generating source) to the interaction between the atomization process and the environ-
ment into which the jet is penetrating, all account for numerous challenges in physical and mathematical modeling.
Notwithstanding, several such models have been attempted to describe different aspects of the jets in this regime.
For example, differential equations for a fuel jet’s tip penetration distance as a function of time [1, 2, 3]; models for
the gas entrainment rate in a full-cone spray [4]; and a one-dimensional model for the induced air velocity in sprays
[5]. None of these models is sufficient by itself as explained below.
In this study we propose three original related 1D mathematical models, so-called "energy jet models", for the
macroscopic dynamics of a turbulent round jet ensuing from a circular nozzle into a stagnant fluid. This kind of jets
serves as a basis for many industrial processes in modern manufacturing industry [6]. An advantage of our models
over other analytical 1D models is that the simplest case of the "ideal energy jet" has a single experimentally
measurable parameter (the jet half-angle θ) while it maintains reasonable predictive power and gives theoretical
understanding that allows it to analytically calculate other physical quantities of interest. Moreover, the herein
reported other extended models class, the "lossy energy jet" models, apply an energy conservation approach with
simple turbulence and energy dissipation models, resulting in increased accuracy. Compared to the present study,
past models either lack a description of the density or liquid fraction of the spray, make unrealistic assumptions or
introduce parameters unavailable experimentally. There are also widely used numerical models based on turbulence
modelling for jets, like the one by [7] used in CFD programs like Star-CD, KIVA-3V, Ansys Fluent, as well as open
source codes like OpenFOAM [8]. The present work is mainly concerned with developing an analytical or nearly
analytical model with the advantage of producing closed expressions and/or fast calculations.

Figure 1. Diagram of the mass entrainment process in a jet and the relevant physical variables.
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The ideal energy jet model
Consider the statistically stationary state of a full-cone turbulent pressure-atomized liquid jet exiting a single-hole
circular nozzle and penetrating into an ambient gas, with constant input liquid gauge pressure and a small conical
jet spread angle. We then wish to calculate the dynamical properties of this jet at some axial distance from the
nozzle. The relevant variables and parameters are depicted in Figure 1.

Initial power
The kinetic energy of a flat disc of liquid of infinitesimal width exiting the circular nozzle is

dT =
1

2
m0v

2
0 , (1)

where the mass of the flat disc is m0 = 1/4ρ0πD
2
0dz. Note that dz = v0dt. This velocity may be calculated from the

input gauge pressure, p0, by Bernoulli’s theorem, neglecting the dynamic pressure inside the nozzle and assuming
that the static pressure is totally converted to the jet’s dynamic pressure just outside the nozzle. Thus p0 ≈ 1/2ρ0v

2
0

implies

v0 =

√
2p0

ρ0
. (2)

Substituting m0 and v0 from (2) into equation (1) we get

Ṫ0 =
dT

dt

∣∣∣∣
z=0

=
1

8
πρ0D

2
0v

3
0 =

1

2
πD2

0

(
p3

0

2ρ0

) 1
2

, (3)

which is the total power (energy flux per unit time) coming out of the nozzle as a result of the input gauge pressure
inside the nozzle.

Conservation of power
We assume that the fluid at a distance z is a two-phase fluid of mixed liquid droplets and gas. The present model
has been termed “ideal energy” to distinguish it from the “ideal momentum” developed by the present authors in
a previous article [9, 10] and the “lossy” models including energy and/or mass loss parameters to be described in
sections below. Accordingly, as a first approximation we assume conservation of power, i.e. the energy flux of the
two-phase fluid is solely that coming from the original input pressure. The droplets transfer kinetic energy to the
initially static gas by drag forces [11, 12] and they reach local dynamic equilibrium in such a way that both gas and
liquid droplets move at the same speed v inside the jet [13]; this is also the main assumption under the wide class
of “Locally Homogeneous Flows” (LHF) [14, 15, 16]. We assume that the latter process occurs so fast immediately
outside the nozzle’s exit that we may neglect the non-equilibrium zone near the nozzle. The latter assumption is
reasonable for high-Reynolds-number pressure-atomized jets, e.g. like the ones used in real life diesel engines
[2]. This effectively allows us to treat the two-phase flow as a single fluid with a composite density ρ and a single
velocity v, both depending on the distance from the nozzle, z. Analogous to the calculations in subsection , the
kinetic energy of a flat disc of fluid of infinitesimal width at an axial distance z from the nozzle’s exit is dT = 1/2v2,
where m = 1/4ρπD2dz and dz = vdt, and thus

Ṫ (z) =
dT

dt

∣∣∣∣
z

=
1

8
πρD2v3, (4)

which is the total power at a cross-section of the two-phase fluid jet at a distance z from the nozzle. Equating (3)
and (4) by the idealized assumption of conservation of the energy contained between the two planes z = 0 and at
an axial distance z in steady state, and solving for v we get

v3 =
1

ρ

(
D0

D

)2
√

8p3
0

ρ0
. (5)

This can be written in simpler form by using dimensionless units as v̂3 = ρ̂−1D̂−2, where v, D and ρ have been
scaled respectively by v0, D0 and ρ0 (the quantities at the nozzle’s exit) and denoted by a hat symbol.

Volume of gas in the two-phase fluid
The total fluid volume of the thin disc at the target distance is dV = dV0 + dVg, where the subscript “g” denotes
the quantities related to the “gas”, i.e. the total volume dV of the two-phase fluid spray is just the sum of the
volume of original quantity of liquid coming out of the nozzle dV0 plus the added volume of entrained gas in dynamic
equilibrium dVg. The volume of liquid is already known since it is just the original volume of liquid. Also, the total
volume of the spray at the target distance is straightforward to calculate from the geometry. Then dVg = dV − dV0

from where we can calculate a volumetric flow rate of the gas entrainment:

dVg
dt

=
1

4
π(D2v −D2

0v0) (6)

Here we can substitute for v0 from equation (2) and D = D0 + 2z tan θ.
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Density of the two-phase fluid
The mean density of the two-phase fluid spray thin-disc element is just the total mass over the total volume:

ρ =
m

V
=
dm0 + dmg

dV0 + dVg
=
ρ0dV0 + ρgdVg
dV0 + dVg

(7)

After substituting dVg from (6), and the initial volume element dV0 from analogous calculations, simplifying and
solving for ρ we obtain

ρ = ρg +
D2

0v0

D2v
(ρ0 − ρg), or ρ̂ = ρ∗ + (1− ρ∗)/D̂2v̂, (8)

the density of the two-phase fluid spray at a distance z from the nozzle. The second equation in (8) is the dimen-
sionless form, where ρ∗ = ρg/ρ0. Fortunately, it depends on v which makes the dependency circular as we can see
from equation (5).
We implicitly assume, by calculating the mean composite density of the two-phase fluid in Equation (7), that the
droplets distribution throughout the disc two-phase fluid element does not differ greatly from a uniform distribution.
Notice that we approximate the front of the jet by a planar front of equal density, i.e. a “top-hat” radial distribution.
In reality this is not true, since the front should be spherical in the first order, and it is then in a spherical shell within
the jet’s cone that we should consider ρ to be approximately constant, not in a plane. However, for small half-angles
θ and short distances z a plane should suffice as a first order approximation. The same could be said of the front’s
velocity v. Overall, we may take the above considerations as utilizing “top-hat” velocity and density distributions
as a first approximation. Note that slicing the spherical jet front with a z-normal plane provides a non-constant
ρ density distribution in this plane. This distribution should, however, be similar to a two-dimensional Gaussian
distribution centered around the z-axis, i.e. the jet’s “centerline”. There are some models [5, 3, 17, 18, 13] which
apply Gaussian velocity distributions as initial assumptions; however, this calculation will be included in a later work
since we anticipate that it would not lead to a major refinement of the axial centreline quantities.

Non-linear equations for the axial velocity and composite density of the spray
From equations (5) and (8) we identify a system of two non-linear equations with two unknowns, v and ρ. We can
eliminate ρ to from the system and write in dimensionless form

ρ∗D̂
2v̂3 + (1− ρ∗)v̂2 − 1 = 0, (9)

which is a cubic polynomial equation in v̂, and which can be solved numerically.
Analogously we can get a non-linear equation for ρ̂ eliminating v̂ from the same described system and we obtain:(

ρ̂− ρ∗
1− ρ∗

)3

=
ρ̂

D̂4
(10)

which we can again solve numerically. With both ρ̂ and v̂ calculated, the dynamic pressure of the two-phase fluid,
which accounts for the total pressure at some target axial distance z from the nozzle exit, may be calculated as

p̂ = ρ̂v̂2, (11)

where p̂ = p/p0, and p0 = ρ0v
2
0/2 is the initial gauge pressure as in (2).

Energy loss
In this section we will generalize the above model and, instead of the idealized assumption of perfect conservation
of power (energy flux), which is not realistic due to multiple energy loss processes detailed below, we will assume
instead that only some proportion of the energy is conserved. Consider a two-phase fluid parcel travelling from
the nozzle’s exit outward in an axial direction. Physically, we can identify the causes of energy loss of the fluid
parcel as at least the following. (i) Droplets’ surface energy : taken away by the droplets’ surface at jet breakup (due
to surface tension). (ii) Droplets’ oscillations: the internal elastic motion and deformation of the droplets’ surface
(which may be approximated by the normal modes of oscillation of a sphere). (iii) Droplets’ rotation: produced by
some net torque at detachment during breakup. (iv) Turbulence: turbulent motion and energy of created vorticity
in the two-phase fluid mainly due to gas entrainment at jet breakup and the turbulent wakes behind the travelling
droplets. (v) Escaping droplets: kinetic energy taken away by escaping droplets expelled from the jet’s bounded
conical geometry by the stochastic breakup process and turbulence (notice this also produces mass loss, although
this will be addressed until next section). (vi) Thermal dissipation: some of the kinetic energy is transformed into
heat due to the skin friction between the droplets and viscosity.
As stated, it is clear that there are multiple sources of energy loss, but they depend mostly on the following two
factors: speed and travel time. Alternatively, travel time at certain speed can be transformed into distance.
Therefore, it is reasonable to assume that the proportion of energy loss, due to at least the above listed factors,
should depend on both the speed and travel time of each fluid element (disc). Consider two contiguous fluid
elements, i.e. two discs of infinitesimal width, then the energy of the second disc, dT2, should depend on the energy
of the previous disc as dT2 = dT1dLe(v1,∆z), where 0 ≤ Le ≤ 1 is the proportion of energy that is conserved
after travelling a distance ∆z at a speed v1, where in turn v1 is the velocity of the first disc. Taking the above into
consideration, the overall picture is that energy loss should be greater for greater velocities and travel distances, for
each fluid disc element.
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Damping with constant velocity
The simplest model which reproduces the above qualitative behaviour is

dLe(v,∆z) =
1

1 + v∆z/He
=

1

1 + v̂∆ẑ/Ĥe
, (12)

where He is some characteristic “energy half-loss” parameter at which half of the energy is lost for the given system,
and Ĥe = He/v0D0 = He/ν0 Re0, where ν0 and Re0 are the kinematic viscosity and Reynolds number of the liquid at
the nozzle’s exit, respectively. We can think of He as the necessary distance traveled at a certain fixed speed for
the fluid element to lose half its energy. Notice that He has viscosity units, so we may consider it to be an energy
dissipation parameter, similar to a turbulent viscosity. In this sense, the model hereof derived using (12) may be
considered to include a simple turbulence model. Notice that, the greater the velocity v, the greater the energy loss;
this is what we call “damping”. The factor dLe must be considered over the disc’s whole trajectory to obtain the total
loss. Consider a total flight distance z from the nozzle exit until the target distance. Then there will be z/∆z ≡ n
total distance intervals and their corresponding time intervals, ∆t, along the jet’s trajectory. If the proportion of
energy preserved after one such interval is dLe, then (dLe)2 is the proportion of energy preserved after two such
intervals, considering a constant speed v0. Then the proportion of the initial energy preserved after travelling an
axial distance z from the nozzle exit is

dLne =

(
1

1 +H−1
e v0z/n

)n
. (13)

Proceeding to the infinitesimal limit when the disc width ∆z → 0, equivalent to n→∞, we get

lim
n→∞

dLne = lim
n→∞

1(
1 +H−1

e
v0z
n

)n = exp(−v0z/He) := Le(v0, z). (14)

Using this function Le(z) as a proportion factor we can rewrite our theory introducing energy loss as a function of
axial distance from the nozzle exit. In dimensionless units, Le(ẑ) = exp(−ẑ/Ĥe). With this modification, (9) turns
into

ρ∗D̂
2v̂3 + (1− ρ∗)v̂2 − exp(−ẑ/Ĥe) = 0, (15)

and (10) into(
ρ̂− ρ∗
1− ρ∗

)3

=
ρ̂

D̂4
exp(ẑ/Ĥe). (16)

We must remark that (13), (14), (15) and (16) hold approximately only for nearly constant axial speed along the jet’s
axis.

Damping with varying velocity
The assumption of constant axial speed proved to be fairly accurate when no energy loss factor like (12) was
included. However, with the inclusion of energy loss, the velocity along the trajectory starts to considerably decrease
with increasing energy loss, i.e. decreasing parameter He. This forces us to further rewrite the above equations
into some recurrence formulas by which we can update the velocity value along the trajectory of the fluid element.
This can be done by adapting (5) to depend on the immediately previous value. As for the density equation, it
may be kept unmodified because the amount of liquid is calculated from the original state without gas entrainment
and geometric considerations. Following a procedure analogous as in previous calculations, we obtain the velocity
recurrence equation

ρgv
3 +

(
D0

D

)2

v0(ρ0 − ρg)v2 − v3
i−1

(
Di−1

D

)2
ρi−1

1 + vi−1∆zH−1
e

= 0. (17)

Notice that (17) reduces to (9) if i = 1 and He → ∞. For completeness, the equivalent of the non-linear equation
for the density (10) as a recurrence equation is(

ρ− ρg
ρ0 − ρg

)3

=
ρv3

0D
6
0(1 + vi−1∆zγ−1)

ρi−1v3
i−1D

2
i−1D

4
. (18)

Notice that (18) also reduces to (10) if i = 1, v1 = v and He →∞.

Mass loss
We further generalize the above model and assume that only some proportion of the mass is conserved. We can
identify the causes of mass loss as at least the following. (i) Escaping droplets: some droplets are expelled from
the jet due to the breakup and atomization processes, taking with them mass. (ii) Evaporation: if the surrounding
gas is not saturated in liquid vapour, evaporation will take place and, if this vapour escapes it will reduce the mass
of the moving jet, albeit slowly. Both these causes also produce energy loss. The mass loss factors are affected
by velocity and travel time/distance in the following ways. (i) Escaping droplets: droplets escape rate should be
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dependent on vorticity present and also on instability growth rates which produce jet breakup; both of these factors
increase with velocity. (ii) Evaporation: may occur both from the jet’s continuous part (if any) and from the droplets.
Evaporation turns liquid into vapour which is taken away by the surrounding gas and eventually may escape the jet.
For constant temperature and gas humidity, evaporation is “advection-driven” and depends also on the velocity.
It is only natural then that the proportion of mass loss, due to at least the above listed factors, should depend on
both the velocity and travel time/distance of each fluid element (disc).

Mass loss with constant velocity
Using an analogous loss factor Lm(z) we can rewrite our theory introducing mass loss. With this modification the
velocity equation turns into

ρ∗v̂
3 + D̂−2

[
(1− ρ∗) exp(−ẑ/Ĥm)v̂2 − exp(−ẑ/Ĥe)

]
= 0. (19)

Notice that this reduces to the no mass loss case when Hm →∞. And the density equation turns into(
ρ̂− ρ∗
1− ρ∗

)3

= ρ̂D̂−4 exp

[
x̂

(
1

Ĥe
− 3

Ĥm

)]
. (20)

Notice that this also reduces to the no mass loss case when Hm →∞. We must remark again that this calculation
holds only for constant or nearly constant velocity along the jet flight.

Mass loss with varying velocity
As stated before, the assumption of constant velocity proved to be fairly accurate when no energy loss nor mass
loss factors were included. However, with the inclusion of loss factors, the velocity along the trajectory starts to
vary depending on the combination of the parameters, He and Hm. This forces us to further rewrite the above
equations into some recurrence formulas by which we can update the value of the velocity along the trajectory of
the fluid element. This is done by adapting the equations to depend on an immediately previous value. Following a
procedure analogous as in previous calculations, we obtain the velocity recurrence equation

ρ∗v̂
3
i +

(
D̂i−1

D̂i

)2

v̂i−1

(
ρ̂i−1

1 + v̂i−1∆ẑĤ−1
m

− ρ∗
)
v̂2
i − v̂3

i−1

(
D̂i−1

D̂i

)2
ρ̂i−1

1 + v̂i−1∆ẑĤ−1
e

= 0. (21)

Notice that (21) also reduces to (9) without loss factors if Hm, He →∞ and i = 1. As for the density, we find that ρ̂i − ρ∗
ρ̂i−1

1+v̂i−1∆ẑĤ−1
m
− ρ∗

3

=

(
D̂i−1

D̂i

)4 ρ̂i
(

1 + v̂i−1∆ẑĤ−1
e

)
ρ̂i−1

. (22)

Notice that (22) also reduces to (10) without any loss if i = 1 and Hm, He →∞.

Liquid-only mass loss
In the previous modeling of the mass loss factor we implicitly considered mass loss to happen from both phases
of the jet, i.e. losing mass from both liquid and gas. The latter is not realistic, since we expect that the mass-loss
mechanisms affect only the liquid phase, as was described in the enlisted physical mechanisms above. An ambient
gas does not lose any mass as it simply occupies any space not occupied by the liquid. Therefore, we may restrict
the mass-loss to happen only at the liquid phase to get a different set of equations. First notice that the volume can
be calculated as

V gj = Vj − V lj = Vj − V lj−1dLm(vj−1,∆z) (23)

where the superscripts “g” and “l” refer to the quantities for gas and liquid, respectively; and, if no superscript is
written, the quantity refers to the composite two-phase fluid. Notice that V lj cannot be calculated as the volume of
a cylinder as with V l0 or Vj , since the shape of the distributed droplets inside the jet is irregular. However, we may
calculate V lj recursively, since we always know the total volume, Vj = 1/4πD2∆z, we also know the initial liquid
volume V l0 = 1/4πD2

0∆z and the relationship V lj = V lj−1dLm. Now, separating mass loss to affect only the liquid
phase we may calculate again the mean composite density as:

ρj =
ρ0V

l
j + ρgV

g
j

Vj
,

where the subscript “j” indicates the “j-th step” position. We may write after simplification

ρj = ρg +
V lj
Vj

(ρ0 − ρg) (24)

Notice that ρj can be calculated directly from this formula using the previously calculated values of Vj and V lj .
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As in the case when we introduced the energy loss with varying velocity, we should have the same equation for the
velocity:

v3
j =

(
Dj−1

Dj

)2
ρj−1

ρj
v3
j−1dLe. (25)

Eliminating ρj from (24) and (25):

vj =

(
Dj−1

Dj

)2/3

(ρj−1dLe)1/3ρjvj−1 (26)

From (26) we can calculate vj directly having previously calculated ρj−1 and ρj . Notice that the velocity recurrence
relation (26) can be written as

v2
j =

1
4
πD2

j−1vj−1dtρj−1

1
4
πD2

j vjdtρj
v2
j−1dLe =

Vj−1ρj−1

Vjρj
v2
j−1dLe (27)

and then, rearranging terms,

1

2
Vjρjv

2
j =

1

2
Vv−1ρj−1v

2
j−1dLe (28)

i.e. Kj = Kj−1dLe, which is just the kinetic energy conservation equation times the energy-loss factor. Both
equations reduce to the original ones when ∆z → 0.

Limiting and special cases
Let us now calculate some special or limiting cases of the previous mathematical model. It is worth remembering
for the following analysis that D̂ = 1 + 2ẑ tan θ is the diameter of the jet.

An atomizing jet in a very thin atmosphere, ρg � ρ0

With this assumption, which physically means a liquid jet inside a very thin atmosphere, from Equation (9) we see,
after simplification, that

v =

√
2p0

ρ0
≡ v0, (29)

i.e. the velocity remains constant at the same initial value, which is consistent with the physical interpretation since
the liquid droplets would not loose any energy to the surrounding vacuum since there would be no drag forces
present. Now from Equation (10):

ρ = ρ0

(
D0

D0 + 2z tan θ

)2

(30)

where we can see that when z → 0 then ρ → ρ0, accordingly since at the nozzle we have only liquid. As z → +∞
then ρ→ 0, the density of vacuum. Since in this special case both v and ρ are given in closed form from Equations
(29) and (30), respectively, we can also calculate a closed form expression for the pressure from (11) as

p = p0

(
D0

D0 + 2z tan θ

)2

. (31)

The square factor in (31) is just the ratio of the diameters at the nozzle, D0, and at the impact zone, D = D0 +
2z tan θ, from where we can see that at the nozzle p = p0 and p→ 0 as z → +∞.

The submerged jet, ρg = ρ0

From (10) we have that ρ = ρg ≡ ρ0, as expected so the density is just that of liquid for all distances. From (9) we
get

v =

(
D0

D0 + 2z tan θ

)2/3

v0, (32)

which still gives v = v0 for z = 0, i.e. at the nozzle exit, and v → 0 as z → +∞, intuitively correct. Notice that
in this case density remains constant and velocity decays with distance whilst for the case in vacuum we had the
converse, viz. velocity remained constant and density decayed. While equation (32) appears to be inconsistent with
the classical result for the velocity decay of a submerged jet, z−1, e.g. [20, p. 150], the introduction of the energy
loss factor as in (12) provides for adjusting of the decay to a faster rate. A similar approach as used in this paper by
the same authors but imposing momentum conservation gave the well known result [9].
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Comparison with experiments and discussion
Figure 2 shows the centreline velocity fits to experimental data for a single-phase air jet as reported in [9]. Each of
the three curves represents the theoretical results of a different model. Both the continuous line and the dashed line
belong to the ideal momentum jet model family reported in the aforementioned work. The dot-dashed line is given
by the discrete model with liquid-only mass loss, for the particular case of the “submerged jet” (air jet) as considered
in the corresponding experiment. We can thus see that this discrete model gives the closes fit among these models,
increasing the precision, at the cost of losing the analytical solutions.
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Figure 2. Centerline velocity fits to experimental data for a single-phase air jet as reported in [9].

Conclusions
We have presented three related one-dimensional mathematical models applicable to the dynamics of a wide class
of turbulent atomizing jets. The models’ main assumptions include the so-called Locally Homogeneous Flow (LHF)
for a two-phase flow. The models are based on conservation laws of mass and energy, and describe the dynamical
quantities, viz. density, velocity and dynamic pressure, along the jet’s axis. The main advantages of the models
over others in the literature are that the solutions can range from implicit to explicit analytical, that they contain a
single main free parameter, viz. the jet’s angle, and the fact that this angle can be approximated from experimental
measurements with a method proposed in Reference [9]. We consider as special cases an atomizing liquid jet in
a very thin atmosphere and a submerged jet. For the submerged jet, we carried out our own experiments with
turbulent air jets, reported in [9], showing excellent agreement with the centerline velocity decay in the intermediate
and far fields.
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Nomenclature
z Axial distance from the nozzle’s exit
D Diameter of the jet
ρ Density
m mass
v Velocity
p Pressure
ρ Density
θ Jet’s cone apex angle
He Energy half loss parameter
Hm Mass half loss parameter
Subscripts and superscripts
e Entrainment or energy
0 Quantity at the nozzle’s exit position
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l Liquid
g Gas
ˆ Dimensionless quantity
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Abstract 

The efficiency of combustion process in diesel engine depends on the spray characteristics. The most important 

of them are droplet size and velocity distributions. There are four methods which are used for describing the 

droplet size distributions:  empirical, maximum entropy formalism (MEF), discrete probability function (DPF) and 

stochastic method. The MEF assumes that spray formation is a random process that can be described using the 

principle of maximum entropy. DPF method is a combination of random and non-random processes when the 

drop-size distribution appears from fluctuations in the initial conditions. Under the DPF approach the spray 

formation is divided into following steps: liquid breakup, ligaments separation, breakup of ligaments into 

fragments, fragment breakup into droplets. The stochastic breakup model assumes that the probability of 

formation of daughter droplet breakup size is independent of its parent size (a fractal scaling of breakup has been 

identified). This paper presents an investigation into the application of MEF model for distribution of biodiesel 

droplets. We used the model approach with the constraints: normalization, mass conservation, momentum 

conservation and surface energy conservation. The resulting probability density function (PDF) for velocity and 

droplet size is obtained by maximizing the Shannon entropy. We also used the new numerical algorithm to 

improve the model accuracy. The PDF for droplets diameters with different Weber numbers were calculated for 

both diesel and biodiesel fuels. The MEF predictions were compared against the experimental data for diesel and 

biodiesel droplet distribution with different injection pressure. According to the maximum entropy method, the 

influence of fuel thermodynamic properties on the parameters of drop-size and velocity distribution function for 

fuel sprays has been analysed.  
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1. Introduction

The efficiency of combustion process in diesel engine depends on the spray characteristics. The most important 

of them are droplet size and velocity distributions [1]. There are four methods which are used for describing the 

droplet size distributions: maximum entropy formalism (MEF), discrete probability function (DPF), stochastic and 

empirical methods [2]. The MEF assumes that spray formation is a random process that can be described using 

the principle of maximum entropy [3, 4]. This method is useful for processes where the secondary atomization 

were dominated. DPF method is a combination of random and non-random processes when “the drop size 

distribution arises from fluctuations in the initial conditions” [2]. Under the DPF approach the spray formation is 

divided into following steps: liquid breakup, ligaments separation, breakup of ligaments into fragments, fragment 

breakup into droplets [2]. Sovani et al. [3] showed that the fluid physical properties (density, viscosity and surface 

tension) have a negligible effect on the droplet distribution in contrast to the velocity fluctuations which has a 

bigger impact [2]. The stochastic breakup model assumes that the size of daughter droplets formed by the 

breakup of its parents is stochastically independent of the parent droplets size. Using this approach fractal scaling 

of breakup has been observed by several authors [5].   

At the same time, the thermodynamic description of the fuel sprays can be achieved on the basis of more simple 

models for spray formations, so-called equilibrium models. The advantage of equilibrium counterparts for spray 

modelling is the possibility to reduce the number of models’ parameters in comparison with the kinetic models. 

Moreover, the smaller number of governing parameters simplifies the interpretation of the results and 

identification of main thermodynamic parameters determining the final state of sprays.Among the equilibrium 

models describing the spray formation it is worth to distinguish the models derived within the framework of 

maximum entropy method. The natural constraints supporting the existence of local maximum for the entropy of 

droplet system are the conservation laws for mass, momentum, and energy. As a result, the application of 

maximum entropy method gives us the drop-size and velocity distribution which obeys the conservation laws and 

provides the maximum value of system’s entropy.   

The classical methods to predict the drop-size and velocity distribution are empirical ones that include log-normal, 

Rosin-Rammler, Nukiyama-Tanasawa distributions, etc. [4]. Nonetheless, some limitations in using these models 

have to be considered even though attempts have been made by adding more parameters [6]. We have been 
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trying to use Rosin-Rammler approximation as well as others mentioned, to fit the experimental data [7, 8] for the 

biodiesel droplet diameter distribution but we have not got any good satisfying results. That is why we have 

decided to switch to using the MEF method following the assumption stated in [6]: “…former studies indicate that 

the MEF shows good prediction ability“. 

Biofuels have been developed in order to reduce the dependence on crude oil as an alternative to the diesel fuel. 

The most prominent among fuels that derived from biological sources is biodiesel [9]. But the major problem of 

using biodiesel is their higher viscosity which leads to “larger drops when atomized and hence lower combustion 

performance” [10]. To create new type of biodiesel (for example, hemp biodiesel [11, 12]) we need to know not 

only the value of mean droplet diameters but also the spray droplet distribution.  

This paper presents an investigation of the application of MEF model for distribution of diesel, biofuels (vegetable 

oil and diesel blends) and biodiesel droplets. We used the model from [4] with the following constraints: 

normalization, mass conservation, momentum conservation and surface energy conservation.  Supposing that 

these processes are essentially characterized with the drop-size and velocity distribution of droplets, we are going 

to analyse the influence of thermodynamic parameters of fuel sprays on the sizes and velocities of droplets in the 

sprays. 

 

2. Material and methods 

2.1. Model of maximum entropy 

According to the maximum entropy method, the process of spray formation is considered as the transition from 

one equilibrium state to another. To identify the initial state of the system, let us choose the state of liquid on the 

exit of injector, whereas the final equilibrium state corresponds to the state when the whole accessible volume is 

filled with the droplets of the spray. 

Thus, within the chosen approach and using the drop-size and velocity probability distribution function ),( uDf  for 

droplets, the equations for conservation of mass (1), momentum (2), and energy (3) can be written in the following 

dimensionless form [1, 4]: 
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Note that the function ),( uDf is the probability of finding a droplet with the volumeV and velocityu and it satisfies 

the normalization condition (4). Equation (3) shows that the droplet of spherical form possesses the kinetic and 

surface energies. The latter is proportional to the area of droplet surface and surface tension. 

According to the classic dependence between entropy S of the system and the probability f of microstates [1, 4], 

the following relation holds: 

 

  udVdffBkS )ln( . (5) 
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We thus arrive to the mathematical problem of finding the maximal value of the entropy S for droplet system 

when the auxiliary constraints (1) – (4) are fulfilled. This problem is solved by the Lagrangian multiplier method, 

application of which gives the following form for the probability density function f : 

  
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Therefore, our studies are reduced to the analysis of equations (1) – (6), while the input data for them are the sets 

of thermodynamic parameters of different fuels and injector operating conditions. 

 

2.2. Thermodynamic parameters of spray systems 

Let us first to do some analysis of the equations above and choose the thermodynamic parameters of fuels we 

are interested in. We also neglect the reducing of liquid mass due to evaporation. In this case it is possible to 

assume that in equation (1) the quantity 𝐺̅𝑚 vanishes: 𝐺̅𝑚 = 0. Similar situation concerning the additional 

momentum and energy sources in a spray is observed.  

Note also that the momentum and energy sources in equations (2) and (3) are caused by the effects of interaction 

between phases. In this paper we take into account the processes of transferring between liquid and gas, for 

instance, the frictional effects. From equations (1) – (3) also it follows that the mechanism of liquid atomization is 

not very important, whereas the energy and momentum losses play a crucial role.  

The arguments presented above allow us to develop an informative and efficient approach by reducing the 

number of governing parameters in the problem. The system (1) – (4) was analysed with different values of 

parameters mvG and eG . These parameters can be regarded as the adjustable parameters derived during the 

matching the theoretical and experimental data. It is also safe to assume that eGmvG   in specific calculations. 

Hence, system (1) – (4) possesses only one parameter, i.e. the Weber number defining the type of system’s 

solution and, consequently, the type of distribution. 

We also used the new numerical algorithm to improve the model accuracy. Efficiency of our mathematical and 

numerical models was checked by means of comparison with the results presented in [4].These results are 

concerned with the process of water spray formation when the Weber number is fixed at 311We . For clarity, 

both our calculations and experimental data from [4] are given in Fig. 1. Next we are going to study the profiles of 

probability density function derived at different values of parameters We, mvG and eG . 

 

3. Results and discussion 

3.1. PDF for spray with different We numbers 

The main results of the spray modelling are presented in Figures 1-3. In particular, the profiles for probability 

density function of normalized diameter of droplets are plotted in Fig. 1, when the Weber number is varied. During 

these calculations, the energy and momentum losses due to the friction are fixed as follows: 0eG and 

0170.mvG , respectively.  

As follows from Fig. 1, the process of fuel spray formation, when the Weber number increases from 100 to 1000, 

causes the displacement of profiles for the probability density function. The direction of this deviation corresponds 

to the conditions of the formation of larger droplets. 

We also found some specifics in the drop-size distributions at 1000We . It turned out in Fig. 1 that when 

increasing the Weber number of more than 1000 that would not have any significant effect on the profiles of the 

probability density function. It means that increasing the mean nozzle exit velocity oU influences on the geometric 

parameters of droplet system up to certain threshold of Weber number (in Fig. 1 We is less than 800). Therefore, 

we do not expect the essential variation of droplets sizes due to an increase of the spraying velocity at 1000We .  

As it follows from Fig. 1, the position of the maximum of the probability density function, i.e. the most probable 

size of droplet in the system, depends on the Weber number essentially. Moreover, when the Weber number 

increases, we observe the distinct displacement of the maximum in the domain of larger droplets.  

Under the typical conditions of spray formation at low injection pressure [7], the fuels spray with the compositions 

varying from the diesel to biodiesel will have the Weber numbers less 1000. Note, that in this work we calculated 

the Weber number based on D30 rather than based on the nozzle diameter as in [7]. Fig. 1 also shows the 

increase of the most probable diameter of droplets from 0.25 D  to 0.5 D when we use biodiesel instead diesel. 
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This theoretical result is confirmed by the experimental evidences. It is known [13] that the mean size of droplets 

for the biodiesel spray is larger than for the diesel fuel spray.  

 

Figure 1. Probability density distribution for normalized droplet diameters at different Weber numbers: 1 - 150We  
2 - 220We ; 3 - 311We ; 4 - 1000We . Experimental data is taken from [13] for the water spray. 

 

3.2. PDF for biofuels spray (diesel and vegetable oil blends) 

The theoretic curves and experimental results [13] in the form of distributions of droplet diameters for the sprays 

from the blends of diesel fuel with rapeseed oil are presented in Fig. 2.  

To process the experimental data [13] we need to know the fuel density and the surface tension for fuel blends. 

To estimate them, the mixture rules from [12] are applied to initial components of fuel blends. We also need to 

know the Weber numbers and the parameters mvG , eG  corresponding to the momentum and energy sources. 

Note that the mean nozzle exit velocity 
0U gives the essential uncertainty in the final value of Weber number. It is 

natural that this velocity depends on the nozzle design, its operational parameters (e.g. injection pressure), and 

the thermodynamic properties of fuels. However in the case of diesel, the fuel density is the only fuel property that 

is included in the injection velocity calculation. To increase accuracy the instantaneous injection velocity was 

defined from transient experimental mass profile [14]. Due to the significant amount of factors defining the biofuels 

injection, it is difficult to make a reliable theoretical estimation of the considered parameter for the experimental 

equipment [13].  

 
 

a) 
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b) 

Figure 2.  Probability density function for the droplet diameters for diesel fuel and its blends with rapeseed oil (RO)  

a) 1 - diesel fuel (DF): 𝑊𝑒 = 900,  𝐺̅𝑚𝑣 = 𝐺̅𝑒 = −0.017;  

 2 - 20 % RO and 80 % DF: 𝑊𝑒 = 825,  𝐺̅𝑚𝑣 = 𝐺̅𝑒 = −0.018; 

 ⋄, - experimental data is taken from [13] for different compositions of fuel 1 and 2, respectively. 

b)  3 - 30 % RO and 70 % DF: We = 750,  G̅mv = G̅e = −0.020;  

 4 - 40 % RO and 60 % DF: We = 450,  G̅mv = G̅e = −0.032; 
 + ,■  - experimental data is taken from [13] for different compositions of fuel 3 and 4, respectively. 

 

At the same time it is well-known that a neat vegetable oil has a higher viscosity (usually 28-40 mm
2
/s) than diesel 

which leads to an injector coking due to poorer atomization [9]. Transesterification of the oil reduces the viscosity; 

biodiesel viscosity (usually 4-5 mm
2
/s) is closer to diesel one [9]. According to an experimental study at Brighton 

University, UK, the diesel fuel exit velocity was 43.7 m/s and the leading edge velocity of biodiesel jet was 28.3 

m/s at injection pressure 40 MPa [7]. The same tendency was observed in another study of biodiesel - see [15], 

when at the start of the injection the first part of the spray (before break-up, near the orifice exit) with biodiesel 

seems to travel slower than the diesel fuel [15]. It was found that viscosity of the biodiesel has a strong effect on 

the drop size distribution and droplet mean diameters [16]. So, the viscosity and surface tension of biodiesel 

appear to play a dominant role on frictional losses in the nozzle [7, 15]. 

Thus we can assume that the mean nozzle exit velocity in case of biodiesel fuels will be less than of diesel fuel 

and the Weber numbers would decrease for biodiesel comparing with diesel fuels. We used this statement for low 

injection pressure biodiesel spray (see in Fig. 1). Also, we can assume that the Weber numbers should decrease 

when the fraction of vegetable oil increases (see in Fig. 2).  

Increasing the fuel viscosity when the rapeseed oil is added affects the general momentum and energy 

consumption. It means that the parameters corresponding to the momentum and energy sources, mvG , eG , 

should also depends on types of fuels. In this case one can state that the amount of losses of momentum and 

energy grows when the fraction of vegetable oil in fuel blend increases. From this it follows that mvG , eG  are 

negative quantities the absolute values of which increase when the viscosity of fuel mixture grows. Thus, the 

assertions presented above allow us to justify the following approach for the theoretical description of 

experimental dependences from [13]. 

We are going to estimate the Weber numbers (We), momentum and energy source terms ( mvG , eG ) satisfying 

the proper conditions for the description of experimental data [13]. Using these quantities and solving the system 

(1) – (4), the identification of probability density function (6) is carried out. The profiles of these functions are 

plotted in Fig. 2 for different fuel blends.  

Analysing the results, we elucidated that among mvG , 𝐺̅𝑒, the parameter mvG impacts the most significantly on 

the profiles of probability density functions. So, we put eGmvG   in the final analysis. The following numerical 

analysis showed that this assumption does not lead to the loss of generality, but reduces the number of 

adjustable parameters and simplifies the interpretation of obtained results. 
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It is worth also to note that there is a satisfactory matching between theoretical and experimental data in Fig. 2. 

It is important to emphasize that the values of Weber numbers and source terms for momentum and energy 

derived during the numerical procedure and presented in the legends in Fig. 2 are physically acceptable and 

satisfy the requirements stated above. 

 

3.3. PDF for biodiesel spray 

Fig. 3 shows the drop-size probability density for diesel and biodiesel fuels when experimental data [8] were fitted 

by the MEF method using equations (1)–(6). This case is close to realistic diesel engine conditions when the 

injection pressure is 100 MPa. In this case diesel fuel has emerged from the nozzle orifice with a velocity of 100 

m/s as ultra-high-speed videos showed [7]. These conditions indicate that the flow is both turbulent and in 

atomisation regime [7]. We have analysed two cases for the droplet size distribution for both diesel and biodiesel: 

1) at distance of 10 mm from nozzle exit (see [8] for experimental data), and 2) at distance of 15 mm from nozzle 

exit (Fig. 3). We assumed that biodiesel has lower mean injection velocity 
0U than diesel but this difference is 

compensated by the higher value of D30 for biodiesel. As a result, this leads to the same values of Weber number 

(We =2500) for diesel and biodiesel.  

At distance of 15 mm we found that the better agreements against the experimental data were 𝐺̅𝑚𝑣 = - 0.0035, 

𝐺̅𝑒=0 for diesel; and 𝐺̅𝑚𝑣= -0.00375, 𝐺̅𝑒=0 for biodiesel (Fig. 3). At distance of 10 mm our calculations show the 

same result as for diesel at distance of 15 mm. This case wasn’t presented in Fig.3.  The difference in momentum 

sources 𝐺̅𝑚𝑣 between diesel and biodiesel may be related to different viscosity of fuels.  

 

 

Figure 3. Probability density functions of the droplet diameters at distance of 15 mm from nozzle exit at We=2500:  

 1 - for diesel fuel 𝐺̅𝑚𝑣 = - 0.0035, 𝐺̅𝑒=0 

 2 - for biodiesel fuel 𝐺̅𝑚𝑣= -0.00375, 𝐺̅𝑒=0 

Experimental data for diesel ( ) and biodiesel (×) are taken from [8] 

 

At 10 mm from the nozzle exit, the intersection of experimental droplets size distribution of biodiesel and diesel 

occurred at the 8 m bin (see Fig. 7a, [8]). At 15 mm away from nozzle the experimental droplet distribution for 

RME was more skewed to the right comparing with the diesel with intersection at 5 m bin (see Fig. 7b, [8]).  

Almost the same tendency for biodiesel was observed in experiments [10] with a solid-cone pressure-swirl 

atomizer at 30 mm from the nozzle exit when biodiesel PDF also was skewed to the right.  At 70 mm from nozzle 

exit, along injector axis, the drop size distributions of biodiesel were not significantly different to that of diesel 

fuel [10]. But a big difference between diesel and biodiesel in the area between the core and the edge of spray at 

the radial position of 1 cm from the centre has been found in [10].  

So, as expected from the physical properties of diesel and biodiesel fuels, both the theoretical and the 

experimental droplet size distributions show that biodiesel produces a higher number of larger droplets than diesel 
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fuel [8]. This tendency is more profound in the sections far from the nozzle and in the area between the core and 

the edge of spray. 

It is also important to notice that for realistic diesel condition when evaporation has place both the spray 

phenomena and mean nozzle exit velocity of fuel depend on the cavitation process. The detailed velocity 

research for biodiesel in this case was carried out in [17].  In case of cavitation, when the pressure at the vena 

contracta was lower than the vapour pressure new discharge coefficient was proposed [17]. If the flow at the 

nozzle exit is turbulent, the injection velocity is calculated using the volumetric mean velocity and the initial droplet 

size is equal to the nozzle hole diameter. In case of the super cavitation in the nozzle flow, the cross-sectional 

area of the initial blob was more diminished in size than the diameter of nozzle exit [17].   

 

Conclusions 

The maximum entropy method was applied for the droplet distribution of diesel, biodiesel and biofuel (vegetable 

oil and diesel blends) sprays in conditions close to diesel combustion engine. The dependency of the probability 

density distribution of droplet diameters on Weber number was analysed at momentum and energy losses 𝐺̅𝑒=0 

and 𝐺̅𝑚𝑣= -0.017 correspondently. The distribution of droplet diameters in biofuel was calculated at 𝐺̅𝑒= 𝐺̅𝑚𝑣.  The 

theoretical distributions show that, as a rule, the biodiesel produces a higher number of larger droplets than diesel 

fuel. In general the model is matching experimental data with reasonable accuracy. 
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Nomenclature 

D       droplet diameter [m] 

f      probability density function [m
-1

] 

We  Weber number [-] 

n        droplet generation rate [s
-1

] 

om  mass flow rate [kg s
-1

]  

oJ  momentum [kg m s
-2

] 

oE  energy source introducing into a system [J s
-1

] 

m
G , mvG , eG  dimensionless sources for mass, momentum and energy [-] 

   surface tension [N m
-1

] 

        density of liquid phase [kg m
-3

] 

V   dimensionless droplet volume 

u  dimensionless droplet velocity  

0U  mean nozzle exit velocity [m s
-1

] 

mV  mean volume of droplets [m
3
] 

Bk  Boltzmann constant 

3,2,1
 Lagrange multipliers 

 

References 

[1] Dumouhel, C. 2009, Entropy, 11, pp.713-747.  

[2] “Handbook of Atomization and Sprays. Theory and Applications”, 2011, edited by N. Ashgriz, Springer.  

[3] Sovani, SD., Sojka, PE., Sivathanu, YR. 1999, Atomization Sprays, 9, pp. 113-152. 

[4] Movahednejad, E., Ommi, F., Hosseinalipour, SM., 2010, Entropy, 12, pp.1484-1498. 
[5] Sazhin, S., 2014, “Droplets and Spray”. Springer. 
[6] Yan, K., Ning, Z., Lü, M., Sun, C. 2015, Entropy, 17, pp. 580-593. 

[7] Crua, C, Heikal, MR., Gold, MR., 2015, Fuel, 157, pp.140-150. 

470

http://creativecommons.org/licenses/by-nc-nd/4.0/


ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain 

 

This work is licensed under a Creative Commons 4.0 International License(CC BY-NC-ND 4.0). 

EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA 

[8] Crua, C., de Sercey, G, Heikal M.R., 2012, Sep. 2.-6., ICLASS, 12th Triennial International conference on 
Liquid Atomization and Spray System. 
[9] Knothe, G., 2010, Progress in Energy and Combustion Science, 36, pp. 364-373.  
[10] Yongyingsakthavorn, P., Vallikul, P., Fungtammasan, B., Dumouchel, C., Joulain, P., Dec. 1.-3., 2004, The 
Joint International Conference on “Sustainable Energy and Environment (SEE)”. 
[11] Kolodnytska, R., Al Qubeissi, M., Sazhin, S.S., 2013, ILASS, 25th European Conference on Liquid 
Atomization and Spray Systems. 
[12] Kolodnytska, R.V. 2010, Visnik  SNU, 6 (148), pp. 41-46. 
[13] Ivashchenko A.V., Goryachkin V.N., 2011, Internal combustion engines, 2(41), pp. 41-46. 
[14] Kolodnytska, R.V., Karimi, K., Crua, C., Heikal M.R., Sazhina, E.M. ,2008, Internal combustion engines, 1. 
pp. 42-46. 
[15] Desantes, J.M., Payri, R., Garcıa, A., Manin, J., 2009, Energy & Fuels, 23, pp. 3227–3235.  
[16] Kamrak, J., Lorturn, P., Grehan, G., Saengkaew, S., Charinpanitkul, T., 2007, Aug 26.-29. The 5th Asian 
Aerosol Conference. 
[17] Park, S.H., Kim H.J. , Suh H. K., Lee C. S., 2009, International Journal of Heat and Fluid Flow, 30, pp. 
960–970. 

471

http://creativecommons.org/licenses/by-nc-nd/4.0/


5R 
Atomizers 5



ILASS–Europe 2017, 28th Conference on Liquid Atomization and Spray Systems,6-8September 2017,Valencia, Spain 

http://dx.doi.org/10.4995/ILASS2017.2017.4651

This work is licensed under a Creative Commons 4.0 International License(CC BY-NC-ND 4.0). 

EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA 

Experimental Investigation on the Early Stage Spray Characteristics 
with Biodiesel and Diesel 

ShenghaoYu1, Bifeng. Yin1, Shuai Wen1, Xifeng Li1, Hekun. Jia1 *, Jianda. Yu2 
1School of Automotive and Traffic Engineering, Jiangsu University, Zhenjiang 212013, China 

2 Wuxi Fuel Injection Equipment Research Institute, Wuxi 214063, China 
*Corresponding author: yshujs@163.com

Abstract 
The early stage spray characteristics have a great impact on the secondary atomization progress, and thus affect 
the engine combustion and emission performances. The experimental investigation of the early stage spray 
behaviors with biodiesel and diesel was carried out by employing a laser-based Mie-scattering method. The 
results show that the spray tip penetration for biodiesel is higher than that for diesel at the early stage spray under 
the same injection pressure. Moreover, the early stage spray tip penetration can be longer under high injection 
pressures for two fuels. Besides, the early stage spray cone angle for biodiesel is narrower than that for diesel, 
and the spray cone angle is especially higher than biodiesel by 25.8% after start of injection time of 0.01ms. 
Furthermore, under the same injection condition, the difference of early stage spray area between diesel and 
biodiesel is not obvious, while the spray volume for biodiesel is larger than that for diesel, and also the spray 
volume can be enlarged by increasing injection pressure for both fuels. 

Keywords 
Spray characteristics; Mie-scattering; Biodiesel; Diesel 

Introduction 
For modern diesel engines, soot and nitrogen oxide are the two main emissions which are mainly influenced by 
mixture quality of air and fuel, and the emission characteristics are largely governed by atomization and spray 
processes [1-4]. Biodiesel, derived from the waste cooking oil and a kind of renewable energy, has been widely 
used as an alternative fuel for diesel engines. It is clear that the use of biodiesel in diesel engine can improve 
favorable emissions performance [5-9]. Although the importance of biodiesel in reducing diesel engine emission 
performance has been acknowledged, the research on early stage spray characteristics of biodiesel is still far 
from sufficient. The early stage spray dominates the secondary spray progress and the mixture quality of fuel and 
air, and thus affects the atomization quality of biodiesel. Therefore, it is important to define the effects of biodiesel 
at the early stage spray characteristics. 
Wang et al. [10, 11] studied the near-field primary spray characteristics of different split injection strategies by 
using ultra-high speed imaging method. Their results indicated that the second split injection cause smaller spray 
area and shorten penetration during the early stage spray, and also the larger late injection stage can increase 
the spray area and the penetration. Moreover, they found that the strong primary collision can be caused by 
improving the injection pressure and shortening dwell split injection, thus the spray area and the spray cone angle 
increase, while the spray tip penetration decreases at the same time. And they also found that the long duration of 
the first injection enhances the primary collision. Wang et al.[12] also studied the spray behaviors of emulsified 
diesel blended with water through schlieren technique. They concluded that the penetration increases as the 
magnitude of water increases, while the spray cone angle, spray volume and area decrease. Mo et al. [13] carried 
out an experimental research on the spray and atomization behaviors with soybean biodiesel and 20% n-butanol 
biodiesel blend respectively by schlieren and particle diameter image analysis techniques (PDIA) techniques. 
Their results showed that the penetration and droplet diameters of BD100 are higher than that of BD80. Li and Xu 
[14] used an ultra-high speed camera to study the influence of injection and ambient pressure on the spray 
behaviors, such as spray penetration and tip velocity. They concluded that the spray peak velocity is related to the 
change of two-stages of spray. Ding et al.[15] investigated the near nozzle spray patterns with four different fuels 
through experimental method, and the results suggested that the hydraulic flipping regime is extremely different 
for four fuels under different injection pressures. Xie et al.[16]experimented on the spray characteristics for 
different biodiesels and their blends with diesel under different injection conditions. They observed that the 
penetration increases as the blend ratio of biodiesel increases, while the spray cone angle becomes narrower 
than that of diesel. 
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The literature review mainly focused on the initial breakup with traditional diesel or the secondary spray and 
atomization characteristics with biodiesel or its blends. However, the research on the early stage spray 
characteristics when using biodiesel is still insufficient. In addition, the research on the early stage spray with 
biodiesel is of great importance for better understanding of biodiesel spray characteristics, because the early 
stage spray dominates the secondary breakup and air/fuel mixture quality, and also can provide helpful basis for 
improving the atomization quality of biodiesel. In consequence, due to the poorer quality of biodiesel sprays in 
comparison with diesel, the impact of biodiesel on the early stage spray characteristics requires an in-depth study. 
Therefore, our research mainly focuses on the early stage spray characteristics of biodiesel and diesel under the 
condition of different injection pressures (50MPa, 90MPa) and the fixed ambient pressure of 0.1MPa.The early 
stage spray characteristics, containing spray tip penetration, spray cone angle, spray evolution images at the 
early stage spray, spray area and spray volume, were employed respectively to investigate the early stage spray 
characteristics of diesel and biodiesel. It is of great importance to better understand biodiesel spray 
characteristics at the early stage spray, which can help improve the quality of secondary atomization for biodiesel 
effectively. In order to analyze the early stage spray characteristics, a laser-based Mie-scatting method was 
adopted by using Nd:YAG laser beam visualization system and a CCD camera. 
 
Material and methods 
In this research, all the experimental ambient temperatures were set to300K. Figure 1 shows the experimental 
equipment diagram for studying the early stage diesel and biodiesel spray characteristics. The experimental 
equipment diagram consists of a 2D image recorder system, a common rail injection system and a laser beam 
system (Nd:YAG Laser). 2D image recorder system consists of a CCD camera (500 fps), and image acquisition-
processing system. The early stage macro spray images (the resoltion of the camera is 1600 x 1200 pixels) were 
captured by using the CCD camera with a camera filter. The common rail injection system consists of a high 
injection pump, high pressure pipes, electromotor, common rail and a sac single diesel nozzle. The high injection 
pump was driven by electromotor to provide different high injection pressures. Furthermore, the delay time among 
the laser beam, CCD camera and injector nozzle were set by a delay controller. 

 
Figure 1. Experimental equipment diagram 

In order to study the early stage spray characteristics for diesel and biodiesel, two fuels were selected in the 
experiment, biodiesel (B100) was derived from waste cooking oil, and conventional diesel (B0) were used as 
experimental fuels. B0 corresponds to 0% biodiesel - 100% diesel; and B100, 100% biodiesel - 0% diesel, 
respectively. The main physical properties of B0 and B100 are listed in Table1. It can be found in Table1that the 
physical properties of B100 are all higher than those of B0. 

Table1 Physical properties for diesel and biodiesel 
Fuel type Density(kg/

m3) 
Dynamic 
viscosity(pa s) 

surface 
tension(N/m) 

Boiling range/
℃(T10) 

Diesel(B0) 830 0.0021 0.024 220 

Biodiesel(B100) 870 0.0039 0.028 330 

Table 2 represents the experimental working conditions, a single sac nozzle was selected in this study, and two 
different fuels were adopted to study the early stage spray characteristics. Injection pressure was set as 50MPa 
and 90MPa respectively; the ambient pressure was fixed as 0.1MPa; and the ambient temperature was set as 
300K. The present research mainly focused on the early stage spray behaviors, so the after start of injection 
(ASOI) time changed from 0ms to 0.1ms, and the injection duration was set as 2ms. 

 
 

Table2 Experimental working conditions 
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Experimental system Parameters 
Fuel Diesel (B0), Biodiesel(B100) 
Nozzle type Sac-nozzle 
Diameter of nozzle hole 0.2mm 
Injection pressure 50MPa. 90MPa 
Ambient pressure 0.1MPa 
Ambient temperature 300K 
Injection duration 2ms 
After start of injection (ASOI) 0ms~0.1ms 
 
Results and discussion 
This study included comparison of early stage spray images obtained from the spray test platform with a laser-
based Mie-scattering method under different injection pressures (50MPa, 90MPa) with diesel (B0) and biodiesel 
(B100). The results in Figure 2 show the evolution of the early stage spray images under injection pressures of 
50MPa and 90MPa respectively, and the ambient pressure was fixed at 0.1MPa. The captured images were used 
to analyze the early stage macroscopic spray characteristics. All the recorded macro spray images were 
processed by MATLAB software (binary processing) to obtain the macro spray characteristics. In order to improve 
the measurement accuracy, eight spray images are taken for each given moment, and the spray characteristics 
are the average of those of the eight times. In addition, the fundamental macro spray characteristics of diesel (B0) 
and biodiesel (B100) were analyzed and compared in terms of spray tip penetration[10], the cone angle which is 
formed by the spray considering 60% of the penetration, spray area and spray volume. 

 

 

(B0) 

 
(B100) 
50Mpa 

 

 
(B0) 

0.01        0.02         0.03        0.04         0.05        0.06         0.07        0.08         0.09        0.10ms 

0.01        0.02         0.03        0.04         0.05        0.06         0.07        0.08         0.09        0.10ms 
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(B100) 
90MPa 

Figure 2. Spray morphology (time in ms ASOI) for diesel (B0) and biodiesel (B100) under different injection pressures 

Spray tip penetration 
The results in Figure 3 show the evolution of the early stage spray tip penetration for diesel and biodiesel under 
different injection pressures (50MPa, 90MPa) and the fixed ambient pressure of 0.1MPa.The results in Figure 3 
indicate that the spray tip penetration for biodiesel is higher than that for diesel under the same injection pressure. 
It is mainly due to the larger surface tension and viscosity of biodiesel, which can inhibit the progress of the early 
stage spray and atomization, and thus result in large injection momentum and velocity for biodiesel at the nozzle 
exit. It is favorable for increasing the early stage spray tip penetration. Moreover, the biodiesel in the injector 
nozzle can promote the friction between the fuel and the inner wall surface of injector orifice, as a result of the 
higher viscosity of biodiesel. In addition, it can also be found that the early stage spray tip penetration is extended 
by increasing the injection pressure, because high injection pressure can increase the injection velocity at the 
nozzle exit. 
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Figure 3. Spray tip penetration for diesel and biodiesel under different injection pressures 

Spray cone angle 

The results in Figure 4 show the evolution of the early stage spray cone angle for diesel and biodiesel under 
different injection conditions and the fixed ambient pressure of 0.1MPa.It can be found that the spray cone angle 
was wider for B0 when compared to B100. Moreover, the big difference for spray cone angle is at the beginning of 
injection. For instance, the spray cone angle for B0 is higher than that forB100 by 25.8% after start of injection 
time of 0.01ms under the injection pressure of 50MPa. It is mainly due to the higher surface tension for biodiesel, 
which can suppress the increase of radial velocity of the jet at the nozzle exit and the collapse of spray for 
biodiesel. As a result, the early stage spray cone angle of B100 is narrower than that of B0. Furthermore, the 
larger early stage spray cone angle of diesel means strong interaction between fuel and air at the early stage 
spray, which can improve the quality of primary spray and atomization greatly. By contrast, the quality of primary 
spray for biodiesel is poor. Finally, it can also be found that the difference of the early stage spray cone angle is 
not obvious for the same fuel under different injection pressures.  
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Figure 4. Spray cone angle for diesel and biodiesel under different injection pressures 

Spray area 
The spray area was used to represent the mixing quality between fuel and air [17]. In the present research, 
MATLAB software was employed to count the total effective pixels of spray image so as to represent the spray 
area. Figure 5 shows the values of spray area for diesel and biodiesel under different injection pressures. The 
results demonstrate that the spray area increases with the increase of ASOI, because the spray tip penetration 
becomes longer as stated in Figure 3. By comparing diesel and biodiesel under the same injection pressure, it 
can be found that the difference of spray areas between diesel and biodiesel is not obvious, because the lower 
surface tension and viscosity for diesel are good for enlarging the spray cone angle, but the diesel holds a shorter 
spray tip penetration. In addition, for the same fuel, the spray area increases as the injection pressure increases, 
because the continuously increasing injection pressure improves the development of spray tip penetration for 
diesel and biodiesel. 
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Figure 5. Spray areas for diesel and biodiesel at various injection pressures 

 
Spray volume 
The spray volume was of great importance in assessing the air entrainment mixing quality, and it can be 
calculated by using the following equation[18]: 

3 2
3

1 2 tan( / 2)
V ( / 3) [tan ( / 2)]

[1 tan( / 2)]
S θπ θ

θ
+

=
+                                                                                                    

(1) 
In the equation, S represents the spray tip penetration and θ the spray cone angle respectively. Figure 6 shows 
the spray volumes for diesel and biodiesel under different injection pressures. It can be found in Figure 6, the 
spray volume increases slowly before 0.08ms (ASOI) for both fuels, and then increases dramatically after 0.08ms 
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(ASOI).Moreover, the spray volume of the biodiesel is higher than that of diesel at the injection pressure of 
90MPa, because higher density and viscosity of biodiesel can lead to higher inertia and fuel injection quantity. 
Thus, as the spray tip penetration increase as shown in Figure 3, the spray volume, in turn, increases. In addition, 
the spray volume can be enlarged by increasing the injection pressure at the same ASOI. Because the higher 
injection pressure can improve the jet momentum as well as strengthen the velocity at the nozzle exit, and result 
in the longer spray tip penetration. Furthermore, it can also enhance the interaction between fuel and air and thus 
further increase the spray volume. 
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Figure 6. Spray volumes for diesel and biodiesel under different injection pressures 

 
Conclusions 
In this research, the early stage spray characteristics with diesel and biodiesel were investigated in depth under 
different injection conditions with a laser-based Mie-scattering method in a constant volume chamber. Main 
conclusions in our research are as follows: 
(1) The spray tip penetration for biodiesel is longer than that for diesel at the early stage spray under the same 
injection pressure. Because the viscosity and surface tension of biodiesel is higher than that of diesel, which 
caused higher momentum at the nozzle exit as well as the higher friction between the fuel and orifice inner wall 
surface. In addition, the high injection pressure can enlarge the early stage spray tip penetration for both fuels.  
(2) In comparison, the early stage spray cone angle for biodiesel is narrower than that for diesel. The early stage 
spray cone angle is especially higher than biodiesel by 25.8% after start of injection time of 0.01ms under the 
injection pressure of 50MPa, because the higher surface tension and viscosity of biodiesel will inhibit the collapse 
of spray at the initial stage spray, and the internal cavitation flow also play an important role on the spray cone 
angle . 
(3) The difference of early stage spray area between diesel and biodiesel is not obvious under the same injection 
pressure. The low surface tension and viscosity of diesel can enlarge spray cone angle and hold short spray tip 
penetration. 
(4) Because of higher injection quantity and spray tip penetration for biodiesel, the spray volume for biodiesel is 
larger than that for diesel under the same injection pressure. In addition, the spray volume can be enlarged by 
increasing the injection pressure for diesel and biodiesel. 
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Abstract 

Airblast atomization is commonly used to atomize fuel in aircraft engines. An annular liquid sheet is atomized by 

the shear forces exerted by the co-flowing air stream. Nevertheless, this technique is less effective in some 

specific cases, e.g. when the external air flow velocity is  relatively low. Electrohydrodynamic (EHD) atomization 

can constitute a solution in these cases. It consists of applying an electric field between two electrodes and 

electrically charging the passing carburant. This phenomenon will create instabilities within the liquid, provoking 

therefore its atomization. The main objective is therefore to electrically atomize a liquid sheet without the 

application of an external air flow like in airblast atomizers. 

This paper presents a novel actuator, based on dielectric barrier injection, used to induce instabilities within a 

plane liquid sheet of fuel similar to the annular sheet in aircraft engines. The behaviour of this atomizer was 

described in previous works. Several modes were observed, sometimes leading to a complete atomization, or just 

inducing instabilities and oscillating the liquid sheet. In the present study, only the cases where the liquid sheet is 

completely atomized are investigated. Images were recorded with the help of a high speed camera. Primary 

atomization is only studied, secondary atomization being neglected. The properties of the spray obtained by EHD 

atomization are investigated thoroughly, namely the breakup length, the mesh size, the drople t diameter, the 

droplet count, etc. 

Keywords 

Atomization, Atomizers, Dielectric Barrier Injection, Electrohydrodynamics, Liquid Sheet. 

Introduction 

The phenomenon of atomization ‎[1],‎[2] occurs through the interaction of a liquid in motion with respect to a 

surrounding gas. This occurrence results in the disintegration of the liquid in the form of droplets or fragments. 

Previous works ‎[3] showed the importance of developing instabilities at the gas/liquid interface and thus leading to 

the liquid fragmentation. 

Understanding the atomization of a liquid consists of understanding the processes that cause the conversion of a 

compact volume of liquid to a set of droplets ‎[4]. The resulting spray is characterized by a distribution of diameters 

of the drops that compose it. There are many methods for disintegrating a liquid ‎[5]. Atomizing a liquid sheet is a 

very efficient technique to obtain such sprays . The sheet thickness plays a major role during its atomization. 

Whether it is from a jet ‎[6],‎[7] or a sheet ‎[8], a droplet is the ultimate step in the liquid fragmentation. The process 

involves several steps. When the liquid is initially in the form of a sheet, a sheet-ligament transition precedes the 

ligament-drops transition. The formation and the geometry of the ligaments depend on several parameters such 

as the thickness of the sheet or the speed of the surrounding flow. 

At low speed, for example, aerodynamic forces exerted on the sheet produce longitudinal surface waves of great 

amplitude causing the sheet to beat like a flag. These instabilities lead to the formation of drops which size is of 

the order of magnitude of that of the sheet edge. The origin of these waves, which correspond to a phase 

displacement of the two interfaces, results from a Kelvin-Helmholtz type shear instability. 

At higher speeds, the amplitude of the longitudinal waves becomes smaller and their frequency greater. The 

appearance of transverse ripples induces transverse fragmentation of the sheet in form of filaments, which leads 

to the formation of smaller drops. 

The atomization of a liquid conventionally comprises two steps: the primary atomization  ‎[9] which corresponds to 

the formation of spherical or non-spherical liquid fragments, and the secondary atomization which refers to the 

additional fracture of the liquid fragments, resulting from the primary atomization, into finer droplets. The most 

cited model investigating secondary atomization is that of Pilch and Erdman ‎[10]. They present a model based on 

Ohnesorge number and Weber number values. In the current study, only primary atomization is investigated. 
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Material and Methods 

The current work presents experimental results obtained on a plane sheet of fuel. The experimental setup is 

shown in Figure 1. 

 

 

Figure 1. Experimental Setup. 

 

The fuel (Diesel oil) is sucked in through a gear pump and then sent to the injector. The flow is controlled by the 

pump and adjusted by a manual table. The sheet velocity is therefore regulated by the fuel flow rate. The spray is 

collected in a vessel placed under the injector. It is also equipped with an anti-splash system (not shown in figure) 

which prevents the drops created by impact on the bottom of the container from disturbing the measurements. 

A high voltage square AC signal is provided by a power amplifier connected to the injecting electrode of the fuel 

injector. Electric signal frequency varies between 1 Hz and 2000 Hz, and voltage goes up to 30 kV in amplitude. 

The liquid sheet is filmed as it leaves the injector. A shadow ombroscopy measurement system is installed in 

order to be able to take instantaneous images of the sheet and study its behaviour with the application of the 

electric signal. A high speed camera takes up to 5000 images per second of the fuel sheet at a resolution of 

640×480 pixels. The camera resolution could be increased to 1280×960 pixels but with lower image rate. The 

captured images are analysed and investigated on a pc. 

The fuel injector shown in Figure 2 mainly consists of the dielectric material (1). Fuel (2) enters a surge chamber 

(3) to smooth out turbulence before entering a rectangular slit (4). The blades (5-6) are installed on the tip and 

allow obtaining a plane sheet (7), having a thickness of 300 μm‎and a width of 62 mm into the paper. The velocity 

of the liquid sheet leaving the nozzle ranges between 0.6 m/s (which is the minimum speed obtained with the 

pump) and 2 m/s. The counter electrode of the electrohydrodynamic actuator (8) is placed inside the injector. 

Electric charges are injected into the sheet at the level of the electrodes of the actuator. 

 

 

Figure 2. Schematic view  of the fuel injector. 
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Because such actuators are mainly used in aircraft engine, kerosene would be the ideal fluid for this experiment. 

However, a fluid with close properties to kerosene ones is used in the experiments. It is commercial Diesel oil, a 

slightly conductive dielectric liquid. Its characteristics at a temperature of 20 °C are presented in Table 1. 

 

Table 1. Typical Characteristics of the Diesel Oil at 20 °C. 

Mass density 850 

Kinematic viscosity 4.3·10
-6

 

Electrical conductivity 1.15·10
-9

 

Relative permittivity 2.2 

 

Experimental Results 

When the fuel pump is running, a plane liquid sheet leaves the injector at a width of 62 mm. This width does not 

remain constant because of surface tension effects. At the boundaries of the liquid sheet, two thick fragments 

grow as the sheet width decreases. It is shown on the left image of Figure 3. When an appropriate electric voltage 

is applied on the electrodes , instabilities are generated within the liquid and the sheet is atomized. It is visible on 

the right image of Figure 3. The development of the flow shows four regions until reaching a spray. First, primary 

oscillations of high frequency occur in the vicinity of the electrodes. The frequency of these oscillations is probably 

equal to the electric signal frequency. The second region is characterized  by several local perforations of the 

sheet. Holes bounded by rims appear within the liquid. As these holes grow in size and in number, ligaments are 

produced and this third region is very close to a net or a mesh. In the last region, the ligaments break i nto droplets 

of different diameters. The distance from the injector lips until the start of ligaments breakup is defined as the 

breakup length. Detailed description and investigation on the processes leading to and occurring during 

atomization were presented in a previous work ‎[11]. 

 

             

Figure 3. Shadow  images of the plane sheet: left image w ith no signal, right image w hen atomized. 

(actual image size: 66 mm w idth, 73 mm height) 

 

Figure 4 shows images of the liquid sheet for various electric signal frequencies and several liquid velocities. In 

the absence of electric signal, two edges are visible in black on each side of the liquid sheet. They are formed of a 

filament of liquid of large diameter. The edges of the sheet meet at few centimetres from the injector (seen in 

some images). Further downstream (outside the image frame) the sheet quickly turns into a cylindrical jet. 

There are numerous physical parameters which can influence the spraying of the liquid sheet: liquid velocity, 

viscosity, density, air velocity, sheet thickness, etc. To all these mechanical parameters, add the set of electrical 

parameters: difference of potential, signal shape, signal frequency, polarity, electrode geometry, etc. It is nearly 

impossible to study all the interactions resulting from the variations of all these parameters. To limit the number of 

parameters to be studied, the work presented here is conducted on a single sheet thickness (300 μm at the exit of 

the injector) and just one electrode geometry is tested. All tests are carried out without external air flow, which 

means that atomization is a result of only electrohydrodynamic phenomena. Despite these limitations, the number 

of parameters and interactions to be studied remains very important. At this stage, it is preferred to conduct a 

qualitative study rather than a quantitative study ‎[12]. Note that many other frequency values were tested but their 

corresponding images are not presented in this paper. 

 

 

Primary oscillations 

Perforated region 

Net or mesh region 

Ligament breakup region 
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 0,6 m/s 1 m/s 1,5 m/s 2 m/s 

No 

signal 

    

10 Hz 

    

100 Hz 

    

500 Hz 

    

1000 Hz 

    

Figure 4. Experimental images of the liquid sheet behaviour w hen exposed to various electric signal frequencies, and for 

various liquid velocities. Square AC signal, applied voltage U = ±30 kV. (actual image size: 66 mm w idth, 73 mm height) 
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Interaction between Liquid Sheet Velocity and Electric Signal Frequency 

In previous works ‎[11],‎[13], three modes of disturbance were observed: a flapping mode where the sheet 

oscillates like a flag, a disturbed mode where surface vibrations are visible, and a perforated mode where the 

sheet is pierced so that a mesh and/or ligaments are seen. The last mode only results in an atomization of the 

sheet. 

The spraying mechanisms appear to be different depending on the frequency of the signal. A low frequency 

behaviour (frequency less than or equal to 100 Hz) and a high frequency behaviour (above 300 Hz) are 

distinguished. The transition between the two modes of operation is not immediate but ranges from 100 Hz to 

300 Hz, in which both behaviours can be observed. 

At low frequency: The zone of primary oscillation is very extensive. In this zone a longi tudinal wave with a 

frequency identical to that of the signal appears. This wave leads to the appearance on the sheet of thick 

transverse beads (two per period). The distance between the beads is halved when the frequency is doubled. 

Their thickness also decreases sharply when the frequency increases. The mesh area is practically non-existent 

at low sheet velocity. The breakup of the sheet occurs by piercing the membrane which connects the beads. They 

then become filaments. The collapse of these filaments produces a set of drops of large diameter. 

At high frequency: The primary zone is reduced considerably, the oscillation takes a much more chaotic aspect 

and the beads are no longer visible. The mesh area becomes visible. The mesh size is then different according to 

the form of applied signal. Several shapes of AC electric signals were tested (square, triangle, sine, step) but only 

square signal results are presented in this paper. It is also observed that the mesh size decreases as the 

frequency increases. 

 

Study of the Breakup Length 

The breakup length is an important parameter when studying the behaviour of the liquid sheet. It can be easily 

measured on the previous images. Despite the high measurement uncertainty (especially at low frequency), very 

clear trends can be deducted. A set of 1000 images was captured for each case, and then the average value is 

presented in this work. In Figure 5, the behaviour of the breakup length as a function of the electric signal 

frequency is presented first (left chart). Then the behaviour is plotted versus the liquid sheet velocity (right chart). 

First, in the absence of electric signal, the sheet closes more or less rapidly. The lower the sheet velocity, the 

faster it closes. 

 

  

Figure 5. Breakup length variations versus electric signal frequency (left) and versus liquid sheet velocity (right). 

 

A first observation is that the breakup length of the fuel sheet decreases as the electric signal frequency 

increases. This is due to the instabilities created within the sheet by EHD. At a frequency of 50 Hz, the sheet is 

not always perforated. It is from the 100 Hz value that a breakup begins to be observed for the low sheet 

velocities. The breakup length decreases with increasing the frequency to a value of 7  mm at 1000 Hz, at 1 m/s 

sheet velocity for example. The decrease is asymptotic, and shorter breakup lengths could be obtained for 

frequencies over 1000 Hz. The start of the perforation process  depends strongly on the sheet velocity. 

On the second chart, although curves are plotted with few points, the behaviour of the breakup length appears to 

be linear with the liquid velocity. Note that the breakup of the sheet occurs very close to the injector lips when the 

sheet velocity is lowest (0.6 m/s). The dynamics of the mechanisms that lead to the piercing of the liquid sheet 

appear to be independent of the sheet velocity. Similar behaviour was also observed for the mesh size. 
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Granulometric Study 

Figure 6 presents zoomed images of front views and side views of the liquid sheet when it is fully atomized at 

frequencies above 100 Hz. The objective here is to conduct a granulometric study on the droplet size and count. It 

is clearly visible on images that the frequency affects significantly the atomization, even for fully atomized sheets. 

 

Frequency Front view Side view 

100 Hz 

  

500 Hz 

  

1000 Hz 

  

2000 Hz 

  

Figure 6. Zoomed images of the atomized sheet at various signal frequencies. (actual image size: 50 mm w idth, 50 mm height) 
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If a higher zoom is applied on the images , the smallest drops will appear. A moderate frequency of 100 Hz leads 

to the formation of large structures as seen in Figure 6. Between these large structures, smaller drops are clearly 

visible. As the frequency increases, these drops become smaller and more numerous. 

 

  
a. 100 Hz b. 500 Hz 

  
c. 1000 Hz d. 2000 Hz 

Figure 7. Histograms of the count of droplet size for various frequencies. 

 

Figure 7 presents the histograms of droplet count having various diameters, and for different frequencies of the 

electric signal. The software used for this treatment is Davis 7.0 software which is mainly used in Particle Image 

Velocimetry (PIV) measurements. Unfortunately, because of the dimensions of the images, the software did not 

allow us to detect drops whose diameter is less than 300 μm.‎Drops‎with‎a‎diameter‎greater‎than‎1 mm are not 

rounded. In the case presented here, the liquid sheet is plane and large d rops mostly result from the two rims 

bounding the sheet. On the contrary, in aircraft engines, fuel sheets are cylindrical and this problem does not 

occur. Therefore these large drops are not counted either. 

The granulometric study is imperfect because many drops are not detected by the software. Nevertheless, as the 

procedure executed on the images is exactly the same, the trends emerge. At 100 Hz, the distribution of the 

drops is between 0.3 and 1 mm. When the frequency increases, drops between 0.6 and 1 mm almost disappear. 

Therefore, the increase in frequency seems to reduce the size of the drops. This study must be reconducted with 

another software appropriate for granulometry. In addition, a more thorough study on the Sauter mean diameter 

D32 ‎[14] should be carried out in order to obtain a more comprehensible behaviour of the atomization. 

 

Conclusions 

In this study, an EHD actuator was used to destabilize a sheet of Diesel fuel and lead to its  atomization. The 

sheet was 62 mm wide and 300 μm‎thick. Velocities ranging from 0.6 m/s to 2 m/s and electric signal frequencies 

ranging from 1 Hz to 2000 Hz were tested. A square AC electric signal with an amplitude of ±30 kV was applied 

between the electrodes to induce the liquid sheet atomization. 

The possibilities offered by the EHD system have proved particularly rich. Two mechanisms of primary 

atomization seem to exist: a fast mechanism that pierces the sheet and creates a first set of small drops and then 

a slower mechanism, which corresponds to the disintegration of the mesh-ligaments and drops of millimetre size.  
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It was observed that the frequency of the applied electric signal is an important parameter affecting the 

atomization process. High frequencies result in much better atomization. In addition, the liquid sheet velocity has 

an influence on the disintegration of the sheet. Higher liquid velocities require greater instabilities to completely 

atomize the liquid sheet. 

The analysis of the images using an ombroscopy software allowed us to conduct a coarse granulometric study. 

The particle size study of EHD sprays, although carried out in a very fragmentary way, shows a clear tendency for 

the large drops to disappear when the frequency of the signal increases. A more appropriate granulometry 

software must be used in order to get the full distribution of droplet sizes. 

The work carried out here aimed at demonstrating the efficiency of the process and delimiting the fields of 

operation. A more precise study must be carried out now to quantify more accurately the influence of each of the 

parameters governing the atomization process . 

Finally, after comparison of the obtained results to those of air-blast atomization, it would be interesting to 

investigate the combined effect of electrohydrodynamic and air-blast atomizations in future experiments. 

 

Nomenclature 

D Diameter [mm] 

D32 Sauter mean diameter [mm] 

Lb Breakup length [m] 

V Liquid sheet velocity [m.s
–1

] 

r Relative permittivity 

 Kinematic viscosity [m
2
.s

–1
] 

ρ Mass density [kg.m
–3

] 

σ Electrical conductivity [S.m
–1

] 
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Abstract 

Impinging jet sprays are investigated in the reference case of like-doublet injector, for application to bi-propellant 

combustion. Green propellants are considered, namely ethanol as a fuel and hydrogen peroxide as an oxidizer, 

that is well represented by water. This study reports original comparisons between standard spray characterization 

(PDI) and high-magnification shadowgraphy of the spray (2.5 x 3.2 mm, 2.5 µm per pixel) based on short laser 

backlight illumination (5 ns). Shadowgraphy images describe accurately the inner spray structure and provide the 

size and velocity of droplets. This diagnostic is used to analyse the influence of jet momentum (driven by injection 

pressure) on impinging jet atomization, as well as the evolution of spray topology, drop size distribution and average 

diameter along the spray centreline. The application of shadowgraphy to the dense region of water and ethanol 

sprays shows the different atomization behaviour of these two fluids with respect to their surface tension. Elliptical 

droplets are characterized inside the spray, which confirms the interest of a direct visualization of droplets in such 

dense sprays. 

Keywords 

Liquid impinging jet injector, Atomization, Shadowgraphy, Droplet sizing. 

Introduction 

Impinging jet injectors are used in most storable bi-propellant space engines. Current storable propellants such as 

hydrazine and nitrogen tetroxide usually burn after hypergolic ignition, which is allowed by their chemical properties. 

However, these toxic propellants are to be replaced by “green” propellants, e.g. hydrogen peroxide and ethanol, 

which atomization, ignition and combustion deserve additional knowledge. Particularly, compared to current 

storable propellants, the atomization of green propellants may be less prone: i. to generate small droplets due to 

their surface tension, ii. to generate a gaseous phase to their low volatility (e.g. hydrogen peroxide), iii. to ignite and 

burn efficiently, as a result. Therefore, attention must be paid to the atomization process of these new “green” 

propellants, particularly in the physical conditions encountered in combustion chambers i.e. subcritical at high 

temperature and pressure. 

In practice, liquid propellants atomization is usually based on jet impingement, which is a common way to generate 

droplets with moderate levels of pressure (e.g. a few MPa). In this study, the like-doublet configuration is considered 

as a reference case, even though real engines injectors may also feature unlike jet impingement (e.g. fuel on 

oxidizer) such as doublets or triplets etc. In the literature, numerous studies already address this like-doublet 

configuration in the spraying regime related to engine conditions, i.e. at elevated Reynolds and Weber numbers 

(103–104) leading to ligaments and fully developed breakup; a review of such spray phenomena can be drawn from 

detailed experiments [1]. Like-impinging doublets are investigated through theoretical studies [2] and numerical 

simulation [3]-[4], highlighting the dynamics of the liquid sheet breakup that generates wavy ligaments and then 

droplets. However in this complex situation, the reference knowledge concerning the spray shape, the distribution 

of droplet size and velocity, is provided by experiments [5]-[8]; for this purpose, most studies are based on Phase-

Doppler Interferometer (PDI) and direct visualization of the spray. In these fundamental experiments the droplet 

distribution is well characterized downstream the dense part of the spray (i.e. downstream the liquid sheet), but in 

real engine conditions the flame affects the spray even from the dense zone [8], so that the spray properties cannot 

be inferred directly from inert condition measurements. This makes spray combustion all the more complex because 

drop size influences combustion performance and induction length, as an example. Moreover, the Sauter Mean 

Diameter (SMD) measured with PDI is found to increase with increasing distance from the impingement point [5]-

[6], whereas it is found to decrease in another study combining experiment and simulation [3]. This contradiction 

shows that impinging jet sprays deserve a specific study, in order to discuss the methods used to analyse the 

structure of such sprays. 
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Thus, the specific objective of this work is to perform original comparisons between standard spray characterization 

based on PDI, and high-magnification shadowgraphy of the spray. This last diagnostic is known to provide better 

results in dense sprays [9]. Thanks to this diagnostic, a direct analysis of the spray structure is expected and may 

provide additional information to the classical PDI analysis. The influence of jet velocity is investigated through the 

influence of injection pressure, as well as the effect of fluid properties (water or ethanol), for elevated Reynolds and 

Weber numbers (103–104) leading to a “ligament-structure” or “fully-developed” spray. 

 

Experiment and diagnostics 

Experimental apparatus 

The liquids of interest are sprayed using a classical setup for impinging jets under inert gas pressurization, as 

described in former studies [2],[5]. The two jets of the like-doublet are generated from 2 symmetrical orifices 

manufactured in a single stainless steel injector designed for combustion experiments; they are drilled with a 

diameter d0 = 0.3 mm, a length L/d0 = 20, and an angle of impingement 60°, that provides good momentum while 

preventing from backsplash and erosion of the injector. The velocity of the jets is governed by the pressure drop 

ΔP across the injector through Bernoulli equation: V = √2∆𝑃 𝜌⁄ . 

 

 
 

Figure 1. Experimental injector geometry. 

 

The study focuses on green storable propellants, such as ethanol and hydrogen peroxide. Spraying conditions are 

characterized by the Reynolds (1), Weber (2) and Ohnesorge (3) dimensionless numbers. For safety purposes, 

deionized water is used to represent the atomization behaviour of hydrogen peroxide, since they have similar We 

and Oh numbers (see Table 1). In this table, High Test Peroxide (HTP) of mass concentration 87.5% is reported 

but not used experimentally. According to the behaviour of impinging jet sprays [1], the magnitude of Re and We 

numbers settle our experiments in the “ligament-structure” or “fully-developed” atomization regimes. For this 

purpose, the relevant injection conditions are reached by controlling the jet momentum thanks to the pressure drop 

across the injector ΔP = 0.9–3.0 MPa. 
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Table 1. Fluid properties and experimental conditions for d0 = 0.30 mm – HTP is not used experimentally. 

 Water  Ethanol HTP 

Density ρ (kg/m3) 998 792 1379 

Surface tension σ (N/m) 0.073 0.022 0.079 

Dynamic viscosity µ (kg/m/s) 1.002 E-3 1.272 E-3 1.260 E-3 

Oh 0.006 78 0.017 59 0.006 98 

ΔP (MPa) Re We Re We Re We 

0.9 12 690 7 400 8 900 24 550 11 860 6 840 

1.5 16 380 12 330 11 500 40 910 15 310 11 400 

3.0 23 170 24 660 16 260 81 820 21 660 22 790 
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Spray analysis based on Phase-Doppler Interferometer 

Following the initial development of Bachalo, the Phase-Doppler Interferometer (PDI) has proved to stand as a 

powerful standard laser-based diagnostic instrument for simultaneous and accurate measurements of the size and 

velocity of individual spherical particles in polydisperse particle flow environment [2],[5]-[6]. 

A modular PDI system (Artium 200 MD) is used for the real-time, non-intrusive measurement of individual drop size 

and 2 velocity components in this application. The diode-pumped solid-state lasers used in the transmitter provide 

532 nm and 473 nm wavelengths. The distances from transmitter to probe volume, and from receiver to probe 

volume, are set to 500 mm allowing 4.33 µm fringe spacing and a range of diameters between 1.5 µm and 160 µm 

when used with a light scattering angle set to 40°. The probe volume dimensions are characterized by a quasi-

circular cross-section of diameter 0.34 mm, and a length of 5.6 mm. PDI data processing includes the classical 

“probe-volume correction” (PVC) that compensates for the effect of varying sample volume on drop size. 

 

Spray analysis based on high-magnification shadowgraphy 

High-magnification shadowgraphy is recorded with pulsed backlight illumination, that is independent of the shape 

and material of the particles (either transparent or opaque) and allows for the investigation of drop size down to a 

few microns per pixel. Based on a PIV system, this technique is expected to provide information on the droplets 

shape coupled with size distribution and velocity. 

As illustrated (see Figure 2), a double-pulse Nd:YAG laser (Continuum Minilite II, 2*25 mJ/pulse) is combined with 

a double-frame camera (LaVision Flowmaster 3S, 1280 x 1024 px, 6.35 µm/px) equipped with a long-distance 

microscope (Questar QM1) of 60 cm working distance. A diffusor optics with a wavelength shifting fluorescing plate 

is mounted to the laser beam outlet, which yields a homogenous speckle-free backlight illumination of wavelength 

around 590 nm. The measurement volume is defined by the focal plane and the depth of field of the imaging system. 

The image size is 2.5 x 3.2 mm, and image pixel size is 2.5 µm. Given a f-number for the optics of 9.3, the effective 

spatial resolution based on Rayleigh criterion is 5.6 µm. The short laser pulsewidth (between 3 and 5 ns) ensures 

the motion freezing of all imaged droplets. Conventional corrections are applied to the drop size distributions using 

statistical weighting functions, in order to compensate for the so-called “border” and “depth-of-field” effects [9]. 

 

 

Figure 2. Experimental setup for high-magnification shadowgraphy. 

 
Images are analysed using commercial software (ParticleMaster Shadow, Lavision) that includes several 

parameters for droplet detection (see Figure 3). The first one is the kernel width of a sliding maximum filter, which 

is used to ensure background homogeneity for droplets detection prior to the first segmentation: it is set to 100 px 

(250 µm). The binarisation threshold for the first segmentation is a global threshold relative to the maximum intensity 

found on the image: it is set to 50%. A second segmentation computes a droplet diameter based on an average 

between the 40%- and 60%-threshold relative to the local maximum on the droplet. Blurry particles are rejected 

based on a minimum slope criterion, locally defined as the relative intensity decrease at the particle rim: it is set to 

20%. Given the intensity difference between small and large droplets, the admissible depth of field depends on drop 

size. Based on the slope criterion, it is comprised between 50 µm for the smallest droplets, and 330 µm for the 

biggest ones. Droplet velocity is computed from each doublet of images, provided the droplet is identified in both 

frames. The identification is based on a diameter variation inferior to 15%, and to a vertical velocity comprised 

between –10 and 50 m/s. For each condition, 20 doublets of images are recorded at 2 Hz with 2 µs delay between 

frames, which yields up to 50 validated droplets per frame. 
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Figure 3. Example of particle detection obtained by the software – Water spray, 0.9 MPa, Z/d0 = 100. 

 

Even though shadowgraphy is far less sensitive to droplet shape for detection, it may detect overlapping droplets 

or ligaments to which is attributed an elliptical cross-section (see Figure 4). In order to avoid such erroneous 

particles, images are computed using a second exclusion criterion, based on the ratio between the elliptical 

interpolation perimeter and the perimeter of the actual droplet: an optimal value of 0.875 is found for this criterion. 

This method is especially useful to exclude the erroneous ligaments for which the large extrapolated diameter is 

not representative of a real diameter. 

 

 

  

  

Figure 4. Example of particles excluded (red dots) or included (blue dots) in the statistics. Perimeter detected (green overlay), 

perimeter of the ellipse (blue overlay). In this case 63 particles are excluded (about 10%) – Water spray, 0.9 MPa, Z/d0 = 50. 

 

The spray is studied in steady operation. Its wavy behaviour is reported in the literature [2],[6] (see Figure 5 for 

visualization) and the ligament wavelength is less than 1.0 mm, hence a characteristic frequency about 10 kHz for 

a typical velocity of 10 m/s. Our diagnostics are compatible with these space and time scales: the shadowgraphy 

field of view (2.5 x 3.2 mm) corresponds to several wavelengths of the spray (2-3 wavelengths), while PDI is 

performed over a large number of time-periods (6 kHz in average during 1–2 s). Thus both diagnostics allow a 

correct sampling.  

Besides, the characteristic dimension of the PDI probe volume cross-section (0.34 mm) represents around 10-15% 

of the shadowgraphy field-of-view. Moreover, shadowgraphy provides uniform results (same drop size distribution 

and droplet number) whatever the investigation region. Therefore, shadowgraphy and PDI results can be compared 

in these spray conditions. 

 

Results and discussion 

Topology of the spray 

The spray is investigated by high-magnification shadowgraphy in the conditions of interest (see Table 1), for water 

and ethanol. For each spray condition, the measurement point is displaced from the impingement point of the jets, 

along the spray centreline coordinate Z (see Figure 5). The corresponding shadowgraphy pictures provide an 

original view of the inner spray structure. Although the topology of such sprays has been thoroughly described in 
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past studies, the present visualizations offer a detailed description of the primary atomization process (sheet 

breakup from Z = 3 d0), and of the secondary atomization process (ligament breakup from Z = 20 d0). These 

breakup lengths and wavelengths have been discussed in our previous work concerning like-doublets [6]. 

Additional information is given by the shape of ligaments and droplets. The dynamics of ligaments has a wavy 

behaviour that generates elongate blobs and droplets from Z = 20–30 d0, and these structures exhibit a relaxation 

process towards a stable shape (i.e. spherical). However, pictures at Z = 100–150 d0 show that small droplets reach 

a round shape, whereas the numerous big droplets that remain in the spray still have an elliptical or concave shape. 

As a result, the biggest droplets may be detected well by shadowgraphy, but hardly by PDI. 

 

Z/d0  Z/d0  Z/d0  

0 

 

25 

 

70 

 

3 

 

30 

 

85 

 

10 

 

40 

 

100 

 

20 

 

50 

 

 

150 

 

Figure 5. Shadowgraphy of the spray from the impingement point – Water, ΔP = 0.9 MPa, illumination 5 ns, 2.5 x 3.2 mm. 

 

Drop size distributions of the sprays 

The above shadowgraphy pictures reveal the structure of the spray as a function of the operating conditions and 

measurement location. Additional spray pictures highlight the influence of pressure (ΔP) that drives the Reynolds 

and Weber numbers through jet momentum. As ΔP increases, the spray generates smaller droplets because of this 

increase in impingement force, which is a common result in like-doublets sprays [2],[5],[7]: this effect is evidenced 

by PDI and shadowgraphy measurements performed on the same water spray (see Figure 6a).  

Both diagnostics show that the drop size distribution is mainly composed of small droplets (D < 0.20 d0); this is due 

to the measurement location situated far from the impingement point (Z/d0 = 100) i.e. after secondary breakup. It 

should be noticed that, in the case of shadowgraphy, the diameter of maximum probability decreases when ΔP 

increases, while in the case of PDI measurements this diameter is the same but with increasing probability. The 

same comparison is performed on ethanol spray for the same measurement location, Z/d0 = 100 (see Figure 6b): 

shadowgraphy and PDI lead to a similar drop size distribution mainly composed of smaller droplets (D < 0.10 d0) 

than water distribution. The drop size distribution is smaller for ethanol than for water mainly due to the lower surface 

tension of ethanol, and subsequently to its higher Weber number (see Table 1). As a conclusion, PDI and 

shadowgraphy provide similar drop size distributions, with small quantitative differences. 

This result is in agreement with comparable work performed on a steady atomizer [9], that also led to quantitative 

differences between the PDI and shadowgraphy results. A difference was found in the PDF distribution of drop size 

(albeit normalized in that work [9]), and differences were also reported in the statistical diameters. 
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a) b) 

Figure 6. PDF of drop size distribution comparison: a) shadowgraphy vs. PDI, with increasing momentum (water, d0 = 0.30 mm, 

Z/d0 = 100); b) shadowgraphy (d0 = 0.30 mm) vs. PDI (d0 = 0.51 mm) – Ethanol, Z/d0 = 170, ΔP = 0.9 MPa. 

 

Effect of distance from the impingement point 

The evolution of this distribution is investigated at different measurement locations by shadowgraphy (see Figure 

7a): as distance Z increases from the impingement point, the distribution exhibits droplets of smaller size 

(D < 0.05 d0). And yet, as Z increases, the characteristic diameter computed from the drop size distribution has 

distinct behaviours in other work: SMD increases [5]-[6] or decreases [3] with increasing distance from the 

impingement point. Therefore, a characteristic diameter should be evaluated to quantify this effect. For this purpose, 

the average diameter D10 is chosen because it represents fairly the whole drop size distribution, taking care to the 

geometrical drop size that is detected directly by shadowgraphy. 

The average diameter D10 is computed from PDI and shadowgraphy measurements on ethanol and water sprays 

at ΔP = 0.9 MPa (see Figure 7b). The D10 computed with shadowgraphy is roughly constant for water, and decreases 

slightly with increasing distance Z in the case of ethanol. The D10 for water measured with PDI is higher, which is 

consistent with the drop size distribution (see Figure 7a), and decreases slightly with increasing distance Z, while 

the validation rate of the PDI instrument increases up to 80%. In the meantime, the corresponding shadowgraphy 

pictures (see Figure 5) demonstrate that water droplets turn overall from ligaments and concave droplets 

(Z/d0 = 50), to convex droplets (Z/d0 = 150) which cross-section is not perfectly circular. This may explain the 

difference between the PDI measurement, that is based on the spherical assumption, and the shadowgraphy 

measurement that encompasses any droplet shape. 

 

  

a) b) 

Figure 7. Effect of distance Z from the impingement point (d0 = 0.30 mm, ΔP = 0.9 MPa): a) PDF of ethanol drop size 

distribution by shadowgraphy; b) average diameter D10 computed from PDI or shadowgraphy. 
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Distribution of droplet shapes 

From the above comparison, we can assume that the shadowgraphy measurements are less restrictive than PDI, 

as far as droplet shape is concerned. In order to confirm this assumption, the droplet shapes detected by the 

abovementioned shadowgraphy method are further analysed. For this, the centricity distribution of elliptical droplets 

cross-section is reported for water and ethanol sprays at Z/d0 = 50 and 150, ΔP = 0.9 MPa (see Figure 8a); the 

ellipse centricity is defined as the ratio of its short axis to long axis. For both fluids, the centricity distribution is closer 

to unity in the dilute spray region (Z/d0 = 150) than in the dense region (Z/d0 = 50), thus confirming that some time 

is required after breakup to generate round droplets. In contrast, the PDI diagnostic may detect only the droplets of 

centricity close to unity. This causes a bias in the spray characterization because droplets of centricity lower than 

0.80 still represent a significant part of the distribution in our case: 10–20% in the dilute spray (Z/d0 = 150), but 30–

40% in the dense region (Z/d0 = 50). It is necessary to assess which class of diameter is affected by this bias. 

The centricity of maximum probability is reported for each class of diameter, for water and ethanol sprays at 

Z/d0 = 150, ΔP = 0.9 MPa (see Figure 8b); the velocity associated to each droplet is also reported. Most spherical 

droplets (of centricity close to 1) can be found in the range of diameter 30–100 µm, while the other droplets are of 

lesser centricity. The smallest droplets (D < 30 µm) are less spherical, and their velocity is much lower than bigger 

droplets. This may be due to the effect of the aerodynamic drag, that affects significantly this class of small droplets. 

Under this effect, the unstable droplet shape oscillates due to the surface tension that tends to restore its round 

shape, hence a periodic, elliptic deformation [10]. The biggest, elongate elliptical droplets (D > 100 µm) may 

proceed from ligament parts (see Figure 8a). These large elliptical droplets may be difficult to probe with PDI 

considering the stringent tolerance in the maximum phase difference between pairs of detectors, but they carry a 

significant amount of liquid with poor evaporation surface. Consequently, they deserve appropriate diagnostics such 

as shadowgraphy. Their importance is superior in the dense region (Z/d0 = 50); downstream, in the dilute region 

(Z/d0 = 150), largest droplets seem to relax towards spherical shape.  

This effect is observed either on water or ethanol, but ethanol seems to produce more elliptical droplets. This is 

consistent with its lower surface tension compared to water, hence a higher sensitivity to initial conditions (ligament 

breakup) and a lesser cohesion prone to the oscillating deformation of ethanol droplet. 

 

  
a) b) 

Figure 8. Centricity of elliptical droplets computed from shadowgraphy pictures of water and ethanol sprays (d0 = 0.30 mm, 

ΔP = 0.9 MPa): a) distribution of centricity; b) evolution of centricity and velocity vs. droplet diameter at Z/d0 = 150. 

 

Conclusions 

This study demonstrates the interest of high-magnification shadowgraphy for the study of impinging jet injector. It 

allows to visualize directly the atomization process, and proves to be particularly useful for direct measurements of 

drop size, velocity and shape inside dense sprays. Indeed, this atomization process generates various shapes of 

drops and ligaments, especially non-spherical droplets, most of which can be detected by an elliptical interpolation. 

It is noticeable that most of the largest droplets generated by this injector are characterized by an elliptical shape, 

and consequently may be rejected by PDI. 
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In the present study, shadowgraphy provides original data concerning the spray topology, as well as droplet 

morphology, diameter and velocity. The distribution of droplet size has been recorded along the spray centreline, 

highlighting the effect of jet momentum (driven by injection pressure) and the evolution versus distance from the 

impingement point. Overall, it is clear that ethanol is prone to generate quickly smaller droplets sprays than water 

(thus hydrogen peroxide), thanks to its lower surface tension. This effect is quantified clearly by the drop size 

distributions and mean droplet diameters. 

The fluids investigated in this work stand for green storable bi-propellants, such as ethanol (fuel) and hydrogen 

peroxide (represented by water). Experimental conditions led to ligament- or fully-developed breakup atomization 

regimes, representative of some engine injector conditions. As far as engine combustion is concerned, the elevated 

pressure and temperature conditions may modify the spray structure, and combustion may interact with the spray 

so that the evaporation time allowed to the propellants is limited. In this context, the influence of large droplets is 

paramount and should be taken into account from the injector characterization. 
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Nomenclature 

ΔP Pressure drop across the injector [MPa] 

µ Dynamic viscosity [kg/m/s] 

ρ Liquid density [kg/m3] 

σ Surface tension ([N/m] 

d0 Nozzle diameter [mm] 

D Droplet diameter [µm] 

D10 Mean droplet diameter [µm] 

Oh Ohnesorge number 

PDF Probability Density Function 

PDI Phase-Doppler Interferometer 

Re Reynolds number 

SMD Sauter Mean Diameter [µm] 

V Liquid jet velocity [m/s] 

We Weber number 

Z Distance along the spray centreline [mm] 
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Abstract 
An experimental investigation of breakup mechanism in a rotary atomizer with square shape discharge orifice at 
ambient condition has been performed. The effects of a high aspect ratio noncircular discharge channels, 
particularly a square shape discharge channel, are considered. The motivation of this study is the use of this type 
of orifice in some small gas turbine engines as well as non-existing observation in literature concerning about high 
aspect ratio of discharge channel. Visualization experiments are conducted by high speed shadowgraph imaging 
technique with pulsed light illumination for the first time. The effects of rotational speed and volume flow rate are 
studied on the breakup structure.  The visualizations indicates that the liquid film formed along the channel is pushed 
to one side of it due to Coriolis force which is dominant in this type of atomizer. Accordingly a crescent shaped liquid 
film is formed at the square channel exit covering two corners of the square, resulting the combination of Coriolis 
induced stream mode and surface tension induced stream mode breakup. Observations of the breakup process for 
different volume flow rates and rotational speeds indicate that the breakup of liquid film stream is dependent on 
injection conditions and the corresponding cross flow velocity created by atomizer rotation. The breakup regime 
map is provided as a function of weber number and momentum flux ratio. Four distinct regimes are identified: 
Rayleigh breakup, bag breakup, multimode breakup, and shear breakup. The present results leads to understanding 
atomization performance and creating some idea to improved spray quality in this type of atomizer. 

Keywords 
Rotary atomizer, square shape injection orifice, high aspect ratio, discharge channel, Breakup regimes 

Introduction 
Rotary atomizer is one type of fuel injection which is used in small gas turbine engines. In big and popular gas 
turbine engines are used pressure atomized with a high-pressure fuel pump. The idea of using this type of fuel 
injectors system was raised to avoid the using of large and heavy pumps in small gas turbine engines. Higher 
rotational speed at which small gas turbine engines operation allow rotary atomizer to be used to create the fuel 
spray, replacing the high-pressure fuel pump. Actually, centrifugal force causes the fluid to be thrown from the 
discharge elements with high velocity. As the injection liquid film is introduced to environment, it gets converted into 
ligaments and sheets that eventually break into fine droplets. In this injectors, depending on design and application, 
the orifices may be arranged in a single row, multiple rows or other new arrangements. Simple design, light weight, 
low cost, decreasing engine size, high performance in spay atomization with high uniformity, and eliminating the 
high pressure pump are specifications of rotary atomization in small gas turbine engines. Other users also are 
conceivable for this injectors such as spray drying, spray coating, and etc. Which can be studied to operationalizing 
them.  
There have been a little studies reported in the literature for rotary atomizers and since there is not existed the 
strong fundamental and theoretical base for this type of injectors yet to explains completely breaks up mechanism 
or design map. Design map is the important point to design and optimization for different scale of rotary atomizer in 
various operation conditions and this allows to sizing the combustor of small gas turbine engines or other 
conceivable application. There are parameters that must be examined such as size, shape, environment 
specification, fuel properties and holes injector geometry and dimension.   
In this type of injectors, the fuel passes from the shaft and enters to the chamber, then discharges from the nozzles 
which are drilled on the fuel chamber. Dahm et al. [1] indicated that a thin liquid film is formed on the discharge 
channel wall and flows along it. Also Dahm proposed three injection modes including the regular film mode, irregular 
film mode, and the Coriolis-induced stream mode in liquid atomization. If this thin film flow can be maintained until 
it issues from the periphery of each channel, then the atomizer operates in the film-mode liquid breakup. In this type 
of injection mode, two phenomena can be observed: if the thin liquid film maintains its integrity to the channel exit 
and gets separated from the orifice edge, the atomizer demonstrates regular film mode injection. On the other hand, 
if the thin liquid film issues forth from the periphery of the hole pools on the atomizer surface rather than getting 
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separated at the hole edge, the atomizer operates in the irregular film mode injection. The third injection mode, 
namely the Coriolis-induced stream mode, can occur when sufficiently large Coriolis forces act on the liquid flow 
within the channel and causes the liquid film to pull in to a side. Dahm in this study, attempted to introduces a 
basically theory for spray mechanism in the rotary atomization. Dahm et al. [2] provided flow visualization results 
with experimental setup to characterize the liquid breakup regimes involved in fuel rotary atomization over a range 
of hole geometries, hole sizes, and rotation rates. He was the only person in literature that is used the square hole 
shape to optimization of rotary atomization. Dahm observed the regular and irregular film mode injection in round 
radial discharge orifices. The visualization results indicate that in a regular film mode injection, the liquid film breaks 
up as three regimes subcritical, transition, and supercritical film mode breakups due to the competition between 
surface tension and inertia effects. In the subcritical regime, the liquid film is drawn together by surface tension to 
form a single liquid ligament that subsequently undergoes the classical Rayleigh breakup. If the thin liquid film 
breaks up into small ligaments and droplets soon after being introduced to the air, the atomizer operates in the 
supercritical film-mode breakup. They have also provided the proper length scale for correlating the atomization 
performance of the rotary atomizer with injection orifices operating in the subcritical and supercritical film-mode 
breakup regime [2]. For the rotary atomizer used in these researches, the length of the discharge channel is not 
long enough to make the Coriolis effect important. Therefore, Dahm no observation has been made for the Coriolis-
induced stream mode injection for any shapes hole. In the following years, Choi et al. [3] elucidated the ignition and 
combustion characteristics of the slinger combustor with a rotating fuel injection system. They also provided the 
spray visualization of a rotary atomizer with round radial orifices and a clear correlation with drop size and ignition 
performance with rotational speed. They classified the breakup regimes to subcritical, transition, and supercritical 
modes without mentioning the Coriolis effect. Choi et al. [4] have measured the spray characteristics of a rotary 
atomizer with a radial-axial discharge channel by applying the Phase Doppler Particle Analyzer (PDPA) laser 
diagnostic technique. By using this system, the droplet size (SMD), velocity distribution, and spray pattern were 
measured for the first time. In this study, the breakup regimes were classified just like previous research studies. 
To determine the effect of the orifice injection diameter and the number of orifices, Choi et al. [5] constructed a test 
rig and measured droplet sizes as well as spray pattern visualization under various rotational speeds and liquid flow 
rates. They observed three spray patterns: ligament spray, regular spray, and irregular spray pattern; they found 
that there is an optimum orifice size for obtaining a minimum droplet size. No classification of breakup regimes was 
performed in the ligament spray pattern. This is equivalent to the Coriolis-induced stream mode breakup in this type 
of rotary atomizer. Most studies on the spray characteristics of the rotary atomizer have focused on droplet size 
measurement at relatively high rotational speeds. Sescu et al. [6] provided droplet size and volume distribution at 
a low rotational speed to analyze atomization performance in start-up phase conditions of small gas turbine engines 
with the rotary atomizer. The following year, Choi et al. studied the effect of rotational speed and air cross-flow 
velocity on droplet sizes [7] and spatial droplet distribution [8] around a rotary atomizer with round radial discharge 
orifices. They found that the cross-flow influences the Sauter mean diameter directly. However, the rotational speed 
has a large effect on the spray at slower cross-flow conditions. Paquet et al. [9] recently reviewed the rotary atomizer 
to find suitable correlations for an adequate spray distribution. 
In this study is investigated breakup mechanism in a rotary atomizer with square shape discharge orifice and the 
breakup regime map is provided as a function of weber number and momentum flux ratio. The present investigation 
is used the one operational slinger rotary atomizer which the channel is long enough to observing the Coriolis-
induced stream mode injection. Visualization experiments are conducted by high speed shadowgraph imaging 
technique with pulsed light illumination for the first time and also is observed the exact details from breakup regimes 
for the first time. Observations of the breakup process for different volume flow rates and rotational speeds indicate 
that the breakup of liquid film stream is dependent on injection conditions and the corresponding cross flow velocity 
created by atomizer rotation. Four distinct regimes are identified: Rayleigh breakup, bag breakup, multimode 
breakup, and shear breakup. The present results leads to understanding atomization performance and creating 
some idea to improved spray quality in this type of atomizer. The motivation of this study is the use of this type of 
orifice in some small gas turbine engines as well as non-existing observation in literature concerning about high 
aspect ratio of discharge channel. Dahm was the only person in literature that is used the square hole shape in 
rotary atomization which cannot shows Coriolis-induced stream mode injection and because of his experimental 
methods cannot shows the details of breakups regimes.  
 
Material and methods 
The experimental setup used for the current study was built at the SRMF optical laboratory of Sharif University of 
Technology. This setup has been designed to capture the spray behavior of a rotary atomizer in high rotational 
speeds. To provide realistic results, the current rotary atomizer is designed and built like the atomizers used in small 
gas turbine engines. All experimental tests were performed under ambient pressure and temperature (20 °C) using 
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water as the test liquid in place of the aviation fuel to enhance safety. The liquid flow rate and the rotational speed 
are changed from 30 LPH to 120 LPH and 2,000 rpm to 25,000 rpm, respectively. A schematic of the experimental 
setup and the rotary atomizer is shown in Figs. 1 and 2, respectively. 

 

 
Figure 1: Components of the experimental setup: (1) rotary atomizer, (2) spindle motor, (3) variable-frequency drive, (4) bearing 

and housing, (5) flow control panel, (6) pressurized water tank, (7) pulse light, (8) Collimating lens, (9) mirror, (10) 
trigger, (11) camera, (12) macro lens, (13) laptop. 

 
Figure 2. Schematic of the rotary atomizer. 

 
The experimental setup includes a high-speed spindle motor with 3.5 KW power. The rotary atomizer is directly 
connected to this motor and rotates with a rotational speed up to 25,000 rpm. To adjust the frequency and rotational 
speed of spindle motor, a variable frequency drive of 5.5 KW power is used. A high-speed angular contact-sealed 
bearing is mounted to the atomizer shaft. The liquid is fed to the atomizer disk through the hollow shaft designed 
with a labyrinth seal on the peripheral surface. As the liquid reaches the inner surface of atomizer, it spreads 
circumferentially and radially before being placed in the maximum radius of the atomizer cavity. The liquid film is 
discharged into the radial direction through the orifices and followed by its interaction with external air to form the 
ligaments or sheets that break into fine droplets. The rotary atomizer used in the current study consists of six square 
shapes injection orifices with width of 1.5 mm. The atomizer was manufactured by CNC machining. The outer and 
inner diameters of the atomizer disk are 77.5 mm and 59 mm, respectively and the cannels length are 9.25 mm.  

The flow control panel consists of the rotameter, pressure gage, and needle valve. The rotameter measures the 
flow rate of liquid within a range of 10 LPH to 120 LPH with an accuracy of ±2 LPH. A needle valve was used in this 
panel to adjust the flow rate accurately. Before the needle valve is opened, the spindle motor runs and the atomizer 
speed reaches the steady speed. To avoid the variation of the volume flow rate during a test, water-pressurized 
tanks were used at a pressure of 3 bar to ensure that the upstream pressure of the needle valve is kept 
approximately constant. All the experimental results are taken after the flow rate of the liquid is kept fixed with 
fluctuations of less than 2 LPH. The pressure gauge with a range of 0.1–1 bar was located upstream closer to the 
atomizer inlet to measure its pressure loss. 

The optical setup consists of pulsed light illumination, collimating lens, mirror, trigger, camera, and macro lens. 
The pulse light is a high-power LED-based illuminator, which can produce green light pulses with a minimum 
duration of about 125 ns. The pulse duration was set to 875 ns in the current work in both spray visualization and 
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droplet size measurement. The collimating lens with a focal length of 40 cm was used to parallel the light beams 
emitted from the pulse light and to adjust the field of view. The mirror was located on the spindle front surface to 
change the direction of the light beams. As a result, the light beams align with the atomizer rotation axis and back-
illuminates the liquid jet emerging from atomizer orifices. Two HDSLR cameras, Nikon D3300 and D7100 are used 
to capture the breakup structure and droplets sampling, respectively. A trigger provides the possibility of 
synchronizing the emitted pulse with a camera shutter speed. The camera was operated with an open shutter in a 
dark room so that exposure times could be controlled by the duration of the light pulses. This pulse duration of 875 
ns is sufficient to freeze the motion of the liquid jet structure in the high-speed rotation of the atomizer. The HDSLR 
cameras capture a high-resolution image with 6000 x 4000 pixels. The Nikon 200mm f/4 ED macro lens with a 
working distance of about 26 cm was used to ensure the capture of small breakup structures and ligaments. 

The shadowgraph technique with pulse back illumination is used for spray visualization. In this technique, a light 
source illuminates the liquid injection domain. The injected liquid obstructs the light beam and creates a shadow 
effect. By focusing the camera lens on the shadow plane, the resulting pattern is the picture of a fluid shadow whose 
contrast is recognizable from the background light. The camera focused at the plane of symmetry above the 
atomizer periphery surface in which the liquid jet emerges from injection orifices. The field of view is limited to 24 x 
36 mm and a reproduction ratio of 1:1 for spray visualization. This optical recording technique features low-cost 
low-power consumption and simple optical configurations compared to those of laser-based systems. 
 
Results and discussion 

As mentioned, in this present study is used the pulsed shadowgraph photography technique to Extracts the high 
resolution results in all range of operation in a rotary atomizer with square shape discharge orifice. The results of 
observations are unique and perfect. The effects of rotational speed and volume flow rate are studied on the breakup 
structure. As it is evident from the literature review, there is only one non-dimensional parameter (We) that describes 
the behavior of liquid jets and sprays by the rotary atomizer. The Weber number plays a significant role in multiphase 
flows, especially in case of drop formation. This non-dimensional parameter may be defined as the ratio of the 
inertial force to the surface tension force of the fluid. In the current study, the liquid to air momentum flux ratio, q, 
and the aerodynamic Weber number, Wed, are considered for the analysis. This is because the breakup mechanism 
primarily depends on the liquid injection velocity and the air cross-flow velocity. The liquid injection velocity can be 
varied by changing the mass flow rate in a constant rotational speed. Hence, it is not possible to carry out the 
analysis only by means of Wed. The liquid film thickness formed at the channel exit of slinger orifices is one of the 
key parameters relevant to its atomization properties. Dahm et al. [1] provided the following equation to calculate 
the liquid film thickness: 

 t = (
3

π
)

1/3

(
μL Q 𝑁⁄

ρL𝑅Ω2d
)

1/3

, (1) 

Where μLis the liquid viscosity, Q is the total volume flow, 𝑁 is the number of injection orifices, ρL is the liquid 
density, 𝑅 is the outer radius of atomizer disk, Ω is the rotational speed, and d is the injection orifice diameter. The 
liquid injection velocity and the air cross-flow velocity are obtained by Equations (2) and (3), respectively. 

Va = R Ω , (2) 

Vl =
Q

Nπdt
 . (3) 

These velocities are then used for obtaining q (ρLVl
2 ρaVa

2⁄ ). The aerodynamic Weber number based on the 

orifice diameter and the density and velocity of cross-flowing air, Va, is defined as We𝑑 = ρaVa
2d/σ. The liquid to air 

momentum flux ratio, q, and the aerodynamic Weber number, Wed, play a major role in primary and secondary 
atomization. The range of experimental boundary conditions and non-dimensional parameters used in the present 
work are listed in Table 1. 

 

Table 1: Range of operating conditions and derived parameters used 

Rotational speed (𝛺) 2000-25000 rpm 

Liquid volume flow rate (Q) 30-120 LPH 

Cross flow velocity (𝑉𝑎) 12-101 m/s 

Liquid injection velocity (𝑉𝑙) 4-45 m/s 

Aerodynamic Weber number (We) 2-170 

Liquid to air momentum flux ratio (q) 25-674 

Liquid film thickness (t) 16-140 μm 
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2000 rpm-30 LPH 

 
2000 rpm-60 LPH 

 
2000 rpm-90 LPH 

 
2000 rpm-120 LPH 

 
6000 rpm-30 LPH 6000 rpm-60 LPH 

 
6000 rpm-90 LPH  

6000 rpm-120 LPH 

 
7000 rpm-30 LPH 

 
7000 rpm-30 LPH  

 
7000 rpm-30 LPH 

 
7000 rpm-30 LPH 

 
8000 rpm-30 LPH 

 
8000 rpm-60 LPH 

 
8000 rpm-90 LPH 

 
8000 rpm-120 LPH 

 
18000 rpm-30 LPH 

 
18000 rpm-60 LPH 

 
18000 rpm-90 LPH 

 
18000 rpm-120 LPH 

Figure 3. Spray visualization in rotational speed of 2,000, 6,000, 7,000, 8,000 and 18,000 rpm.  
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For all cases considers in the present experiments, the liquid flow rate is kept constant at 30-120 LPH for six 
holes, so each holes liquid flow rate is 5-20 LPH which is representative of practical fuel flow rates in small gas 
turbines and speeds ranging are 2000 to 25,000 rpm. Fig. 3 shows shadowgraph photos from side view of rotary 
atomizer and shows clear trends in breakup patterns as the rotational speed increases from 2000 to 18000 rpm in 
30 to 120 LPM. As mentioned, the rotational speed of rotary atomization equivalent of the cross flow velocity and 
the liquid fuel of rotary atomizer sprays in contras of cross flow velocity. Fig.4 shows four distinct regimes are 
identified: Rayleigh breakup, bag breakup, multimode breakup, and shear breakup. First, the injected liquid stream 
at low rotational speed (2,000 rpm) in all range of volume flow rates shows that the liquid jet is broken up in 
accordance with the Rayleigh mechanism. The Rayleigh jet breakup is identified by the growth of symmetric and 
asymmetric oscillations of the jet surface due to a lower inertial force. With increasing rotational speed and inertial 
force, the wave length of disturbance decreases. If the wave length of the initial disturbance is greater than the 
minimum wave length of disturbance, the surface tension force increases the disturbances and accordingly leads 
to disintegration of the liquid jet. Approximately the size of the droplets produced in this breakup regime are the 
same as that of the jet diameter.  
 

    
A) Rayleigh breakup regime (4000 rpm-90 LPH) B) Bag breakup regime (7000 rpm-30 LPH) 

    
C) sheet breakup regime (6000 rpm-90 LPH) D) multimode breakup regime (6000 rpm-30 LPH) 

Figure 4. Four distinct regimes are identified: Rayleigh breakup, bag breakup, and shear breakup, multimode breakup.   

Second, next breakup mechanism, which was observed at a rotational speed of 6,000 rpm with a volume flow 
rate of 30 LPH, is bag breakup (fig.3). The bag structures were also observed in other operating conditions such as 
7,000 and 8,000 rpm with volume flow rates of 90 LPH, among others. The bag structures are formed by increasing 
the distance between the nodes to allow the gas to be permeated into the spacing between them and mixed with 
the liquid. The reason of forming these structures on the liquid stream surface is that the liquid film issued from the 
atomizer orifice deflects in the stream-wise direction, and the timescale of the crossflow velocity is lower than that 
of the liquid injection. Hence, the crossflowing air has enough time to permeate into the liquid between nodes and 
to create bag structures.   

Third, the other phenomenon, which can be observed in a volume flow rate of 120 LPH at different rotational 
speeds, is the thin liquid sheet that is formed after the liquid film is injected into the environment (fig.3). This behavior 
can be explained by comparing two timescales. If the timescale of surface tension is lower than that of the liquid 
injection inertial force, then the liquid film collapses to a single liquid column as a form of liquid jet. Otherwise, the 
surface tension has not enough time to exert any effect on the liquid film and hence the film is spread into the span-
wise direction as a form of the thin liquid sheet. 

Fourth, the last breakup mechanism is multimode regime which can be observed in volume flow rate of 30 LPH 
at 6000 rpm, volume flow rate of 60 LPH at 8000 rpm and etc. (fig.3).  
 
 

Cross flowing 
air 

 

 

 

Cross flowing air 
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Dahm et al. [2] introduced the classification for all range of rotary atomizer operation. The visualization results 
indicate that the liquid film breaks up as three regimes subcritical, transition, and supercritical film mode breakups 
due to the competition between surface tension and inertia effects. In the subcritical regime, the liquid film is drawn 
together by surface tension to form a single liquid ligament that subsequently undergoes the classical Rayleigh 
breakup. If the thin liquid film breaks up into small ligaments and droplets soon after being introduced to the air, the 
atomizer operates in the supercritical film-mode breakup. They have also provided the proper length scale for 
correlating the atomization performance of the rotary atomizer with injection orifices operating in the subcritical and 
supercritical film-mode breakup regime [2]. In this study by definition is provided Dahm, the breakup regime map is 
provided as a function of weber number and momentum flux ratio in for the first time (fig. 5).   
 

 
Figure 5. The breakup regime map for the rotary atomizer with the square discharge orifice 

 
Dahm et al. [1] indicated that a thin liquid film is formed on the discharge channel wall and flows along it. Also Dahm 
proposed three injection modes including the regular film mode, irregular film mode, and the Coriolis-induced stream 
mode in liquid atomization. In Dahm study, the length of the discharge channel is not long enough to make the 
Coriolis effect important. Therefore, Dahm no observation has been made for the Coriolis-induced stream mode 
injection for any shapes hole. In this study, the effects of a high aspect ratio noncircular discharge channels are 
considered. The motivation of this study is the use of this type of orifice in some small gas turbine engines as well 
as non-existing observation in literature concerning about high aspect ratio of discharge channel. The visualizations 
indicates that the liquid film formed along the channel is pushed to one side of it due to Coriolis force which is 
dominant in this type of atomizer. The liquid film is accumulated on one side of the discharge channel and emerges 
from the atomizer orifices as a crescent-shaped form. Fig. 6 shows an enlarged view of the liquid film formation at 
the end of the channel. The Coriolis force acts on the liquid film and it is pushed to one side of the channel opposing 
the rotation. This observation shows the Coriolis force is stronger than surface tension force which was created by 
corners of square orifice.   
 

  
A) liquid injection in square hole’s root (1000 rpm-10 LPH) B) liquid injection in square hole’s root (2000 rpm-30 LPH) 

Figure 6. Liquid injection in square hole’s root  
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Conclusions 
An experimental investigation of breakup mechanism in a rotary atomizer with square shape discharge orifice 
operating in the Coriolis-induced stream mode injection over a range of rotational speeds and volume flow rates. 
The dynamics of the interaction between the air cross-flow and the thin liquid film is explained through flow 
visualization experiments. Four different regimes of spray breakup are identified: Rayleigh breakup, bag breakup, 
multimode breakup, and shear breakup. A breakup regime map is presented at We on abscissa and q on ordinate. 
The results suggest qualitative similarities between the primary breakups of the thin liquid film in this type of 
atomizer, the primary breakup of the non-turbulent liquid jet, and the fanlike liquid sheet in a cross flow. This 
observation shows the Coriolis force is stronger than surface tension force and the liquid film formed along the 
channel is pushed to one side of it due to Coriolis force which is dominant in this type of atomizer. The present 
results leads to understanding atomization performance and creating some idea to improved spray quality in this 
type of atomizer.  
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Abstract 

One way to increase efficiency and reduce pollution in transport and energetic domain is designing fuel injectors 

with better atomization. In this work, experiments were performed on a prefilming airblast atomizer often used in 

gas turbine engines. For this purpose, a new injector was designed to visualize the prefilming zone and the 

primary atomization together. The flow configuration corresponds to an annular liquid film sheared by inner high 

velocity airflows. High speed Shadowgraphy was used to observe film and spray, liquid film frequency, wave 

velocity and wave deformation, primary breakup regime. Finally, a link between liquid film and the primary 

atomization are shown first qualitatively and after quantitatively. 

Keywords 

Atomization, liquid film, annular geometry, airblast, prefilming 

Introduction 

One way to increase efficiency and reduce pollution in transport and energetic domains is designing fuel injectors 

with better atomization properties [1]. Prefilming airblast atomizers often used in gas turbine engines, offer 

advantages in terms of atomization quality over a wide range of fuel flow rates. Nevertheless, spray formation 

mechanisms due to the disintegration of a liquid film are still not completely known. 

This type of injector is often studied in a planar geometry [1] [2] [3] because this is the simplest way to analyze the 

mechanisms of film dynamics and atomization experimentally. At the same time, studies on industrial 

configurations [4] have shown that the internal geometry of the injector influences strongly the process of 

atomization. To make experimental observations in the annular geometry is an enormous challenge. For that 

reason researchers often study liquid film [5] and the spray [6][7] separately. In this context, we propose an 

experimental study on the liquid film and the spray for a basic annular prefilming airblast. 

The paper starts by presenting the experimental set-up designed at IMFT (Institut de Mécanique des Fluides de 

Toulouse). The destabilization and the atomization of the liquid film have been studied with high speed 

shadowgraphy method. Then the liquid film is characterized with its different regimes, frequencies of waves, wave 

velocities and wave deformations. Furthermore observations are made on the regimes of sprays, the possible 

dependence between the liquid regime and breakup modes. And to finish the preservation between conditions of 

film near the injector exit and the initial conditions about the primary atomization.    

Experimental setup and metrology 

The set up designed at IMFT is shown in figure 1. The geometry of the atomizer is cylindrical (D=34.5mm). The 

velocity of the air flow generated by a blower can reach 50 m.s
-1

 ± 0.5 m.s
-1

   (ReD = 100.000). The liquid (water)

passes inside a thin annular duct (= 500µm ± 20µm) located close to the wall of the cylinder (figure 1.b). A 

coordinate measure machine was used to verify tolerance on the thickness of the liquid duct. The velocity of the 

liquid is in the range [1.2 - 2.2 m.s
-1

] (± 0.03 m.s
-1

) corresponding to low Reynold numbers [600 < Re < 1120].

The length of the prefilming zone is 48mm and the atomizer is equipped with optical access (a glass cylinder) that 

allows the visualization of the liquid film (figure 1.b). To reduce turbulence 2 honeycombs are put before and after 

the convergent. After the honeycombs, a long tube (d=30 mm, L=90cm) is used to establish the air flow profile. 

The important parameters are resumed in table 1. 

In order to characterize the mean air flow, a Pitot probe has been used to measure velocity profiles in four 

sections (figure 1.a): at a distance of 10cm before the injector (S1), at the injector inlet (S2) , at the beginning of 

the prefilming zone (S3) and at the end (S4). Whatever the section, the velocity profile is quite similar (figure 2). 

This result confirms that the tube is long enough for establishing the air flow. Hot wire measures (d=5µm) have 

been performed in section S4 (dots in figure 2) to obtain the mean turbulence ratio (6%). LDV measures are 

planned to complete information about turbulence. Their measures have been made without the liquid flow. 

The destabilization and the atomization of the liquid film have been studied with a high-speed camera (10 kHz) 

Phantom V20 (1280x800pixels). A continuous LED panel (2000mA, 10 x 10 cm) put in the background of the 

camera axis has been used for the backlight. 
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For the study two fields of view have been used. The first one, (field 1, red rectangle in figure 1.b) allows to 

observe the film destabilization). The size of field1 is LX=35.5mm (27.8µm/pixel) and LY=20.7mm (25.9µm/pixel). It 

is located on the cylinder axis 8mm after the liquid injection. 

The second field of view (Field 2, blue rectangle in figure1.b) is used for the simultaneous visualization of the end 

of the liquid film and the beginning of the atomization area. The size of Field2 is the same as Field1 but it can be 

noted that the spatial resolution will change slightly at the end of the film (the deformation induced by the glass 

tube disappears). 

    

Figure 1. a) Experimental setup .b) Schema of the injector. Air velocity measurements are performed in four sections (S1, S2, 

S3, S4), the red x is the origin (x=0, y=0). 

 

Table 1 Main injector’s characteristics. 
 

 Dimension  nomination 

Tube diameter 34.5mm D 

Liquid film thickness 500µm  

Prefilming length 48mm Lp 

Injector exit thickness 

The splitter separating the two phases 

5.2mm 

150µm 

LA 

Ls 

 

 

Figure 2. Normalized mean velocity profiles without liquid flow. in sections S1,S2, S3,.S4 (figure 1.a) 

 

Liquid film characteristics 

The analysis of the film deformation was performed in the first field of view (Field1). Its purpose is to study the 

temporal and spatial evolution of the film structure along the prefilming zone (8mm after the liquid injection up to 

the end of the glass cylinder). More precisely the high velocity difference between the interface of the liquid film 

x 

y 
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and the main air flow generates surface waves that propagate and evolve (with time and space) along the 

cylinder. 

The high-speed images allow the detection of the deformation of the liquid film interface. The more these 

deformations are important, the more the light of the LED panel will be deviated and the transmission will be 

attenuated. In the case of an important interface deformation (big surface waves) the transmission of the backlight 

vanishes and black zones appear in the images. 

Figure 3 shows an instantaneous image of the liquid film obtained by shadowgraphy (Re=600, UG =40m.s
-1

). It 

can be noted that no film dry-out was occurring during the experiments (i.e. in the range of Re and ReD 

mentioned in experimental setup section). Three regimes of wave structure can be observed. The first one called 

"initial”, close to the liquid injection, reveals wide and quasi-periodic 2D waves. In this regime, the waves have 

little deformation. The third regime called “disrupted” near the injector exit, develops without specific spatial 

frequency and waves are 3D. The “transition zone” is observed when 2D waves become unstable and produce 

3D waves with smaller scales (figure 3). 

 

 

Figure 3 Instantaneous images of the liquid film (Field1) for Re=600 and UG=40m.s
-1
 (ReD=87,000) 

 

To obtain the wave frequencies and wave velocities along the prefilming zone, the image processing is the same. 

A window centered on the axis of the cylinder is selected (-2mm<y< 2mm; 8mm<x< 43.7mm). The pixel values 

are averaged over the y-axis to obtain an axial mean profile of gray levels, P(x), on the total length of the Field1. 

10,000 successive images (1 s) have been used to make sure that the statistics are converged. For x<20 mm, a 

quasi-periodic zone can be identified on P(x) (figure4).  

 

Figure 4 Axial evolution of the gray level in the prefilming zone for UG=43m.s
-1
, Re=600. The red line delimits the quasi-periodic 

zone (x < 20mm).  

 

The first post processing of the profiles, based on spectra analysis, was developed to study the wave frequencies. 

At a given location x, fast Fourier transforms are applied to the temporal evolution of P(x) (10000 values) and 

gives the power spectral density (PSD) (256 frequency values with step of 20 Hz). For UG=43m.s
-1

 and Re=600, 

figure 5 shows the evolution of the power spectra for three axial locations (x = 10.7, 23.5, 35.7mm). 
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Figure 5 Power Spectra Density for UG=43 m.s
-1
 and Re=600 for 3 axial locations x= 10.7, 23.5, 35.7mm. 

 

In the “initial zone” (x=10.7 mm) a well-pronounced peak appears around Fmax =600Hz and characterizes the 

quasi-periodic structure detected on the images (see figure 4). Downstream (x=23.5mm, x=35.7mm) the initial 

structure of the liquid film is progressively lost and no significant peak can be detected. One may suppose that the 

initial waves correspond to the waves of maximum growth rate appearing due to Kelvin–Helmholtz instability on 

film surface. In the configuration studied by Alekseenko et al [5], a second peak has been observed in the power 

spectra, due to the presence of “disturbance waves” (not observed in the present study) Fmax increases quasi 

linearly with UG (table 2). This result is in satisfactory agreement with the study of Alekseenko et al [5] carried out 

with a lower liquid Reynold number (Re=400). Therefore the values of Fmax cannot be compared directly but the 

comparison between both studies shows clearly the increase in Fmax with Reand ReD as Alekseenko et al [5] 

observed. At this stage of the study, it is difficult to present the results in terms of Strouhal number (1). 

St=Fmax L/UG (1) 

Indeed, the choice of a length scale, L, is not obvious and different points of view can be found in the literature. 

Nevertheless, the results summarized in table 2 can be written in the form: St~14L, where L does not seem to 

depend on the air velocity UG, but depends probably of numerous parameters (liquid velocity [5], liquid properties 

and injector geometry [8]). 

 

Table 2 Maximal frequencies in the initial zone for different air velocities. Comparison with the results of Alekseenko et al [5] 
 

Air velocity (m.s
-1

) Fmax (Re=600)(Hz) Fmax in Alekseenko et al [5] 

(Re=400)(Hz) 

48 675 550 

43 625 460 

40 550 410 

33 507 320 

27 390 270 

 

The second post processing of the profiles, based on correlation analysis, was developed to calculate the liquid 

wave’s velocity. The axial profile P(x) was divided in several intervals of 5mm. For each interval, 1D correlations 

were calculated between time t and time t+t (t =0.2ms) to obtain the mean wave’s velocity Uwave(x) (figure 6). 

Small deformations of the liquid film interface for the case UG=33m.s
-1

, limit the domain of measure to x=18mm-

43mm. 

 
 

Figure 6 Axial evolution of wave velocity in the prefilming zone 

for different air velocities, Re=600.  

Figure 7 axial evolution of the correlation coefficient (Corr) in 

the prefilming zone for different air velocities, (Re=600) 
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The mean initial liquid velocity of the liquid film (Re=600) is 1.2 m.s
-1

. The velocity profile of the liquid film is 

strongly affected by the air velocity and after the 12 mm liquid injection the waves' velocity can reaches 1.9 m.s
-1

 

for the highest air velocity. Moreover and whatever the air velocity, the waves' velocity increases with the axial 

distance. Indeed the main air flow accelerates the liquid film continuously from the liquid inlet up to the injector 

exit. Along the perpendicular direction to the glass tube, the local velocity of the liquid is probably affected by the 

air flow and the mean height of the liquid film could decrease with the axial distance, (liquid mass flow rate 

remaining constant). 

Lastly, to quantify the progressive disintegration of the waves, a specific image processing based on spatial 

correlations was developed. From a first image (time t), a small window called W1(x,t)  (X = 1mm; Y = 20.7mm) 

was extracted at a given axial location x. On the next image (time t+t; t=1.5ms) a new window called 

W2(x+Xcorr, t+t )  was extracted at location x+Xcorr, Xcorr being given by (2) : 

Xcorr = Uwave(x)*t. (2) 

For every pair of images, the maximum value of the spatial correlation between W1(x,t) and W2(x+Xcorr, t+t ) is 

calculated. 1000 pairs of images are used to obtain the mean correlation coefficient Corr(x). Because of weak 

luminosity near the liquid inlet Corr(x) is only calculated between 11mm and 40mm. 

Figure 7 shows the axial evolution of the correlation coefficient. The results must be interpreted in connection with 

the three different regimes of the liquid film presented in figure 3. For low air velocity (33m.s
-1

), stable waves are 

detected in the initial zone and the value of Corr(x) is high (0.77) and almost constant up to x=22mm. An increase 

in the air velocity leads to a decrease in the spatial correlation coefficient, insofar as waves deform more quickly. 

When the air velocity increases from 40 m.s
-1

 to 48 m.s
-1

, the initial 2D periodic waves disappear more quickly. 

For UG = 33m.s
-1

, the “transition zone” begins around x=20 mm and the coefficient Corr(x) decreases 

progressively from 0.8 to 0.45. A moderate increase in the air velocity (40 m.s
-1

), leads to a significant decrease of 

Corr(x). Indeed, the “transition zone” is located closer to the injection of the liquid film. Moreover Corr(x) drops 

sharply and takes the previous value (0.45) for x= 27 mm. Compared to the case UG= 33 m.s
-1

 Corr(x) reaches 

this value later (x=43 mm). This result shows that a small increase in air velocity strongly modifies the structure of 

the liquid film. The “transition zone” and the “disrupted zone” become shorter and are moved upstream. 

For the highest velocity (48 m.s
-1

), the curve's evolution is a slightly different. Corr(x) reaches a lower value (0.32 

for x=32mm) but the value of the coefficient goes back to 0.4 near the injector exit. According to the work of 

Alekseenko et al [5] this could be due to the formation of “disturbance waves”. Additional measures will be 

necessary to confirm this hypothesis. 

 

Atomization of the liquid film 

Figure 8 shows instantaneous images (Field2) for several air velocities (UG=27 m.s
-1

, 33 m.s
-1

, 36 m.s
-1

, 40 m.s
-1

, 

43 m.s
-1

, 48 m.s
-1

), corresponding to ReD in the [60,000 - 100,000]) and for the same liquid velocity (UL=1.2 m.s
-1

, 

Re=600). 

 

Figure 8 Instantaneous images of the liquid film and the liquid sheet (Field2) for different air velocities and Re=600. 
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The dark zones visible in the background are due to the atomization of the liquid sheet on the other side of the 

injector. Specific post-treatments will be developed to remove these gray levels. But at this moment, only a 

qualitative analysis can be made on the primary atomization. 

Numerous studies concerning the primary atomization of a liquid sheet without prefilming zone can be found in 

the literature ([1], [9], [10]) and with prefilming zone ([2], [11]). The experimental results concerning prefilming 

injectors are limited and the cylindrical configuration has been little studied. 

Different breakup regimes can be observed. In the case of a planar liquid sheet, the first observations of the 

primary atomization regime and its physical analysis can be found in Stapper et al [12] and Park et al [13]. 

When air velocity is low (27-33 m.s
-1

), cellular breakup is detected with membranes and spanwise ligaments.For 

higher air velocities (from UG= 36 m.s
-1

 to 47 m.s
-1

), stretched ligament breakup is observed with bag-like 

structure (figure 9) and longitudinal ligaments. In the configuration of the present study, the viscous effects are 

weak (Ohnesorge number is in the order of 0.005). On the other hand, in the investigated range of air velocity, the 

Weber number (3) based on the initial thickness of the liquid film is between 5 and 18. 

We = G..UG-UL)
2
/ (3) 

Therefore, the process of secondary breakup is expected to appear after the destabilization of the liquid sheet.

Both regimes can be found in the study of Fernandez et al [14], in the case of a planar liquid sheet. Research is in 

progress to detect the edge of the liquid sheet and study the decrease of the break up length during air velocity 

increase. To study the transition between both regimes, Fernandez et al [14] and before them Lorenzo et al [15] 

have introduced the MFR parameter (for Momentum Flux Ratio) (4), to compare the momentum flux ratio between 

the gas and the liquid. 

MFR = (G.UG²)/(L.UL²) (4) 

The regime transition is observed for MFR ~ 1; it’s rather close to the value obtained by Fernandez et al [14] 

(MFR~0.5). The difference could result from the air flow which shears only a side of the liquid film, contrary to the 

study of Fernandez and al. 

As the film and the spray are observed together, it is possible to make the link between the structure of the liquid 

film and the regimes of atomization. 

When the liquid film is in "initial regime", primary atomization is dominated by the cellular breakup mode. If the 

end of the film is in the “disrupted regime”, the predefined atomisation regime is in the mode “stretched ligament 

breakup”. 

 

 

Figure 9 Zoom of a bag break structure. 

 

But as the atomization regime depends on the air velocity, it is difficult to know if the liquid film regime changes 

the primary break up mode. 

To make the link between the liquid film and the primary atomization, we compared the structure of the liquid film 

to the injector exit with the initial structure of the liquid sheet. 

For this, the correlation coefficient (Corr) defined previously can be used with some modifications. Now three 

windows called W1, W2, W3 (1mm x 20.8mm) are needed (figure 10a): W1 and W2 are located in the prefilming 

zone at x1= 43.9mm and at x2=46.6mm respectively. W3 is located after the injector exit (x3=49.3mm) at the 

beginning of the liquid sheet. The distance between each window is the same (2.7mm). 

Figures 10.b and 10.c show zooms (1mm x 5mm) of the same wave in each three windows. An image processing 

was made on W1 and W2 to correct the effects of curvature due to the glass cylinder. 

From the three windows, two correlation coefficients can now be calculated: Corr1-2 and Corr2-3 corresponding to 

the maximum value of the spatial correlations between the pairs [W1, W2] and [W2,W3] respectively (10000 

images are used). 

Figure 11, shows the evolution of both correlation coefficients (Corr1-2 and Corr2-3) for different air velocities.  

Corr1-2 provides the level of spatial correlation for a displacement of the liquid film of 1.7mm and can be used as a 

“reference” inside the liquid film. Corr2-3 characterizes the loss due to the rough change in the conditions of the 

liquid flow at the injector exit. 

Corr1-2 decreases for the air velocity range [27 m.s
-1

– 33 m.s
-1

] and becomes stable around 0.4 for higher air 

velocities. Corr1-2 is calculated at location x=45.2mm, and this value (0.4) is coherent with the last measures in 
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figure 7 (x=40.7mm). The coefficient Corr1-2 and Corr2-3 follows the same trend, but the values of Corr2-3 are 20% 

lower. A first analysis of the instantaneous images (figure 10) indicates that the structure of the film near the 

injector exit remains still present beyond this zone (i.e. in the first millimeters of the liquid sheet). 

 

a) Schema (this model is not to size) b) UG= 27m.s
-1
 c) UG=48m.s

-1
 

 

 
1) 

 
1) 

 
2) 

 
2) 

 
3) 

 
3) 

 

Figure 10 a) Schema of each window’s position. Zoom of a wave for an air velocity of 27 m.s
-1
 (b) and 48 m.s

-1
 (c).  Each 

pitures are separated by 2.7mm. Pictures 1,2 are inside the prefilming zone and 3 are outside (Window size: 1mm x 5 mm) 

 

Nevertheless it is normal that Corr2-3 is smaller because the liquid flow is not forced anymore to adhere to the wall 

of the tube. 3D displacements can occur in the liquid sheet. 

 

 

Figure 11 Evolution of the correlation coefficient (Corr1_2, Corr2_3) in function of air velocity, black line with triangle is for the 

correlation inside the prefilmer, and the red line is between the prefilmer and the liquid sheet. 

 

Another possible explanation is given by Koch et al [16]: a liquid accumulation at the end of the glass tube could 

modify the structure of the film before the liquid sheet. In spite of this effect, liquid waves are preserved after the 

injector exit (figure 10) and will play a role in the primary atomisation process. 

 

Conclusion 

Experiments were performed on a prefilming airblast atomizer designed at IMFT to visualize the liquid film and the 

primary atomization together using high-speed imaging.  

Concerning the liquid film different regimes of wave structure can be observed. The first one called "initial”, close 

to the liquid injection, reveals wide and quasi-periodic 2D waves. The second regime called “disrupted” near the 

injector exit, develops without specific spatial frequency and waves are in 3D shape. 

An image processing, based on spectra analysis, was developed to study both the frequencies and the velocity of 

the waves. In the “initial zone” a well-pronounced peak appears around Fmax =600Hz and Fmax increases quasi 

linearly with UG 

Whatever the air velocity, the wave velocity increases with the axial distance as the main air flow accelerates the 

liquid film continuously from the liquid inlet up to the injector exit. 

To quantify the progressive disintegration of the waves, a specific image processing based on spatial correlations 

(coefficient Corr) was developed. For low air velocity, stable waves are detected in the initial zone and the value of 

Corr(x) is high. A small increase in air velocity strongly modifies the structure of the liquid film and the coefficient 

Corr(x) drops sharply. The “initial zone” becomes shorter and the “transition zone” and the “disrupted zone” are 

moved upstream. 

Concerning the spray different breakup regimes have been observed: cellular breakup with membranes and 

spanwise ligaments (low air velocity) and stretched ligament breakup with bag-like structure and longitudinal 

ligaments (high air velocity). 

To make the link between the liquid film and the primary atomization, the analysis based on the coefficient of 

correlation (Corr) was extended to the zone of primary breakup. 

511

http://creativecommons.org/licenses/by-nc-nd/4.0/


ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain 

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0). 

EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA 

The results clearly show that the structure of the liquid film at the outlet of the injector remains still very present in 

the primary atomization zone in terms of local and instant thickness of the liquid sheet. 

The work will be continued by improved post-treatment to reduce the atomization in the background to obtain 

quantitative atomization characteristics. 
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Nomenclature 

x axial direction 

y transvers direction 

D injector’s diameter [m] 

 height of liquid film [m] 

UL liquid velocity [m.s
-1

] 

UG gas velocity [m.s
-1

] 

 surface tension [N.m
-1

] 

 viscosity [Pa.s] 

Uwave wave velocity [m.s
-1

] 

Re liquid Reynold number 

ReD air Reynold number 

Fmax frequency maximal [s
-1

] 

t time step[s] 

Xcorr spatial step[m] 

Corr correlation coefficient 

MFR Momentum flux ratio 

We Weber number 

Oh Orhnesorge number 

St Strouhal number
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Abstract
The origin of temporal fluctuations of liquid mass deposition rates, obtained from a spray of droplets impinging
on a solid spherical target, was investigated by correlation with droplet clusters in the spray. The droplet clusters
were quantified using a Voronoi analysis on instantaneous images of the droplets, to obtain the number of droplet
clusters, the area of the clusters and the number of droplets in each cluster. It was found that the normalised area
of the droplet clusters had a distribution with a peak around 10-1 and a right tail which followed a power law of
exponent -1.8. As the number density of the droplets inside the clusters increased, the temporal fluctuations of
the liquid mass deposition rates increased, as a greater variation of droplet sizes impinged the target. However,
as the standard deviation of the distribution of the normalised droplet cluster areas was increased, the temporal
fluctuations in the liquid mass deposition rates reduced, as variations to the droplet number density and droplet
sizes inside the clusters were averaged out.

Keywords
Clustering, Spray Impingement, Liquid Deposition.

Introduction
Multi-phase flows occur in a wide range of natural and industrial applications, such as rain formation, atmospheric
emission, spray drying and combustion. In many of these applications, the surrounding fluid might be turbulent
and this may influence how the particles disperse in such systems. For instance, during spray drying, an industrial
process which produces powder from a liquid slurry feed, the change in dispersion caused by the surrounding hot
turbulent air may alter the rate of collisions which occur between droplets of the atomized slurry, as well the outcome
of the collisions. This may then change the morphology of the produced powder [1], and so it is important therefore to
gain physical insight into how these physical processes behave. Whilst a unified theory which describes completely
the dispersion of particles in a turbulent flow is lacking, two non-dimensional numbers, the Stokes number and the
Gravitational settling parameter, have been used to characterize the dispersion.

The Gravitational settling parameter, φ, characterizes the influence of gravity to the dispersion of the particle and
is defined in Equation (1) as the ratio of the terminal velocity of a particle, VT, to a characteristic velocity scale
of a turbulent flow, VF, typically the Kolmogorov scale [2]. Particles with a high settling parameter may have little
lateral dispersion as they fall. This is because these particles have a very high terminal velocity and therefore spend
little time in local turbulent flow eddies, so their response to these eddies occurs over a reduced period of time [3].
Alternatively, particles with a very low settling parameter will spend more time in the local eddies and therefore may
have greater ability to disperse.

φ = VT/VF. (1)

The Stokes number, St, characterizes the influence of the particle inertia to its ability to disperse in the fluid flow.
It is typically defined as the ratio of two time scales, τP and τF, as shown in Equation (2) [4]. ‘τP’ is the particle
response time and is the time required for a particle to respond to the local turbulent velocity fluctuations. ‘τF’ is a
characteristic time scale of the turbulent flow and, for small particles, the Kolmogorov time scale is typically selected
as the characteristic time [5].

St = τP/τF. (2)

If particles have a very low Stokes number, i.e. St << 1, the particles offer little resistance to turbulent velocity
fluctuations and only slightly deviate from the instantaneous streamlines of the flow. If St >> 1, particles have
a high inertia and therefore follow trajectories defined by their initial boundary conditions, ignoring the majority
of the fluctuations imparted on them by the flow. If however, St ∼ 1, the particles only partially respond to the
local fluctuations. This leads to particles aggregating closer together, creating regions of the flow field where a
large number of particles accumulate, forming ‘clusters’ and regions of the flow field where there are few particles,
forming ‘voids’ [6]. Since clusters have a high particle density, they can increase the probability of collisions [7, 8].

A wide range of Stokes numbers and Gravitational settling parameters may exist in multi-phase flows. One such
example, is during operation of an industrial spray dryer. At the beginning of the process, an atomizer creates a
polydispersed spray of droplets containing liquid, fine solids and air. As the droplets are dried by the surrounding hot
turbulent air, the remaining particles become ‘sticky’, after their surface reaches a critical viscosity [9]. The turbulent
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Figure 1. Details of the experimental set-up.

air flow promotes collisions between the different particles, with the outcome of the collisions dependent on the
geometric and kinematic properties of particles, their trajectories and the surrounding air [10–13]. This can lead to
formation of larger particles due to agglomeration, where a drying droplet or a sticky particle deposits on another
sticky particle [9]. It can also produce much smaller particles due to the formation of ‘secondary droplets’ during
droplet splashes on a sticky particle, causing a part of the droplet to re-atomise during impact [11]. The secondary
droplets are then dried by the hot air to form ‘fines’. These different physical processes lead to the formation of a
wide range of droplet and particle sizes with variable composition inside the spray drier. Since the particle response
time and terminal velocity, used to calculate St and φ, depend on the droplet/particle size and composition, there
must also be a wide range of Stokes numbers and settling parameters. It is therefore very difficult to assess how
the particles disperse in the turbulent air flow inside the spray drier, even if the distribution of Stokes numbers and
settling parameters is known. This makes the production of powders with desired characteristics quite inefficient.

To better understand the influence of the surrounding turbulent air on droplet/particle dispersion and particle-droplet
collisions, imaging-based experiments of binary collisions involving a droplet impinging on a spherical solid target
were carried out [13], inside a facility called the ‘Box of Turbulence’ [14]. This facility produces homogeneous
isotropic turbulence without mean flow, allowing for the study of turbulent fluctuations on droplet dispersion. The
surrounding turbulent air flow caused large lateral dispersion of the impinging droplets and changed the collision
geometry, which influenced the outcome of the collisions. In more recent work [15], a spray, produced by an
ultrasonic atomizer, impinged on the target, and imaging techniques were used to quantify the rate of accumulation
of liquid on the target. The experiment was implemented inside the box of turbulence, which allowed the influence
of the surrounding air turbulence on the rate of liquid depositing on the target to be investigated. As the intensity of
the turbulent velocity fluctuations increased, the rate of liquid accumulation reduced. This is because fewer droplets
from the spray impinged on the target, as they dispersed laterally due to the flow turbulence. Additionally, the
collision outcomes may change due to the variation of the relevant parameters, as demonstrated by previous work
on binary collisions.

It was noted that, for a fixed set of spray operating conditions, the temporal fluctuations of the accumulated liquid
on the target increased with time. These temporal fluctuations propagated on the measurements of the liquid
deposition rates. The aim of this paper is to investigate the origin of these fluctuations by correlating the estimated
liquid deposition rates to characteristics of instantaneous clusters of droplets, which may occur in the spray. The
paper is organized as follows. The next section describes the experimental set-up. This includes details of the
characteristics of the droplets in the spray and the estimated liquid deposition rates, both of which were obtained
previously but are relevant to the current paper. Also included in the methodology is a description of how recorded
instantaneous images of droplets in the spray were processed using Voronoi analysis, which allowed droplet clusters
to be identified. The following section presents the findings in terms of the droplet cluster characteristics, quantified
from the Voronoi analysis, and correlates them to the deposition rate information on the solid target and discusses
the droplet clustering implications on the time-dependent liquid deposition rates. The paper ends with a summary
of the main findings.

Methodology
An experiment was set up inside the ‘box of turbulence’ facility, where a spray, produced by an ultrasonic atomizer,
(Sono-Tek Ultrasonic 48 KHz) impinged on a spherical target (Figure 1). The target material was Stainless Steel
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316, with a diameter of 2mm and a maximum surface roughness of 0.125µm Ra. The target was supported by a
hypodermic needle (BD Microlance 3 26G), of diameter 0.45mm. The box of turbulence uses eight loudspeakers
mounted on a cubic frame to create synthetic jets. Each loudspeaker is directed towards the centre of the frame and
homogeneous isotropic turbulence, without mean flow, is generated at the centre, as shown in Refs [14, 16]. The
target was placed at the centre of the cubic frame, and the atomizer placed approximately 17.3cm directly above the
target, positioned just above the loudspeakers to avoid interference with the flow field. The flow field was character-
ized using the turbulent Reynolds number, Reλ, obtained from Particle Image Velocimetry (PIV) measurements of
the flow field using a commercial system (LaVision). Three different Reynolds numbers were investigated, namely
Reλ = 92, 110 and 136.

The characteristics of the droplets in the spray were measured using Phase Doppler Anemometry (PDA), using a
commercial system (Dantec Dynamics). The probe volume was placed just a few millimetres above the target. The
droplet velocity and size were measured, from which the number density was also estimated. Depending on the
intensity of the turbulent air and the atomization conditions, the droplet velocities were found to be around 1m/s,
the Sauter mean diameter of the droplets was approximately 40µm and the number density of the droplets were of
the order of 105 droplets per cubic centimetre. Since the atomizer imparted some momentum to the droplets, the
instantaneous droplet velocity and turbulent flow velocity of the large eddies were used as characteristic velocities for
the settling parameter. The settling parameter varied between approximately 13 and 55, whilst the Stokes numbers
varied between approximately 0 to 1.4.

A CCD camera then recorded images of the spray impinging on the target at a frame rate of 5Hz, with an exposure
time of 1000µs and a magnification of approximately 6µm/px. The droplets deposited on the target, creating an ini-
tially thin liquid film around its surface. With further droplet impingements, the liquid film grew with time and drained
underneath the target, before detaching due to gravity [15]. After detachment, the process was then repeated. The
accumulation of liquid on the target was estimated using image processing (Matlab). First, Canny edge detection
was used to detect the edges of the liquid film and the target. The edges were filled in, providing an estimate of the
combined area of the target and the liquid film. The target area was deducted using a baseline image of a dry target.
By assuming the liquid film developed symmetrically around the target, the liquid volume could be calculated. The
mass of liquid, which accumulated around the target, was then plotted as a function of time. A fitting procedure was
used to obtain the gradient of the line of best fit for the data, which corresponded to the liquid mass deposition rate.
For a given experimental condition, since the process was repeated several times, several estimates of the liquid
mass deposition rate were obtained.

In a separate experiment, for each experimental condition, 500 instantaneous droplet images were obtained in the
spray, at a frame rate of 2.5Hz and a magnification of 90µm/px. For the current work, a Voronoi analysis was
applied to the droplet images of the spray (Matlab), as described by Ref [17], and quantified the number of droplet
clusters present at each image, the number of droplets in each cluster and the area of each cluster. First, droplets
below a given intensity threshold were removed from the image. This is because the images were obtained through
illumination by a laser sheet and droplets out of the plane of the laser sheet, corresponding to low light scattering
intensity droplets, could contribute adversely to the analysis. Next, for the remaining droplets, the Voronoi cells
were computed. The boundary of each Voronoi cell defined a region of points on the image, which were closest to a
given droplet. In other words, if a location on the image was chosen at random, the nearest droplet to that location
is immediately known by virtue of the Voronoi cell and therefore, by definition, each Voronoi cell must contain only
one droplet. If the droplets on the image were located close together, the Voronoi cells around these droplets were
small. If droplets on the image were spaced far apart, their Voronoi cells would be larger. By using the area of the
Voronoi cell as a measure of its size, clusters of droplets were identified based on connected Voronoi cells whose
area fell below a given threshold. The threshold used is based on the intersection of the distribution of Voronoi cells
in the image with a Poisson distribution of Voronoi cells of the same particles [17]. The latter distribution represents
a random spatial distribution of droplets in the image domain and is obtained using the 2D analytical result by Ref
[18].

Results & Discussion
The results are presented in two sections. In the first section, the characteristics of the droplet clusters in the spray
are quantified, when the surrounding gas is quiescent or turbulent. This then provides statistics which can be used
to correlate to the liquid deposition rates in the second section.

Quantification of droplet cluster characteristics in the spray
The probability density function (PDF) for the detected area of the droplet clusters in the spray from all images for a
given experimental condition was computed using a histogram consisting of 1000 bins (Figure 2). The area of each
cluster, denoted AC, was normalized with the average cluster area, AC. The distribution of the area of the droplet
clusters displays a peak at around 10−1 for all Reynolds number. The results for liquid atomization by the ultrasonic
atomiser driven by powers of 2.7W and 3.2W at the same liquid flow rate are qualitatively similar. Some authors have
observed power law distributions with exponents of -5/3 to -2 for the probability of the droplet cluster areas [17, 19,
20], or of the qualitatively equivalent voids [17, 20–22]. However, a power-law distribution has only a straight line on
log-log axes, but some of the aforementioned authors also observed peaks in their droplet cluster/void distributions
[17, 19, 20]. A power law, with an exponent of -1.8, is also shown in Figure 2 for comparison and appears to match
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Figure 2. PDF of area of droplet clusters for operation of the ultrasonic atomiser with power and liquid flow rate of 2.2W and 50
cm3/min respectively.

the data only on the right tail of the distribution. A power law probability distribution of the droplet cluster area would
suggest that droplet clusters are self-similar, implying that the clustering effect is due to a range of turbulent flow
eddy sizes and not wholly dependant on the smallest eddies quantified by the corresponding Kolmogorov scales
only [21].
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Figure 3. Number of droplets detected in each cluster, for all Reynolds number, for the spray from the ultrasonic atomiser
operating with power of 2.2W and a liquid flow rate of 50 cm3/min.

Next, the number of droplets inside each cluster was evaluated. Generally, the number of detected particles per
cluster increased, as the area of the identified cluster increased (Figure 3). Whilst, for clusters with a large area,
there was a greater magnitude of variation in the number of detected droplets (Figure 3a), the change in the number
of detected droplets was actually more significant for clusters with a smaller area (Figure 3b).

Figure 3 may be explained physically by the response and dispersion of droplets to the local flow fluctuations. The
number of droplets inside a cluster will depend on first, how many droplets existed in the neighbourhood of a cluster,
at a short time interval, δτ , before the cluster was formed (Figure 4). The response of the droplets to the local flow
velocity fluctuations then determines which droplets will aggregate to form a cluster and which droplets do not.
Since there is a wide distribution of Stokes numbers and settling parameters in the spray, there is a wide variation
of response times to flow velocity fluctuations, influencing how many of those droplets, in a neighbourhood of the
spray, aggregate to form the cluster.

If a cluster has a small area, it only covers a small region of the flow field. Prior to the formation of the small
cluster, any droplets in its local neighbourhood may have only been exposed to a small range of flow velocity
fluctuations (Figure 4a and Figure 4b). In Figure 4a, two droplets do not aggregate to form the cluster whereas
in Figure 4b, four droplets do not aggregate to form the cluster. Whilst the change in the number of droplets
aggregating is small (Figure 3a), the relative variation, i.e. the change in the number of droplets relative to the size
of the cluster, is significant (Figure 3b). Alternatively, if a cluster has a large area, it covers a large region of the
flow field. The droplets inside the large cluster may, therefore, have been exposed to a much wider range of flow
velocity fluctuations before they aggregated into the cluster (Figure 4c). This in turn means that there may have
been significant variations to how the different droplet sizes responded to different intensity of velocity fluctuations,
leading to a large magnitude of variation in the number of droplets that formed the cluster, as shown in Figure 3a.
However, since the cluster is so large, even if several droplets do not aggregate to form the cluster, its local number
density is still high and, as a result, its relative variation is low (Figure 3b).
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Figure 4. Schematic of cluster formation in polydispersed spray where ‘t’ is the time, t0 is the time as the cluster begins to form
and δτ is a short interval for the cluster to form. (A) A group of droplets forms a small cluster. Two droplets do not aggregate into

the cluster. (B) A group of droplets forms a small cluster, but several droplets do not aggregate into the cluster. (C) A group of
droplets form a large cluster. The larger cluster may be formed from a larger range of local flow velocity fluctuation intensities.

Table 1. Coefficient of Determination values, R2, for linear regression fit of number of droplets against area of cluster

Re∼0 Re∼92 Re∼110 Re∼136

2.2W 0.94 0.95 0.89 0.81
2.7W 0.90 0.90 0.88 0.79
3.2W 0.85 0.87 0.83 0.69

A linear regression fit was attempted to obtain the gradient of the number of droplets against the area of the cluster
from Figure 3. The Coefficient of Determination values for the regression lines, R2, are shown in Table 1 and the
gradients of the regression line, denoted DND, are shown in Table 2. As the Reynolds number of the surrounding
gas is increased, R2 is reduced, suggesting the linear fit becomes less appropriate. This is true, regardless of the
conditions used to generate the spray. As the Reynolds number is increased, the droplets have a greater lateral
dispersion. If the atomization conditions are kept constant, the greater dispersion may lead to a greater variation
of distances between droplets. This results in droplet clusters with a wider spread in the number of droplets they
contain, which corresponds to a lower R2 value. The greater lateral dispersion means fewer droplets may also be
located in the vicinity of the target and, therefore, there may be, for a cluster with a given size, fewer droplets inside
the cluster, as reflected by DND reducing with increasing Reynolds number in Table 2.

The frequency at which various sized clusters impinged on the target was also investigated. Since different cluster
areas contain different number of droplets (Figure 3), the local droplet number density in each cluster may differ. The
number density for each cluster was estimated by first, calculating the total number of droplets inside the cluster,∑

NP and then, dividing this by the cluster area, AC. The clusters in each image of a given experimental condition
were then ‘binned’ according to their area. The number density in these binned clusters was calculated and their
frequency of occurrence was plotted (Figure 5). The liquid flow rate and the power supplied to the atomizer were
kept fixed (50 cm3/min and 2.2W respectively). It appears that very small clusters are more frequent than very large
clusters (c.f. Figure 5a and Figure 5d). For a given Reynolds number, the droplet number density of the clusters
is consistent regardless of the size of the cluster though as before (Figure 3b), there is greater relative variation in
smaller cluster areas.

Table 2. Gradients, DND, from the linear regression fit of number of droplets against area of cluster

Re∼0 Re∼92 Re∼110 Re∼136

2.2W 1.81 1.79 1.43 1.05
2.7W 1.35 1.34 1.20 0.89
3.2W 1.21 1.15 1.01 0.72
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(c) 100mm2 6 AC < 500mm2
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Figure 5. The relationship between the estimated number of droplets contained in each cluster, (
∑

NP)/AC, and their
probability of occurrence during ∼200 seconds (500 images) of measurements.
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(a) Variation of liquid mass temporal gradients with gradi-
ents from Table 2.
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Figure 6. Variation of standard deviation (S.D) of liquid mass temporal gradients with statistics from the clusters at different
atomizer operating powers and at a fixed liquid flow rate of 50 cm3/min supplied to the atomizer.
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Figure 7. Droplet clusters may have different orientations relative to the target. This may influence the liquid deposition rate.
Cluster C1 may deposit more droplets than C2, provided its properties do not change prior to impinging on the target.

Relationship between droplet clusters and liquid deposition rate
The influence of the droplet clusters to the estimated liquid deposition rates was then assessed and presented in
Figure 6. Figure 6a shows the standard deviation of the liquid mass temporal gradients increases as DND increases.
DND represents the average droplet number density of the clusters, for a given experimental condition. As the
number density increases, there may be greater variation to the size of droplets inside the cluster. This may result
in greater variation to the amount of liquid, which deposits on the target, corresponding to an increase to the spread
of the liquid mass temporal gradients. Figure 6b shows the standard deviation of the liquid mass temporal gradients
decreases as the standard deviation of the area of the clusters, denoted by A′C, is increased. ‘A′C’ represents the
spread of the distribution of the area of the clusters. If the spread is increased, a greater range of droplet cluster
areas impinges on the target. This means any variations to the droplet number density (and the size of the droplets)
inside the cluster are averaged out, leading to less variation of the liquid mass temporal gradients.

The shape and orientation of the cluster, relative to the target, as well as the size of the droplets inside the cluster
must also be considered. If all the droplets were of similar size inside a cluster and all impinged on the target,
Figure 5 may suggest that the intermittent clusters lead to temporal variations in how the liquid accumulates on the
target. However, as well as there actually being a wide rage of droplet sizes in the spray, the shape and orientation
of each cluster, relative to the target, can also vary substantially, and may be gravity dependant [23]. This may result
in only part of a droplet cluster impinging on the target as shown in Figure 7. Provided that the clusters in the figure
do not vary before they impinge on the target, most of the droplets contained in cluster C1 will deposit on the target,
whereas only part of the droplets contained in C2 will impinge on the target.

Conclusions
The temporal fluctuations of the rate of liquid mass accumulation on a spherical target during spray impingement
were studied by assessing the influence of characteristics of instantaneous droplet clusters formed in the spray. The
main findings are summarized below:

• For a given Reynolds number, both large and small clusters appear to have similar local droplet number
densities. Large clusters are much less frequent than small clusters. This may cause some of the variations
to the rate of liquid deposition on the target.

• The greater the number density of droplets inside a cluster, the greater the fluctuations of the rate of liquid
accumulation on a target.
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Nomenclature
AC Area of Cluster [mm2]
AP Area of Particle [mm2]
AC Mean Cluster Area [mm2]
ÃC Standard Deviation of Cluster Area [mm2]
Re Turbulent Reynolds Number
St Stokes Number
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Abstract
Treating Leukemia with intravenous stem cell transplantation represents a well-established therapy technique. For
applications, that require high local cell concentrations, transplantation by conventional intravenous injection is less
potent, due to cell distribution with blood circulation. Instead, spraying them directly onto the injured or diseased area
shows promising results in various applications, e.g. superficial treatment of topographically challenging wounds, in
situ seeding of cells on implants, deposition of cells in tubular organs for stem cell therapy.
The present work aims for a basic knowledge about viability boundaries for coaxial cell-spray atomization and
the reciprocal influence between cells in solution and primary breakup mechanics. A generic modular nozzle is
developed, to ensures reproducible boundary conditions. Investigations are conducted regarding primary breakup
and relations between resulting droplet size distribution and cell survival. Measurements are performed, utilizing
microscopic high-speed visualization with suitable image post processing. Cell viability is analyzed using phase
contrast microscopy prior and after atomization. A relation between Rayleigh-Taylor instability wavelength and
droplet size distributions by means of Sauter mean diameter (SMD) and cell survival rate (CSR) is suggested. A
power law is presented, exclusively dependent on dimensionless measures (λ⊥ ∼ Re−1/2We−1/3) which is found
to be proportional to SMD and CSR.

Keywords
cell spray, coaxial atomization, cell survival

Introduction
Stem cell therapy is a research field in regenerative medicine with increasing importance due to the ability of cells
to support healing of afflicted tissue. A well-established example represents the treatment of Leukemia by means of
intravenous stem cell transplantation, where cells distribute by blood circulation within the organism after injection.
To utilize the full potential of stem cells for applications that require high local cell concentration, alternative ap-
proaches for transplantation would be desirable, that enable local treatment rather than homogeneous distribution.
An example for the requirement of high concentrations is the treatment of Acute Lung Injury (ALI) or Acute Respira-
tory Distress Syndrome (ARDS), both resulting from inhalation of biological toxins or toxic chemicals [1]. Despite ex-
tensive research, the mortality rate remains high (40%) for both diagnoses [2]. As stated in [3], the anti-inflammatory
properties of intrapulmonary instilled MSCs decrease the severity of endotoxin-induced ALI and improves survival in
animal studies, though the increased liquid feed may further damage the lung tissue. Minimization of liquid feed into
the lung could be achieved by using droplets as a carrier medium. A well-established technique for drug delivery in
the lung using droplets, is the nebulization of liquids into a fine mist, that is directly inhaled. However, nebulization
of cell solutions leads to high cell mortality rates [4]. In addition, direct inhalation is characterized by high deposition
at the throat and at the first bifurcation, while in case of ALI/ARDS, the area of treatment is located at the alveolar
regions. Therefore, the development of a suitable technique is required, that ensures high cell survival and reliable
deposition at the area of treatment.
In this context, spraying of stem cells represents a promising approach. Suitability of cell spraying was already
shown for external/superficial applications e.g. treatment of burn injuries by [5], treatment of topographically chal-
lenging wounds by [6] and most recently in [7]. However, application of cell-sprays within the human body was not
realized so far. A flexible endoscopic spraying device was introduced by [8], enabling the atomization of therapeutic
liquids and thus reliable local deposition of liquids in hollow organs. Utilized components are i) cell-thrombin-
suspension and ii) fibrinogen, each dissolved in a tris-buffered-saline solution (TBS). Both solutions are injected
through an endoscopic nozzle and are atomized by a coaxial air stream. After application, the fibrinogen polymer-
izes to fibrin gel, gluing the cells onto the area of treatment.
Cells in buffered solution are spherical and move with the surrounding fluid. However, they are prone to external
forces, that possibly lead to destruction of cell membrane. Three destruction mechanisms for cell membranes have
been investigated for syringe needle flow: cell deformation by pressure, linear shear flow and extensional flow origin
from inlet flow conditions [9]. Pressure and shearing took minor roles in cell destruction, since spheres are generally
pressure resistant and linear shearing causes them to spin within the surrounding fluid. Spinning reduces the stress
applied on the cell membrane, due to circumferential distribution of the force application point [10]. However, while
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not being the main cause of cell damage, shearing influences the function of cells after application, as it influences
cell differentiation [11]. Contrary, extensional flow imposes a local force onto the cell, causes deformation and po-
tentially destroys the membrane as shown for synthetic capsules [12]. Hence, extensional flow is assumed to be
the main cause of membrane damage. Yet, in coaxial air assisted endoscopic atomization, all three destruction
mechanisms are presumably relevant, as cells are first injected into the working channel, continue to flow through
catheter and nozzle exit and until they are finally atomized via coaxial airflow. In addition, the atomization process
itself is characterized by a combination of high shearing and extensional flows. The liquid phase ejects through the
nozzle, where it is sheared and accelerated by the coaxial air stream. Transverse instabilities of the liquid jet grow
in amplitude and eventually form ligaments [13]. Further acceleration of these ligaments results in extensional flow
and possibly in cell damage. Nonetheless, viability of endoscopic cell spray has been shown with high survival rates
of >90% [14] and a profound investigation of endoscopic cell spray has revealed no influence of the injection system
on cell mortality [15].
In order to reach alveolar regions, directly inhaled particles need to be smaller than 10 µm in diameter [16]. Droplets
generated with an endoscopic nozzle can be deposited directly into the lung airflow and bypass first bifurcations.
Nevertheless, based on the findings of Heyder et al. [16] a high atomization level is necessary with droplet sizes in
the range of cell diameter (∼15 µm).
In this work, an overview is presented regarding the effect of high atomization on cell viability. In addition, the pri-
mary breakup at nozzle exit is investigated with respect to reciprocal influence between cells in solution and breakup
mechanics.

Material and methods
Potential influence of cells in tris-buffered solution (TBS) on the atomization process and the resulting spray char-
acter is investigated in a series of spray experiments with cell suspension and pure TBS for reference. Therein, the
mass gas-liquid-ratio (GLR) is varied and optical measurement techniques are utilized for data collection. The cell
suspension is injected into the nozzle, atomized, recollected and analyzed with respect to cell survival rate. The
analysis of the spray character in combination with cell survival measurements might lead to findings regarding a
link between cell survival and droplet size distributions or atomization mechanics.

Injected substances:
Reference measurement without cells are performed using pure tris-buffered saline (TBS), prepared by dissolving
4.36 g Tris/HCL, 0.64 g Tris base, 8 g NaCl and 0.2 g KCl diluted to 1000 ml with H2O with pH value adjustment to
7.4 with HCl. For experiments including cells, TBS solution is enriched with living cells of A549 human cell line until
a concentration of 1.6· 106 cells/ml is achieved. Note, that cells in TBS are spherical with an average cell diameter
of 15 µm, hence in the same order as mesenchymal stem cells, utilized in stem cell therapy [18]. Additionally, the
selected cell concentration does not influence the fluid properties and is low enough for the fluid to be considered
newtonian [17]. All substances are stored and injected at ambient conditions of T = 293.15 K and p = 100 kPa, thus
fluid temperature matches ambient temperature with corresponding material properties (ρ= 1000 kg/m3 and ν =
1.06·10−6 m2/s [15]).

Test setup for spray generation and analysis:
The general test setup is presented in Figure 1 (left). The spray, generated by coaxial atomization, is injected into a
flow chamber with side windows for optical access. Visualization of the propagating spray is provided by a combi-
nation of high-speed shadowgraphy using incoherent pulsed light. The liquid mass flow can be adjusted through a
linear translation stage, that is utilized to actuate the syringe. The gas volume flow rate is adjusted and monitored by
a combination of valve and rotameter within a range of 0.5 m3/h≤6 m3/h. A schematic of the generic coaxial nozzle
is shown in Fig: 1 (right). It’s geometry is based on previous works, in which endoscopic catheter nozzles have
been utilized. Thus, the generic nozzle mimics catheter nozzle flow conditions but enables generic reproducible
boundary conditions. Core of the nozzle is a straight tube with a connection possibility for sterile syringes at the top
and small wall thickness (200 µm), to ensure a minimum gap between liquid and gas phase. This way, the interface
boundary layer matches the gas boundary layer at nozzle exit, since the gap between liquid and gas phase is negli-
gible. The tube is surrounded by an annular flow channel for coaxial atomization. The outer diameter of the annular
flow channel is chosen to D = 3 mm and thus matches the working channel diameter of bronchoscopes.
The tube is exclusively attached to the upper body at the liquid inlet. The upper body is loosely connected to the
lower body via three screws and tightened with 3 compression springs. This way, the upper body including the tube
can be tilted relative to the lower body, which enables a precise coaxial and axial alignment of the tube relative to
the annular air flow channel. The gas inlet is oriented perpendicular to the air flow channel, forcing the gas stream
to turn directly into a flow straightener. From there on, the air flow enters an exchangeable nozzle tip, until it ejects
parallel with the liquid flow.

Spray visualization:
To analyse the propagating spray, high-speed imaging (Fastcam SA-X, Photron Limited, 1024x1024) is utilized at
12,500 fps in combination with suitable image post processing. The qualitative spray character is determined via
macroscopic imaging with a constant Xenon light source and Zeiss makro planar t∗ 2/100 mm zf camera lens, to
monitor the general spray character and to define the ideal position for microscopic imaging. Microscopic imaging
is performed to capture the primary breakup and droplet propagation, by using a monochromatic and incoherent
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Figure 1. Left, experimental setup for spray investigation of coaxial gas stream driven atomization. Characterization of dispersed
phase is done using macroscopic backlight visualization and long-distance transmitted light microscopy. Survival rates are
determined before injection and after collection of droplets. Right, detailed presentation of modular coaxial nozzle design.

pulsed light source (Cavilux Smart, 640 nm wavelength, 10 ns pulse duration) and a Navitar Mag Zoom Lens with
12:1 zoom ratio set to 4.66 µm/pixel, resulting in a 4.8mm x 4.8mm frame size. Determination of resulting droplet
diameters requires microscopic capturing sufficiently far from nozzle exit to ensure a fully atomized spray. There-
fore, the investigated window ranges from 12 mm to 16.8 mm below nozzle exit. The typical spray cone angle for
coaxial air assisted atomization is 20° [21]. To capture the entire spray, it is scanned horizontally in several high-
speed videos, that are recombined afterwards in conducted image post processing. To investigate primary breakup,
additional microscopic images are taken directly at nozzle exit with identical frame size.

Image post processing:
The image post-processing divides each high-speed video into individual images with a constant interframing time
of 0.4 ms. This way, over-weighting of slow droplets (with minimal velocity of 12.5 m/s) by multiple detection in one
frame is avoided. For each considered frame a binarized image is generated, suitable for detection and evaluation of
coherent areas, representing droplets. Pixels of coherent areas are counted and the corresponding eccentricity, as
well as the equivalent circle diameter evaluated, which is convertible into metric units. In two dimensional pictures
overlapping droplets are treated as single droplets with high eccentricity. Droplets with high eccentricity have high
potential for secondary droplet breakup and overlapping or high aspect ratio droplets are potential error sources for
calculation of Sauter mean diameter (SMD). Droplets with eccentricity e > 0.7 are therefore not taken into account
resulting in a maximum error potential caused by eccentricity of 5.77%.
To evaluate whether identified droplets are off focus or not, two distinct filter sets (with different gamma value, con-
trast and grey threshold) are applied. The sensitivity regarding intensity gradients differs for each filter leading to
differing detected droplet sizes for out of focus droplets. This can be used for droplet selection, in order to consider
exclusively in focus droplets. For more information see [15, 17].

Test parameter:
The hydrodynamic entrance length is a function of characteristic length and Reynolds number. For laminar pipe

Table 1. Investigated parameter set for the gas flow with resulting mass gas-liquid-ratio (GLR), vorticity thickness δ and Weber
number constructed on vorticity thickness

V̇gas ṁgas Regas GLR δ Weδ
m3/h 10−3 · kg/s − − 10−5 ·m −

1.39 1.17 6848 2.95 7.52 15.58
1.81 1.52 8879 3.82 6.77 23.01
2.28 1.92 11232 4.84 5.94 32.74
2.86 2.40 14036 6.04 5.28 45.74
3.53 2.97 17352 7.47 4.73 62.87
4.41 3.71 21687 9.34 3.8 87.84
6.07 5.11 29833 12.84 3.24 141.73
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flow, it can be determined according to Lh/di = 0.06·Re [20]. With a tube aspect ratio of L/di = 37.5 and liquid
Reynolds number Reliq≤625, a fully developed laminar velocity profile can be assumed at nozzle exit for every
combination of parameter. The liquid Reynolds number for tube flow is calculated according to

Reliq =
4 · ṁliq

di · π · ηliq
. (1)

The corresponding mass flow rate is determined by the syringe actuation velocity, density and the syringe diameter
and adjusted to a resulting liquid Reynolds number Reliq = 300. This way, the hydrodynamic entry length (Lh/di = 18)
is reasonably smaller than the tube aspect ratio presented above.
The gas flow channel is characterized as an annular tube with a corresponding air Reynolds number

Reair =
uexit · 2 · s
νgas

(2)

where s = (D − da)/2 (see Figure 1) represents the gap size between tube and coaxial air flow channel. Air flow
monitoring is performed through pressure corrected* rotameter measurement. In Tab. 1, the investigated parameter
settings for the air flow are presented. The minimum gas volume flow rate is set, to always ensure a fully atomized
jet. The massflow rate ṁgas is calculated through the ideal gas law and velocity uexit,gas through continuity. The GLR
is calculated according to GLR = ṁgas/ṁliq.
Determination of cell survival rates:
For determination of cell survival rates, the spray is collected in a Petri dish, recollected by pipetting, dyed with
Trypan blue and finally analyzed using an Axiovert 40 C phase-contrast microscope with a Zeiss AxioCam ERc 5s.
Thereby, the amount of living cells within a control area is determined and compared with the cell concentration of
untreated cell suspension. The resulting sample size of cells varies around 300 detected cells in the control area.
Two ”positive controls” are evaluated: First, the cell survival rate in the original cell suspension pre injection and
secondly the cell survival rate after surpassing the entire injection system including target impact but without air flow
and thus without atomization. Comparing the cell survival rates before and after injection without airflow leads to
conclusions about the influence of injection system as well as target impact on the cell survival rate. With knowledge
of the original cell survival rate as well as the injection influence, exclusively the influence of the atomization process
on the cells can be investigated through subtraction of critical side effects, e.g. extensional syringe flow, tube flow
or target impact.

Primary breakup theory of coaxial atomization

λ
g

a

λ

λ

Figure 2. Schematic
of transvese and

azimuthal instabilities

The following brief description of theoretical background is based on the findings of Marmot-
tant and Villermaux [13]. When the liquid jet emerges into a stationary atmosphere, capillary
Plateau–Rayleigh instabilities are evolve. An additional axisymmetric destabilization occurs,
when a coaxial gas flow is added, with an exit velocity uexit,gas significantly larger than the
liquid exit velocity uexit,liq (see Figure 2). The acceleration of the interface in radial direc-
tion is oscillating, i.e. the local direction of acceleration alternates towards gas phase and
liquid phase respectively. Pulsation of the surface waves can be expressed as ωL = 2π · (uu-
uliq)/λ ∼ (ρgas/ρliq)

1/2·ugas/λ with λ ∼ δ (ρliq/ρgas)
1/2 representing the wavelength of the

axial perturbation. A perpendicular acceleration (g=a·ω2
L · sin(ωt)) can be determined in-

cluding the wave amplitude a. While directing towards the liquid phase, this acceleration
is unstable, causing transverse Rayleigh-Taylor instabilities, that are oriented in azimuthal
direction (see Figure 2). As a consequence, instabilities cause indentations of the rim, liga-
ment formation and finally disintegration into droplets.
The azimuthal perturbation wavelength (λ⊥) depends on surface tension and is proportional
to the undulation velocity uu. For a plane surface, the temporal Rayleigh-Taylor growth rate
is given as

ωi,RT ∼
(
ρliq · g3

σ

) 1
4

and λRT ∼
(

σ

ρliq · g

) 1
2

. (6)

*The rotameter, calibrated for ambient pressure (pamb) and monitoring the air flow, is located prior the coaxial nozzle. Thus, the static pressure
inside the rotameter increases, due to pressure losses inside the nozzle and the measurement requires correction, regarding the resulting change
of gas density. The measured flow-rate is based on force equilibrium between the weight force of the float body (index s) and aerodynamic force
imposed by the gas (index g). Using continuity and with the assumption, that the density of the solid float body is significantly higher than the gas
density, a proportionality relation of the flow-rate can be developed.

V̇ ∼

√
(ρs − ρg) · g · Vs

ρg
∼
√
ρs

ρg
(3)

With knowledge of the increased pressure the measured rotameter scale value can be corrected according to

V̇meas

V̇corr
=

√
ρs/ρg,cal√
ρs/ρg,real

=

√
1 +

pamb

pamb + ∆p
. (4)

The obtained volume flow rate is assigned to the increased pressure inside the rotameter. To evaluate the volume flow rate at the nozzle exit, further
adjustment is necessary, that includes the expansion towards nozzle exit by utilizing the ideal gas law.

V̇exit,nozzle = V̇meas ·
√

1 +
pamb

pamb + ∆p
·
(

1 +
pamb

pamb + ∆p

)
= V̇meas

(
1 +

pamb

pamb + ∆p

) 3
2

(5)
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A critical condition for significant azimuthal instability development exists, when the inverse of the Rayleigh–Taylor
growth rate is in the order of the transit time λ/uu. In this case, a correlation between maximum acceleration of the
interface (gmax) and selected wavelength (λ) and Weber number (Weλ) can be defined.

gmax ∼

 σ

λ ·We
− 1

3
λ

2

with Weλ =
ρ2gas · u2

gas

σ/λ
(7)

With λ ∼ (ρliq/ρgas)
(1/2)δ and a constant density ratio, the ligament spacing λ⊥ can be expressed as a function of

the vorticity thickness δ.

λ⊥ ∼
(

σ

gmax

) 1
2

∼ δ ·We
− 1

3
δ

(
ρgas

ρliq

)− 1
3

with δ ' 5.6 · h · Re
− 1

2
gas,exit ⇒ λ⊥ ∼ Re

− 1
2

gas,exit ·We
− 1

3
δ (8)

Ligament spacing is assumed to be directly proportional to resulting droplet size distributions, due to mutual corre-
lation between ligament spacing, ligament diameter and resulting droplet sizes after ligament breakup. Ligament
formation and potential extensional flows caused by ligament acceleration and thinning are assumed to be the main
mechanic for cell damage [15]. Hence, maximum interface acceleration gmax is a potential measure for correlation
between primary breakup and CSR and ligament spacing for resulting droplet size distributions of the spray.

Results and discussion
Investigation of mutual interaction between cells in solution and atomization is performed through variation of mass
gas-liquid-ratio (GLR) in air assisted atomization of pure tris-buffered saline (TBS) and TBS enriched with living hu-
man cells. An overview is presented regarding jet breakup in air assisted atomization, followed by a brief discussion
of resulting droplet size distributions, cell survival rates (CSR) and break up phenomena.

Primary breakup analysis
In Figure 3 four breakup regimes are presented. Left, a laminar jet exits the nozzle, that is perturbed in axial di-
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Figure 3. Macroscopic (top half) and microscopic (bottom half) images of the primary breakup of cell suspension are presented
in dependency of the mass gas-liquid-ratio (GLR). Four different atomization regimes are shown; i) flapping: Axial modulation

and high reciprocal flow interaction between gas and liquid face, ii) pulsing: Axial modulations superimposed by transverse
Rayleigh-Taylor modulations and decreasing gas vortex sizes and liquid instability wavelengths, iii) transition: further decreasing
flow characteristics, iv) disintegration: direct jet disintegration in the gas impingement region, liquid structures follow the gas flow.

rection (λ). Disintegration of the jet occurs exclusively at the tip. Interaction between liquid and gas phase causes
the jet tip to flap, which eventually leads to jet breakup. The second case (GLR = 2.94) is characterized by axial
pulsation of the jet, superimposed by transverse Rayleigh-Taylor instabilities (λ⊥), causing ligament formation and
jet breakup. This case is followed by a transition regime of decreasing perturbation wavelength λ⊥. With further
increasing GLR, the jet directly disintegrates in the air jet impingement region. Macroscopic perturbations are no
longer visible and the liquid is directly dragged from a stationary liquid bulk, that is stabilized by the passing air flow.
Primary breakup phenomena of the generic coaxial nozzle correspond well with the findings of Marmottant and
Villermaux [13]. Hence, the gap thickness between gas and liquid phase is small enough to be negligible and
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the nozzle enables reliable boundary conditions for experimental data comparison with the theoretical findings de-
scribed above.
Droplet size distribution and cell survival
In flexible endoscopic cell spray applications, droplet size distributions, expressed by Sauter mean diameter (SMD),
as well as CSR decrease exponentially with increasing GLR. Main difference between atomization of pure buffered
solution (TBS) and atomization of cell suspensions (TBS+cells) have been found in the resulting SMDs for identical
test settings [15]. Until today, there is no profound explanation for these results, since the material properties of
cell suspension are identical to TBS and show strict newtonian behavior [17]. Even though, the correlation between
increasing airflow (i.e. increasing hydrodynamic forces) and resulting cell damage are comprehensibly, but gathered
without reproducible boundary conditions. In this work, a generic nozzle is utilized to guarantee reliable boundary
conditions and test data. In Figure 4 droplet size distribution by means of SMDs are presented in dependency on
Reynolds and Weber number, as well as corresponding CSRs. Reynolds and Weber power laws utilized on the
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Figure 4. Left, droplet size distribution by means of Sauter mean diameter (SMD) is presented in dependency on Reynolds and
Weber number. The Reynolds and Weber power law origins from Rayleigh-Taylor instability theory and is proportional to the
maximum interface acceleration gmax (top) and transverse instability wavelength λ⊥ (bottom). Right, the corresponding cell

survival rates (CSR) are shown in dependency on equivalent dimensionless measures.

x-axis are developed from Rayleigh-Taylor instability theory and are proportional to the maximum interface acceler-
ation gmax and transverse instability wavelength λ⊥ (i.e. ligament spacing). The droplet size distribution decreases
exponentially with increasing Reynolds and Weber number, hence with increasing air flow and interface accelera-
tion. The cell survival rate reveals a similar behavior with a lowest CSR of 64.64 %. Note, that grey values in cell
survival are not taken into account, as increasing CSRs assigned to higher grades of atomization contradicts earlier
findings and presumably origin from statistical errors in CSR determination. The observation of increasing SMDs
with cells added to the solution [15, 17] could not be reproduced and presumably origin in unreliable boundary con-
ditions. This assumption is further supported by the finding, that the present cell concentration neither influences
material properties nor newtonian behavior [17].
From (7) a proportionality between maximum interface velocity and ligament spacing can be determined.

λ⊥ ∼
(

1

gmax

)( 1
2 )

(9)
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By adjusting the scaling of the abscissa accordingly, a linear dependency for SMD and CSR is found (see Figure
4, bottom half) exclusively dependent on dimensionless measures, that can be further utilized for development of
a Reynolds and Weber power law and for prediction of SMD and CSR. Additionally, it represents a basis for future
test series aiming for a deeper understanding of the main mechanics causing cell damage. Unlike assumed earlier,
CSR is thus proportional to ligament spacing instead of maximum interface acceleration and should be in focus for
future investigations regarding hydrodynamics and cell damage.
Particles in primary breakup
Microscopic investigation of primary breakup for GLR≤3.82 is conducted regarding main breakup phenomena.
Thereby, ligament and bag breakup of liquid sheets are found to be the dominant. In Figure 5, an exemplary
propagating bag breakup and ligament formation of cell suspension is presented for GLR =3.82, captured at 20k
frames per second. A liquid sheet evolves from the coherent jet, that is captured and thinned out by the coaxial
air stream until it collapses. Part of the sheet disintegrates into droplets, while the rest recombines into a coherent
ligament, driven by surface tension. The result is a circular coherent ligament, that further disintegrates into droplets
by ligament breakup. At the beginning of sheet formation, black dots can be detected, that represent cells in the
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Figure 5. From left to right, propagating bag breakup and ligament formation of cell suspension is presented for GLR =3.82,
captured at 20k frames per second. Black spots, visible exclusively in thicker parts of liquid sheets and ligaments, represent cells,

that are surrounded by buffered solution. The lack of cells in thinning liquid sheets indicates, that the cells presumably act as a
flow barrier/stabilizer. This way, the propagation of bag breakup happens favorably in regions with low cell concentration.

disintegrating jet. Note, that the exemplary images are representative for all bag breakups captured, and cells are
exclusively located in thicker regions of the liquid sheet, rims or ligaments but rarely in further thinning regions,
that are typical for bag breakup. The cells presumably act as a stabilizer and since the flow will always chose the
path of least resistance, bag breakup is favorably located in areas with low cell concentration (see Figure 5, right).
After breakup, a small mass fraction of the bag disintegrates into droplets, while the main fraction collapses and
gathers into a coherent ring shapes ligament, including the cells. During atomization, cells are therefore most likely
located in ligaments and not in liquid sheets. This phenomena supports the findings mentioned above, in which
ligament formation and sizing directly correlates with cell survival rather then other breakup phenomena. Note, that
this hypothesis requires further investigation with generic test setups and high particle concentration.

Conclusions
The present work represents a systematic investigation of a spray generated through coaxial air assisted atomiza-
tion. The data is evaluated regarding primary breakup, droplet size distribution and the influence of atomization on
cell survival. A series of spray experiments is conducted with varying mass gas-liquid-ratios (GLR) of air flow and
cell suspension.
General phenomena of primary breakup are discussed in dependency of GLR and assigned to the context of
Rayleigh-Taylor instability driven ligament formation. A relation between ligament spacing and droplet size distribu-
tions by means of Sauter mean diameter (SMD) and cell survival rate (CSR) is suggested, including a corresponding
power law. The relation is exclusively dependent on dimensionless measures (λ⊥ ∼ Re−1/2We−1/3) and found to
be proportional to SMD and CSR.
Primary breakup in coaxial air assisted atomization is characterized by ligament and liquid sheet formation and
breakup. Analysis of bag breakup reveals, that even though cells can be found in liquid sheets, evolving and
thereby thinning areas of the sheet leading to bag breakup tend to lack presence of cells. The cells rather stay in
thicker regions of the sheet, that are less influenced by the coaxial airflow. Therefore, the cells might act as a flow
barrier and thereby stabilizing specific areas of high cell concentration. In this case airflow and liquid would always
chose the path of least resistance and bypass the cells. The cells remain in ligaments, thus ligament formation and
breakup are presumably the main phenomena influencing cell survival, which corresponds well to the proportional
dependency of cell survival on ligament spacing.
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Abstract
The present numerical study concerns the dispersion and deposition of a nasal spray in a patient-specific human
nose. The realistic three-dimensional geometry of the nasal cavity is reconstructed from computer tomography
(CT) scans. Identification of the region of interest, removal of artifacts, segmentation, generation of the .STL file
and the triangulated surface grid are performed using the software packages ImageJ, meshLab, and NeuRA2. An
unstructured computational volume grid with approximately 15 million tetrahedral grid cells is generated using the
software Ansys ICEM-CFD 11.0. An unsteady Eulerian-Lagrangian formulation is used to describe the airflow and
the spray dispersion and deposition in the realistic human nasal airway using two-way coupling. A new solver called
pimpleParcelFoam is developed, which combines the lagrangianParcel libraries with the pimpleFoam solver within
the software package OpenFOAM 3.0.0. A large eddy simulation (LES) with the dynamic sub-grid scale (SGS)
model is performed to study the spray in both a steady and a pulsating airflow with an inflow rate of 7.5 L/min
(or maximum value in case of the pulsating spray) and a frequency of 45 Hz for pulsation as used in commercial
inhalation devices. 10,000 mono-disperse particles with the diameters of 2.4 µm and 10 µm are uniformly injected
at the nostrils. In order to fulfil the stability conditions for the numerical solution, a constant time-step of 10−5 s
is implemented. The simulations are performed for a real process time of 1 s, since after the first second of the
process, all particles have escaped through the pharynx or they are deposited at the surface of the nasal cavity. The
numerical computations are performed on the high-performance computer bwForCluster MLS&WISO Production
using 256 processors, which take around 32 and 75 hours for steady and pulsating flow simulation, respectively.
The study shows that the airflow velocity reaches its maximum values in the nasal valve, in parts of the septum
and in the nasopharynx. A complex airflow is observed in the vestibule and in the nasopharynx region, which may
directly affect the dispersion and deposition pattern of the spray. The results reveal that the spray tends to deposit in
the nasal valve, the septum and in the nasopharynx due to the change in the direction of the airflow in these regions.
Moreover, it is found that due to the pulsating airflow, the aerosols are more dispersed and penetrate deeper into
the posterior regions and the meatuses where the connections to the sinuses reside.

Keywords
Particle deposition, nasal cavity, pulsating airflow, nebulized aerosol.

Introduction
The human nasal cavity is part of the upper respiratory

Figure 1. The anatomy of the nasal cavity [4]

system and it is connected to the face by the nostrils,
which are the only visible parts of the nasal airway [1].
The nasal cavity is divided into right and left parts by
the nasal septum and it is lined by a densely vascular-
ized mucus [2]. The nasal passage consists of differ-
ent regions which are illustrated in Figure 1: the nasal
valve, inferior, middle and superior meatuses, the ol-
factory region and the nasopharynx. These complex
regions inside the nasal cavity are related to the physi-
ological functions of the nasal airway. For instance, the
olfactory region which is lined by olfactory nerves, is
responsible for the sense of smell. The complex sys-
tem of the nasal cavity is responsible for filtering the in-
haled particles available in air and cleaning the mucus
layer by the mucociliary clearance process [1]. During
inhalation, the airflow and the particles enter the nasal
cavity at the nostrils, pass through a 90 degree bend
and a constricted area (nasal valve). Afterwards, the air and the particles enter the main nasal cavity, where they
pass through the three airways of inferior, middle, and superior meatuses. The streaming air from the meatuses
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finally unifies in the nasopharynx and experiences another 90 degree bend which connects the nasal cavity with
the pharynx [1]. The complex geometry of the meatuses and two 90 degree bends at the nasal valve and the na-
sopharynx help the respiratory system to trap the bacteria and potentially toxic particles on the sticky mucus. The
particles that are trapped on the mucus layer finally dissolve in the mucus layer and absorb into the blood [2].
The nasal cavity is surrounded by paranasal sinuses which are air-filled cavities. There are four pairs of the sinuses
which are connected to the main nasal airway: the maxillary, the ethmoid, the frontal and the sphenoid sinuses. The
paranasal sinuses have various functions such as reducing the weight of the skull and resonating the speech [1].
These normal functions of the nose may be disturbed by various serious health conditions.
Chronic rhinosinusitis (CRS) is a common upper respiratory disease, which is defined as the inflammation of the
nasal and paranasal cavity for the duration of more than 12 weeks [5]. CRS could occur due to the bacterial, fungal
or viral infections, allergies, exposure to the inhaled irritants, septum deviation, or nasal polyps. The symptoms of
CRS are mucosal swelling, mucus secretion into the nasopharynx, loss of cilia, airway obstruction, and no sinus
drainage [1]. The prevalence of CRS disorder in Europe and USA is 10.9 % [6] and 9-14 %, respectively [7]. The
quality of life (QOL) of CRS patients is significantly effected by this disorder. Functional Endoscopic Sinus Surgery
(FESS) is one of the main solutions for the patients suffering from CRS which has a success rate of 70-90 % [8, 9].
It is found that after FESS there is a remarkable improvement in the QOL of the CRS patients [10].
The nasal airway is a potential path for drug delivery for CRS patients due its large surface area and its vascular
surface [3]. However, conventional nasal drug delivery devices could not efficiently transport the drug to the desired
target. Since CRS occurs in sinuses and connections of the sinuses which are not ventilated properly, the use
of a conventional nasal sprays leads to an inefficient delivery of the medication. By using a nasal pump sprays,
the particles tend to deposit in the anterior parts of the nasal airway [11] and medication cannot penetrate into
the posterior regions of the nasal cavity, the ostia and the sinuses. This is due to the high inertial impaction
caused by large particles with diameters of around 60 µm [11]. Recent nebulizers are producing smaller particles
in the range of 1-10 µm [11], which could lead to an even distribution of the particles and and improvement of the
penetration of the particles to posterior parts of the nasal cavity. Accordingly, it is important to study the airflow
pattern and the particle dispersion and deposition in different patient-specific nasal cavities. Generating a pulsating
airflow may improve the penetration of the airflow into the meatuses which are the connections to the sinuses [11].
Conclusively, the accessibility of the medication into the meatuses and sinuses is improved. Möller et al. [11]
experimentally showed that the implementation of a pulsating airflow improves the delivery of the aerosols into the
posterior regions of the nasal cavity and the sinuses. They experimentally compared a nasal pump spray and a
pulsating aerosol delivery device. They concluded that the utilization of the nasal pump spray led to deposition of
the most of the aerosols in the nasal valve region. Hilton et al. [12] experimentally studied the effect of the diameter
of the particles on the deposition in the paranasal sinuses. They found that the particles with a diameter smaller
than 5 µm led to a higher deposition efficiency compared to the particles with diameters larger than 5 µm.
In order to gain a better understanding on the parameters affecting the airflow pattern and the aerosol dispersion
and deposition in the nasal cavity, several in-vivo [13, 14, 15] and in-vitro [16, 17, 18] studies have been performed.
Since performing experimental measurements in several human nasal airway models are time consuming, and
technical difficulties with respect to the precision of in-vivo measurement due to complex geometry of the nose
as well as unwanted side effects caused by the probes exist that may affect the gas flow [19], computational fluid
dynamic (CFD) studies of the nasal airflow are an affordable alternative. In addition, CFD allows for parametric
studies of variables which are difficult to change in the experiment. The advancement of CFD as well as the
digital image processing sciences in the recent decades allows for a precise simulation of the nasal airflow and
the particle dispersion and deposition pattern in the patient-specific nasal cavity. The first numerical studies of the
airflow pattern in the nasal airway were accomplished by Keyhani et al. [20] and Subramaniam et al. [21]. Recently,
particle dispersion and deposition have been studied in realistic nasal airways [22, 23, 24]. These simulations were
performed with the commercial software packages CFX [22] and Fluent [23, 24]. Most of the research in this area
considers a steady inlet airflow [25] or an unsteady flow representing inhalation–exhalation cycles [26]. Frank-Ito
et al. [27] studied the effect of the volume grid cells on the deposition efficiency of the particles while modeling the
realistic airflow and particle transport in a realistic human cavity including the paranasal sinuses. They found that
by increasing the number of the tetrahedral elements and specially the density of the volume grid cells at the wall,
the particle deposition fraction decreased. They concluded that a coarse mesh could lead to overestimation of the
deposition efficiency of the particles.
In the present study, a patient-specific geometry of the nasal airway (without sinuses) is constructed from CT im-
ages, and the effect of the pulsating airflow on the dispersion and deposition of the particles in the nasal airway
is studied using a large eddy simulation. Moreover, the effect of the diameter of the particles on the deposition
efficiency in the nasal cavity is investigated.

Methods
The airflow and particle dispersion and deposition during steady and pulsating inlet airflow conditions is studied in a
CFD simulation. The steps involved are the identification of the region of interest in the CT scan and the generation
of a numerical surface and volume grids for the simulation. After determination of appropriate governing equations,
a large eddy simulation (LES) is performed with appropriate boundary and inlet conditions.
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Geometry
A realistic three-dimensional geometry of the nasal cavity is constructed from the CT images of a patient [28]. The
images with slice thickness of 1 mm are obtained in .DICOM format. Subsequently, identification of the region of
interest, artifacts removal, segmentation, extraction of the .STL file and generation of the triangulated surface are
preformed by using the software packages ImageJ, meshLab, NeuRA2 [28]. Due to complexity of the geometry
including sharp curves and edges, a volume grid with approximately 15 million unstructured tetrahedral cells is
generated using the software package ICEM-CFD Ansys 11.0. Figure 2 illustrates the sagittal view of the CT im-
ages (left) and the constructed geometry (right). The airflow enters from the inlet and leaves the nasal passage
from the outlet.

Figure 2. The CT image of the patient (left) and the constructed three dimensional nasal cavity (right)

Governing Equations
A Eulerian-Lagrangian description of the gas and liquid phases is employed where a large eddy simulation with
the dynamic sub-grid scale model [32] is used to describe the laminar-transitional-turbulent gas flow. Two-way
coupling [28] of the gas-phase equations with the particles is used.
In the Smagorinsky SGS model, the grid filter Ḡ

f̄ (x) =
∫

D
f (x′)Ḡ(x,x′)dx′ (1)

with grid-dependent filter width ∆̄ is applied to both the continuity and the momentum equations. The sub-grid stress
tensor τ

r
i j appearing in the filtered equations [31] is closed using an eddy viscosity hypothesis τ

r
i j − (δi j/3)τ r

kk ≈
−2νrSi j, where the residual stress is related to the filtered rate of strain, Si j. The eddy viscosity then is closed using
the Smagorinsky coefficient CS, νr = (CS∆̄)2|S| with S̄i j = 1/2

(
∂Ūi/∂x j +∂Ū j/∂xi

)
and |S|= (2S̄i jS̄i j)

1/2 [31] to yield

τ
r
i j− (δi j/3)τ r

kk ≈−2Cs∆̄
2|S̄|S̄i j. (2)

The assumption of a constant Smagorinsky coefficient is relaxed in the dynamic SGS model [29], where a so-called
test filter G̃ with filter width ∆̃

f̃ (x) =
∫

D
f (x′)G̃(x,x′)dx′ (3)

is performed after the filtering given by Eq. (1). Then the continuity and momentum equations for an unsteady,
incompressible and isothermal airflow field yield [29]

∂ ˜̄U j

∂x j
= 0 (4)

∂ ˜̄U i

∂ t
=−

∂ ( ˜̄U i
˜̄U j)

∂x j
− ∂ ˜̄p

∂xi
−

∂Ti j

∂x j
+

1
Re

∂ 2 ˜̄U i

∂x j∂x j
+ ˜̄Sp,i (5)

In the equations above, i, j = 1, . . . ,3, and the Einstein summation convention is used. Note that in the momentum
equation (5), the filtered source term ˜̄Sp,i

˜̄Sp,i =
n

∑
i=1

[
mp,i

∆V
(Up,i)tout − (Up,i)tin

tout− tin

]
(6)
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appears that accounts for the interaction of the particles and gas phase, i.e. two-way coupling is used [28]. For
one-way coupling, the effect of particle motion on the gas phase is neglected, i.e. the source term in Eq. (5), Sp,i is
set to zero. Ti j is the dynamic Smagorinsky stress tensor, which replaces the residual stress tensor τi j

r used for

the constant Smagorinsky-coefficient approach above. The sub-grid stress tensor then yields [29] Ti j = ŨiU j− ˜̄U i
˜̄Uj,

which is related to the resolved turbulent stress Li j =
˜̄UiŪ j− ˜̄U i

˜̄Uj through the Germano identity [29]

Li j = Ti j− τ̃
r
i j (7)

In analogy to the Smagorinsky stress tensor τ
r
i j, the dynamic Smagorinsky stress tensor is described through the

viscosity hypothesis as [29]

Ti j− (δi j/3)Tkk ≈−2˜̄∆2
|˜̄S|˜̄Si j (8)

After substitution of the test-filtered Eq. (2) and Eq. (8) in the Eq. (7) and multiplying both sides of the equation by
S̄i j, and finally averaging both sides of the equations, the Smagorinsky constant Cs is derived as [29]

Cs =−
1
2

〈Lkl S̄kl〉˜̄
∆

2
〈|˜̄S|˜̄SmnS̄mn〉− ∆̄2〈|˜̄S|˜̄SpqS̄pq〉

(9)

The Smagorinsky coefficient Cs is a function of time and space and is locally calculated in every time step, leading
to a more appropriate calculation of Cs for laminar-transitional-turbulent flows [29].
The mono-disperse particles are uniformly injected through both nostrils, and the initial particle velocity are taken
equal to the airflow velocity at the nostrils. Lagrangian particle tracking is used to calculate the location xp and the
velocity Up of the particles

dxp

dt
= Up (10)

dUp

dt
= FD +g =

18µ

ρpd2
p

CDRep

24
(˜̄U−Up)+g, (11)

where drag FD and gravitational forces g are exerted on the particles, and the drag coefficient CD is [30]

CD =

{
24

Rep
if Rep ≤ 103

24
Rep

(
1+0.15 Re0.678

p
)

if Rep > 103.
(12)

In Eq. (11), µ is the dynamic gas viscosity, Rep denotes the particle Reynolds number, and ρp is the particle density.

Physical properties and boundary conditions
The physical properties of air are considered for the gas phase, and for the

Figure 3. Profile of the pulsating air
inflow

particles, the properties of water are assigned since most of the drugs are
aqueous solutions with the approximate density of water [32]. Due to the
stickiness of the mucus layer on the inner surface of the nasal airway, it is
assumed that the particles are trapped on the mucus once they hit the wall.
The particles which are trapped on the surface of the mucus move towards
the pharynx via the mucociliary clearance function of the nasal cavity. Dur-
ing the mucociliary clearance process, the movement of the cillia directs the
particles towards the pharynx. However, since the velocity of the particles
during the mucociliary clearance process is very slow in comparison to both
the velocity of the air and the particle motion in the nasal cavity, it is rea-
sonable to consider the nasal wall as stationary (no-slip) [33]. In the present
study it is assumed that the wall is smooth and stationary. In order to control
the inlet and outlet effects, the inlet and the outlet of the nasal cavity are
extended by pipes [34] which are shown in the right part of Figure 2.
The present study compares steady and pulsating airflow at the inlet of the nostrils. For the steady inhalation, a
constant airflow rate of 7.5 L/min is considered. In case of the pulsating airflow, a sinusoidal shape with a frequency
of 45 Hz and an maximum value of 7.5 L/min is used, cf. Figure 3. This condition corresponds to 63.7 % of the
present steady inhalation rate. The pulsating flow is described by

U =U0|sin(2πω
∗t)| (13)

with ω
∗ = ω/2 and ω = 45 Hz. A total of 10,000 mono-disperse particles are injected at the nostrils with the cor-

responding initial gas velocity of 1.48 m/s over the first time step of 10−5 s [35]. In order to study the effect of the
particle diameter on the deposition efficiency of the particles in the nasal airway, two different particle diameters of
2.4 µm and 10 µm at fixed particle number density are studied. The particle diameter of 2.4 µm is selected since it
represents the Sauter mean diameter of the aerosols generated by the PARI SINUS nebulizers [11].
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Numerical method
The governing equations of the gas flow and those for particle motion are solved by a hybrid Eulerian-Lagrangian
solver. The LES simulations with the dynamic SGS model are performed using the solver pimpleFoam in the
software package OpenFOAM 3.0.0, which includes the PIMPLE (PISO combined with SIMPLE) algorithm to couple
the gas phase pressure and the gas velocity. This solver is coupled to the lagraniganParcel library, and a new solver
called pimpleParcelFoam is developed, which enables the two-way coupled Eulerian-Lagrangian solution for the
airflow and the particles. This numerical model is suitable to solve a three-dimensional, transient, incompressible,
isothermal and Newtonian gas phase flow with particle motion. The simulations are carried out for a real process
time of 1 s, since after the first second more than 99 % of the particle are attached to the surface of the wall or have
escaped from the outlet. The computations are performed on the bwForCluster MLS&WISO using 256 processors
with a constant time step of 10−5 s for both the gas and particle phases. For the simulations with steady and
pulsating airflow, the clock times are approximately 32 and 75 hours, respectively.

Results and discussion
First, the gas flow is analyzed for both the steady and pulsating flows before the particle dispersion and deposition
is discussed for the different conditions under consideration.

Gas phase
Figure 4 shows the contour plot of the gas velocity at different coronal cross-sections with equal intervals of 9.22 mm
between the nasal valve (right) and nasopharynx (right) for steady inhalation. The airflow velocity attains its maxi-
mum values in the nasal valve region, the nasopharynx and the inferior parts of the septum. The olfactory region
and the tips of the meatuses are not ventilated in accordance with results by Chung and Kim [36]. Figure 5 il-
lustrates the streamlines of the gas velocity for steady inhalation. The steady airflow uniformly enters the nostrils

Figure 4. Gas velocity for steady inhalation at different coronal
planes between the nasal valve on the right, and the

nasopharynx on the left, cf. Figure 1, right part

Figure 5. Streamlines of the gas velocity for steady inhalation

Figure 6. Pulsating airflow: gas velocity at different cross-sections for the second pulse left: at (t = 0.0333 s) and
right: at (t = 0.0444 s), cf. Figure 3
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and passes through a 90◦ bend at the vestibule, inducing vortices and a complex aflow pattern. Depending on the
patient-specific anatomy of the nasal cavity, the location and shape of the vortices in the airway may change [21].
In the present study, the complex flow and vortices in the nasal valve region and immediately after the nasal valve
are similar to experimental results of Doorly et al. [19]. The airflow field in the nasal cavity plays a quite important
role, since the best treatment method for each patient may be decided based on the flow conditions in nasal pas-
sage [36]. The airflow from the upper, middle and lower meatuses combine and unify in the nasopharynx region.
The combination of the flows from the three meatuses and a 90◦ bend in the nasopharynx causes complex vortices
and a swirling flow in the nasopharynx region.
Figure 6 shows the corresponding contour plots of the gas velocity for the pulsating flow during the second pulse,
cf. Figure 3, at the peak at t = 0.0333 s (left) and at the end of the second pulse at t = 0.0444 s (right). A comparison
of the steady and pulsating inhalation shows not much difference at the peak of the second pulse except for that the
absolute values are somewhat reduced for the pulsating flow. This is due to the fact that the steady inflow occurs at
a constant flow rate of 7.5 L/min whereas this value is only reached at the peak of the pulse during pulsating inflow,
leading to an overall (integral) average value of 4.78 L/min. At the end of the second pulse, cf. Figure 6, the velocity
of the gas phase in the nasal airway is dramatically reduced except for in the upper parts of the nasal valve. A
future simulation of an average pulsed air inflow rate of 7.5 L/min may help to a better evaluation of the differences
in results of steady versus pulsating airflow.

Particle dispersion and deposition
This section concerns the study of the influence of the steady and pulsating particle injection as well as the particle
size on the particle dispersion and deposition efficiency. Two different particle diameters of 2.4 µm and 10 µm are
studied for a fixed value of 10,000 mono-disperse particles that are injected uniformly at the nostrils.
Figure 7 depicts the evolution of the particles with a diameter of 2.4 µm, carried by a pulsating airflow at different
times, cf. Figure 3. At t = 0.00555 s, which is at half of the ascending part of the first pulse, the particles reside in the
extended inlet pipe. At t = 0.0222 s, i.e. at the end of the first pulse, the particles pass through the nasal valve and
enter into the main nasal cavity. At the peak of the third pulse at t = 0.0555 s, the particles enter the nasopharynx,
the inferior and the middle meatuses. At the end of the fifteenth pulse at t = 0.333 s, some particles have moved
out of the domain towards the pharynx, some are attached to the wall, and others are still moving inside the nasal
airway. In general, the particles tend to deposit in the nasal valve, nasopharynx and some parts of the septum. In
particular, particles penetrate into the tips of the meatuses or into the upper and posterior parts of the nasal cavity.
Figure 8 illustrates the corresponding particle evolution of the same particle size carried by the steady airflow. Even
though the principal pattern of particle evolution and deposition is similar for steady airflow, the aerosols penetrate
deeper into the posterior regions and the meatuses for the pulsating airflow, where the connections to the sinuses
reside, see Figure 7.
It is observed that the particle evolution occurs faster for steady inhalation compared to the current pulsating flow
condition which, however, corresponds to only 63.72 % of the steady inhalation rate. A better evaluation of the
different conditions with respect to the particle evolution rate may be achieved if the present maximum value of the

Figure 7. Temporal evolution of the particles of diameter 2.4 µm for the pulsating airflow from left to right at t = 0.00555 s,
t = 0.0222 s, t = 0.0555 s, and t = 0.333 s

Figure 8. Temporal evolution of the particles of diameter 2.4 µm for the steady inhalation from left to right at t = 0.00555 s,
t = 0.0222 s, t = 0.0555 s, and t = 0.333 s
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Figure 9. Particle deposition pattern, d0 = 2.4 µm after 1 s for
left: steady and right: pulsating airflow

Figure 10. Particle deposition pattern, d0 = 2.4 µm (left) and
d0 = 10.0 µm (right) after 1 s for the pulsating airflow

pulsating flow should be enhanced to 1.56 times of the initial velocity of the steady inhalation, resulting in the same
integral inhalation rate for both situations.
Figure 9 illustrates the deposition pattern of the particles with diameter of 2.4 µm after 1 s for steady (left) and
pulsating (right) airflow. Steady airflow leads to accumulation of particle deposition in some regions of the nasal
airway, in particular in the nasal valve and the nasal pharynx. The pulsating airflow leads to improved ventilation of
the olfactory region, the superior meatuses and the tips of the middle meatuses, which is associated with particles
deposition in theses regions. However, for the simulation of the steady airflow, no deposition is observed in the
olfactory region, superior meatuses and tips of the middle meatuses.
The variation of initial particle diameter for steady inhalation shows that an increase of the particle diameter from
2.4 µm to 10 µm results in an enhancement of the deposition efficiency (DE) in the nasal cavity from 7.4 % to
24.8 % (not shown). The larger particles are trapped on the surface of the nasal cavity due to higher inertial
impaction [11]. However, smaller particles penetrate deeper into the nasal airway and they enter the pharynx. For
this reason, nasal drug delivery devices which are designed to target the drug into the lower respiratory system, are
to generate finer particles. A similar behavior is observed for the pulsating airflow with particle diameters of 2.4 µm
and 10 µm shown in Figure 10. A variation of the particle diameters of 2.4 µm and 10 µm results in deposition
efficiencies of 8.3 % and 24.8 %, respectively. The DE for the steady and pulsating flow carrying particles with a
diameter of 10 µm lead to the same results with a different deposition pattern showing that the pulsating spray shows
less particle accumulation and is favored for the particles to reach into the meatuses and deeper posterior regions.
However, those deposition efficiencies are likely to be better for the pulsating airflow if the same integral airflow rate
was used in the pulsating case compared to the steady case. Future studies should take this into account.
Moreover, the influence of one-way versus two-way coupling is studied. For the simulations with a steady inhalation
of 7.5 L/min and a particle diameter of 10 µm, the simulations with one-way and two-way coupling between two
phases result in deposition efficiencies of 18.3 % and 21.2 %, respectively. The higher DE is attributable to the
higher gas velocity in case of two-way coupling since the drag forces causes a flow acceleration, leading to deeper
penetration into the nasal cavity and thus, to a higher DE. Furthermore, the simple and the dynamic SGS using two-
way coupling are compared for the steady inhalation with a particle diameter of 10 µm. The simulated values of DE
with the simple and the dynamic Smagorinsky SGS are 21.2 % and 24.8 %, respectively. The evaluation of these
results is difficult due to a lack of experimental data for the deposition efficiency. However, due to the transitional
laminar-turbulent character of the flow and its small length scales, it is likely that the dynamic Smagorinsky model
leads to better results.

Conclusions
A study of the airflow and the dispersion and deposition of mono-disperse particles in a realistic model of a patient
is performed using a large eddy simulation with dynamic sub-grid scale model and Lagrangian particle tracking.
Both steady and pulsating airflows at the inlet are studied for different particle sizes. The results depict that the
injection of larger particles leads to a higher deposition efficiency due to higher inertial impaction. Furthermore, it
is observed that the DE is lower if one-way coupling between the gas phase and the particles is used compared
to two-way coupling, where the influence of the particle motion on the gas is considered. Similarly, the simple
Smagorinsky SGS model predicts a lower DE in comparison to the dynamic Smagorinsky SGS model.
The steady inhalation leads to particle deposition in the nasal valve, nasopharynx and parts of the septum, where
the flow experiences a change in flow direction. For the pulsating airflow, a better ventilation of the meatuses and
the olfactory regions is achieved compared with the steady inhalation. Even though the total DE is the same for the
steady and the pulsating airflow, the perspective of the pulsating spray is better because of its improved ventilation
of regions that are of particular interest for the medical treatment of critical diseases such as CRS. The deposition
efficiency for the pulsating flow is likely to be enhanced if not the maximum value of the pulse is equal to the steady
airflow velocity but the integral value, which would increase the current initial value of the pulsating flow by about
a factor of 1.56 compared to the present value. Thus, the pulsating aerosol delivery is a potential drug delivery
method for the CRS patients. Future studies concern the parametric dependence of the pulsation frequency and its
amplitude on the DE of the drug delivery during pulsating drug delivery.
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Abstract 
A N-heptane spray from a GDI multi-hole injector operated in ambient air at fixed conditions and with double 
injection commands is studied with different experimental techniques to better understand the spray behaviors, 
focusing the analysis on the effect of different dwell times between the two pulses. Results from spray 
photographic analysis, fuel injected quantity, droplet velocity and sizing by Phase Doppler Anemometry are 
presented and compared. The peculiarities and usefulness of a complementary application of the different 
techniques is illustrated. The two spray pulses have the same time length, so that the first spray evolves in a 
nearly quiescent and clean ambient, while the second, nominally identical to the first one, evolves in its trailing 
edge. The direct comparison allows an immediate perception of the differences among the two sprays, at the 
different dwell times, where the shorter tested, 160 microseconds, was chosen as the one that shows the first 
appreciable effect with at least one of the used techniques; the differences are clearly evident in the PDA results, 
sufficiently visible from the injection rate, not appreciable in the imaging at short distance. The effect of the longer 
dwell times becomes more evident and is illustrated.  

Keywords 
GDI, Spray, Double Injection, PDA, droplet sizing 

Introduction 
The process of fuel injection is crucial for the mixture preparation in automotive engines, and the use of fuel direct 
injection is considered also in gasoline engine an efficient way to attain better performances in terms of energy 
efficiency and pollution reduction. The experimental effort to characterize the GDI engine with its component has 
been huge in the last decades. The multi-hole injectors geometry and the electronic control allow to use a large 
number of parameters to attain the desired results, among which injector hole sizes and spray pattern, fuel 
pressure, injection timing and duration, where also split or multiple injections can be used [3, 8]. Different 
experimental techniques are continuously improved and used to characterize GDI fuel sprays, both with the aim 
of understanding the effect of the controlling parameters, and to provide accurate data for modeling and CFD 
tune-up and calibration. Being split injections and GDI spray droplet sizing [5] widely studied since years, the 
present work  accurately reports a parametric study focused on the effect of the dwell time on the spray droplet 
velocity and size and generally on the second spray behavior. 

Experimental set-up 
The used injector is a standard production injector, (part number VW 03C 906 036N produced by Magneti Marelli) 
with static flow rate of 13 mm3/ms (N-heptane at 100bar), used in GDI engines with relatively small cylinder 
capacity. Its spray pattern presents five plumes, one of which is nearly axially oriented, and at the same time 
widely accessible from its sides, thus resulting favorable for the PDA measurements nearly like with a single hole 
injector. The same injector sample was used for all the tests, although different samples were available. N-
heptane was chosen as model fuel, widely used for better result reproducibility, although it is not really 
representative of real gasoline behavior due to its higher boiling point [2]. The experiment were conducted in two 
different laboratories with different experimental set-ups; slight differences exist among the two fuel pressurizing 
systems, in the geometries of the rail volumes, and in the injector power stage, with current timing and intensity 
that may differ slightly, with a difference in the rise-up of the current peak evaluated as 20-30 microseconds. 
Injection Rate set-up 
The tested injector was characterized in terms of injection rate profile by means of the proprietary instrument 
‘UniPg Injection Analyzer’. The fuel injected into the closed measuring chamber causes a pressure increment. By 
time-deriving the chamber pressure signal, the injection rate time-history can be obtained according to the Zeuch 
method [7]. After each actuation cycle, a fast electro-valve is opened, discharging the fuel and restoring the 
original base pressure before the next injection cycle starts. As the fluid bulk modulus is significantly influenced by 
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both temperature and pressure, the instrument is able to continuously calibrate by measuring the mean injected 
mass and the fuel density by means of a Coriolis mass flow meter (Siemens Sitrans CF 2100) placed downstream 
the measuring chamber. After a proper thermal stabilization in each operating condition, the acquisition procedure 
is repeated for some hundreds of consecutive injection cycles in order to allow a statistically significant analysis of 
the process mean characteristics and of its shot-to-shot dispersion. Further details about this instrument can be 
found in [4]. 
Photographic set-up 
The spray is directed with the injector axis (ZINJ) oriented vertically downward, with the spray pattern symmetry 
plane corresponding to the electric connector, marked as XINJ axis and used as rotation reference. The injector is 
mounted in a rotating flange on the top of the closed bomb detailed in [2], kept with open windows (90 mm 
diameter) to have a confinement but not a pressurization, and a continuous air renewal. A schlieren system 
operated without the knife edge is used to obtain back-light photographies without any perspective distortion. A 
PCO Sensicam Fast shutter is used to capture single images of the spray in the XZINJ and YZINJ planes. The 
image resolution is set at 10 pixel/mm, the exposure about 1 microsecond. 
PDA set-up 
A Dantec BSA P80 Phase Doppler Anemometer is used, equipped with a 310 mm focal length lens on the 
transmitter, and a 500 mm lens on the receiver oriented at 70° side scattering angle. Axial velocity is set in the 
range -10 to 130 m/s, with the positive direction directed downward in the laboratory, the droplet maximum 
diameter is set at 80 microns.  
 
Experimental conditions  
The experimental conditions are fixed, with only the command pulse shape used as a parameter, with single 
pulse and double pulse injections with variable dwell time as reported in the following Figure 1. 

Experimental parameter value 
Fuel Pressure  100 bar 

Fuel and injector temperature 30°C 
Air conditions ambient 

Logic pulse, single injection 1 ms 
Logic pulse, double pulses  1+1 ms 

Dwell time for double pulses 
(chart on the left) 

160, 200, 
300, 500,  

1000 s 
0 1000 2000 3000 4000

et1=1000

dw=160

dw=200

dw=300

dw=500

dw=1000

us

Figure 1. Experimental parameter values and pulse time diagram for the different dwell times 

Injection rate results 
The injection rate, reported in figure 2, reflects quite directly the injection command. The initial negative injection 
rate values before the injection hydraulic start may be speculated to reflect the inward needle opening, that results 
as a minimum suction of fuel from the instrument measurement volume as discussed in [6].  

 

Figure 2. Injection rate results (mg/ms), for the different dwell times (s) 

The first increase quantifies the injector opening delay, in the same way the decrease  after the closing command 
reflects the closing delay. Both delays depend on the constructive and operative parameters of the injector; in the 
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present case the closing delay is longer than the opening one thus causing the fuel injection period being longer 
than the logic pulse. The duration of both opening and closing slope is in the order of 100÷150 s. The quasi 
steady injection rate value is about 13 mm3/ms, with slight oscillations due to typical hydraulic wave effects.  

In this set-up the minimum dwell time tested, 160s, was the one that showed a visible decrease of the injection 
rate, about 10%, sufficient to be distinguished from the hydraulic pulsations. It should be mentioned again that the 
injection rate set-up uses a different electronic power stage, and a possible difference in the order of few 
microseconds compared to the optic bench may be reasonable. For shorter dwell times the injector inertias, 
electrical and mechanical, merges the two logical pulses in a unique continuous injection event.  
 

Figure 3a 
Description 

Figure 3b 
single pulse front view 

Figure 3c 
single pulse side view 

Figure 3d 

2nd pulse, Dwell =160 s
Pulse shape 

Delay 250 s 
(from the last logic pulse) 

 

Delay 500 s 
 

Delay 1000 s 
 

Delay 1400 s 
 

Delay 2000 s 
 

Figure 3. Evolution of the spray with the different pulse shapes 

540



ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain 

 

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0). 

EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA 

With dwell time of 200 s the injection rate is reduced by 30% before increasing again due to the second pulse 

command. With dwell time of 300 s the closing is complete before the second pulse, whose trace reproduces 
quite similarly the trace of the first one. Longer dwell times confirm that, for what concerns the injected quantity, 
the two pulses look mostly independent; this coherence in terms of injection rate between the first and the second 
pulses is due to both the relatively long dwell time (pre-magnetization effects are negligible) and the rather long 
energizing time that ensures the complete needle lify displacement (no ballistic behavior). 
 
Photographic results 
Figure 3 presents a short extract of the photographic analysis showing a short history of the spray evolution. 
 

 Figure 3e 

2nd pulse, Dwell =200 s 

Figure 3f 

2nd pulse, Dwell =300 s

Figure 3g 

2nd pulse, Dwell =500 s

Figure 3h 

2nd pulse, Dwell = 1000 s
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Figure 3. Continuation 
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The delay of each image is indicated starting from the beginning of the last logic injection pulse, so that the 
differences can be more easily perceived. 
With a single pulse spray, that is the same as the first of a double pulse injection, the spray evolves in undisturbed 

air, starts to be visible 250s after the trigger due to the opening delay, and the needle closure is clearly visible at 

1400s, i.e. 400s after the logic command end. A shorter closing delay can be supposed, but not clearly 
observed with photography. 

For the dwell time of 160 s, the shortest tested, in the images of figure 3d it is difficult to perceive a clear 
distinction between the two pulses, that becomes more and more visible as the dwell time becomes longer. A 
reference line is added over the Figure 3 to help in locating the spray tip at 500 and 1000 s delays. 
 
PDA centering  
The PDA traversing system is installed with its origin and ZPDA axis coinciding with the injector ones, used as 
rotation axis to optimize the injector position for easier experimental configuration and access to the investigated 
plume. The PDA transmitting optical axis is directed as the YPDA traverse axis of Figure 4, where different colors 
are used to easily identify the different PDA and Spray reference systems. The two systems are centered with 
accuracy better than 0.2x0.4x0.2 mm, along the (X,Y,Z)PDA reference directions illustrated in Figure 4a. 
For the PDA measurements, after the correct centering of the two reference systems, the PDA measurement 
volume is centered on the selected spray plume at the axial position Z=45. Measurements are performed along a 
cross pattern composed by 9+9 positions spaced by 1.5 mm along the injector XYINJ reference system. For this 
purpose a longer injection is used, 2 ms, to measure the average velocity during the quasi-steady injection period, 
and 200 injections are recorded at each position for good statistics. The results reported in figure 4 show the good 
centering of the plume, that is symmetric along its YINJ axis, and slightly asymmetric in its XINJ direction due to the 
suction effect of the other four plumes. Such effect was clearly visible in the photos, with the central plum 
attracted by the other ones after the needle closure. These results are quickly processed on, so are not bias 
corrected and may differ from the following results.  
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Figure 4. PDA cantering on the spray plume. Colours are used to ease the identification of the different axes. These averages 
are not Bias . 

PDA results 
To study the effect of the dwell time, PDA data are recorded on the central position of the plume found in figure 4.  
For each condition, 1000 injections are recorded to improve the statistics. Results are averaged in time windows 
of 100 s duration, centered around their nominal value, and reported in figure 5. For each time window, the 
typical average results for droplet population are computed: average velocity, diameters D10 D20 D30 D32, and the 
number of counted droplets, that normally is more than 10000 in each time window. The PDA bias is corrected for 
by weighting the droplet data in function of their diameter with an empirical function. Together with the count plots, 
in Figure 5c is reported the real timing of the pulse logic command. In the column 4b, the pulse is displayed 
shifted in time until the first droplets are measured, to ease the understanding of the spray time evolution and 
direct comparison of results. 
The single injection 
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The single pulse injection, that is the same as the first of a sequence, allows a comparison also to the second 
pulse also after the needle closure, so that the two trailing edges can be compared.  
Average velocity and diameters are compared using as reference the quasi steady values. Different phases can 
be distinguished 
First fast single droplets 
The graphs show quite often few large and fast droplets at the beginning of the injection, with velocity 10% higher 
and diameters 50% higher than in the quasi steady period. It should be noted that the graphs are the 
accumulation of 1000 injections, while those fast droplets are only few tens, meaning that in cycle resolved 
results, they would appear only randomly once every many tens of injections, while the following time windows 
collect many thousands of droplets.  
The faster droplets presence can be supposed as the effect of an aerodynamic selection at the spray front, and in 
the average results they may show up or not, hidden by the more numerous slower droplets, depending also on 
the chosen time window positions. Their relative weight is limited: even with 50% larger diameter, that is 4 times 
the individual volume and mass, they represent less than 0.5% in number, so 2% of the mass of one of the 
following windows, but in a graph the two groups are represented each by one symbol, being perceived at first 
sight as having the same relative importance. 
Initial slow droplets 
The following two time windows show droplets that, compared to the quasi steady ones, are initially 15% slower 
(50 vs. 58 m/s), and 40% larger (D30 14 vs. 10 m), and then converging to the steady values. The number of 
detected droplets quickly reaches the maximum value, 5 to 10 or more thousands per window. 
Quasi steady period 
Velocity, size and number of detected droplets per time window keep quite stable, with values around 55-57 m/s, 

diameters ranging from D10= 9 m to D30= 15 m, and 10 to 15 thousands counts per window. Some small 
oscillation are repetitive in all the tested cases. 
Trailing edge  
The needle closing is followed by a fast but not sharp velocity decrease, with smaller dimensions, averaged 
diameters are roughly halved, while the number of detected droplets that decreases as the velocity, typical of the 
PDA technique that relies on the single counting of particles (when their volume concentration in the flow is 
constant, the detection rate is proportional to the flow velocity).  
Far trail  
For times after 3 ms, the velocity falls down below few meters per second, and only few and slightly larger 
droplets are left suspended in the air. 
The second injection 
The second injection is quite similar to the first one, except in its initial phase, where its tip merges the trailing 
edge previous pulse.  
The first fast single droplets never show up, may be because statistically masked by the largest number of very 
slow droplets present in the ambient. 
Initial slow droplets 
In this phase the second injection shows quite different results. The rise up is much slower and requires more 
time, nearly 1 ms to, reach the same steady value of the first pulse. This behavior is a consequence of the 
merging and partial mixing with the slow trailing edge of the previous pulse, as visible in Figure 6, where the two 
population may still be distinguished The slow droplets suspended in the air, are only partially accelerated, while 
at the same time there is a lack of fastest droplets. The average result is a decrease of the mean velocity. The 
effect is less visible for very short dwell time, where the trailing edge has no time to slow down. The measured 
diameter do not show the initial large droplet, but it can not be argued if they do not exist, or if their presence is 
also masked in the average values by large quantity of suspended small droplets of the trailing edge. 
Quasi steady period 
It shows the same average values as the first pulse, it keeps just shorter in the present experiments, It should be 
noted that in the case of a short second pulse as often used in a real engine, the steady period would not be 
reached, as only the longer transient part would appear in the measurements. 
Trailing edge  
No clear evidence of any difference can be observed in this part. 
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Figure 6. PDA results: droplet velocity for dwell time = 300 microseconds 

Conclusions and perspective 
The comparison of the three techniques offers complementary results. 
The fuel rate results can detect in the fuel flow, minimal variations that are not shown by photos, but the 
information is limited the nozzle exit position, and can not give any further information on what may happen more  
downstream in the spray. Further, the hydraulic analysis is relevant to all the jets emerging from the nozzle. 
Photographic results offer a global view of the spray, thus also of the interaction and merging of the two pulses, 
but are blind in the most dense regions of the inside spray or in its denser wake, so for example can give precise 
estimate of the opening delay, but not of the closing delay or of the events for short dwell times. Laser Doppler 
results can gives many complete and time resolved information but in a single position; different positions may be 
investigated, but the process is extremely time consuming. The PDA can detect some effect for very short dwell 
times, but may become blind in regions that are optically very dense. The use of the three techniques is useful to 
build up a more detailed and comprehensive understanding of the spray evolution 
Nomenclature 
LDV Laser Doppler Velocimetry 
PDA Phase Doppler anemometry 
GDI Gasoline Direct Injection 
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Abstract 
The role of the fuel injection systems in direct injected gasoline engines is to achieve a suitable fuel vapor 
distribution, homogeneous or with some degree of stratification, while avoiding unwanted effects such as wall 
wetting. Planar laser-induced exciplex fluorescence (PLIEF) is a method suitable for the characterization of such 
sprays since it enables separate imaging of both vapor and liquid phase of fuel simultaneously. In this study a 
hollow-cone spray generated with an outwards-opening piezo-actuated injector is investigated, with the injector 
mounted in a constant volume, constant pressure spray chamber with quartz windows, providing a controlled steady 
test environment. N-hexane is used as surrogate fuel of gasoline, together with exciplex-forming fluorescence 
tracers - fluorobenzene and diethylmethylamine. Fluorescence excitation is carried out with a parallel laser sheet 
from the fourth harmonic light of a Nd:YAG-laser (266 nm) running at 10 Hz. Exciplex fluorescence images from 
liquid phase and monomer fluorescence spray images from vapor phase can be acquired by a single UV-sensitive 
CMOS camera equipped with a stereoscope having filters selectively transmitting monomer fluorescence at 295 
nm and exciplex fluorescence at 355 nm. Since the fluorescence is strongly quenched by oxygen, most of the 
experiments were carried out in a nitrogen atmosphere.  
Images were recorded during the injection and at various time steps after the end of the injection, and typical spray 
development for this type of injector was observed, i.e. the fuel forms an expanding cone, the sheet breaks up to 
form a vortex structure and the vortices continue to expand after the end of the injection. Fuel vapor is firstly 
observed at the same locations as the liquid drops, and is then accumulated into the center of the vortices. In 
addition, penetration of liquid phase and vapor phase are found to be very similar. Various injection pressures have 
been tested, which shows that increasing the fuel pressure from 10 to 20 MPa results in a larger vortex structure. 
The fuel evaporation can be followed by studying the evolution of the monomer and exciplex fluorescence as a 
function of time. At room temperature the vaporization is found to be very slow, but above 40°C there is a noticeable 
presence of vapor at the end of the injection, and at higher temperatures, the vaporization goes even faster. 

Keywords 
Hollow-cone spray, Exciplex LIF, Phase separation, GDI, LIEF 

Introduction 
The role of the fuel injection systems in direct injected gasoline engines is to achieve a suitable fuel vapor 
distribution, homogeneous or with some degree of stratification, while avoiding unwanted effects such as wall 
wetting. Therefore it is desirable to characterize the fuel injection systems and how the fuel vaporizes and becomes 
dispersed in the combustion chamber, in order to investigate and improve the combustion process. 
As an extension technique of planar laser-induced fluorescence (LIF), which is proved to be a powerful imaging 
technique to visualize distributions of fuel, air or even combustion species, planar laser-induced exciplex 
fluorescence (PLIEF) provides spectrally separated fluorescence from the liquid and vapor phases and therefore is 
a novel and significant advance for imaging and quantifying vaporizing sprays [1,2]. In this method, the fuel is doped 
with two different tracers. The two tracers are selected so that one, or both, of the tracers are excited by the incoming 
laser light and upon excitation forming an excited state complex, an exciplex, with the other tracer molecule. The 
fluorescence of this exciplex is red-shifted compared to the fluorescence of the individual molecules, the monomers. 
The exciplex formation is efficient only in liquid phase where the tracers are in closer proximity and the solvent can 
act stabilizing for the complex. One of the advantages with LIEF as compared with LIF is that it enables imaging of 
the vapor phase without interference from the liquid phase.  
This technique has been used for visualization [3, 4] and quantitative measurements with both diesel-like [5, 6] and 
gasoline-like tracer-fuel mixers [7, 8]. For most of the studies in the literature, the fluorescence from the spray was 
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imaged using two cameras, equipped with filters transmitting wavelengths corresponding to monomer and exciplex 
emission, respectively. These two images ideally correspond to the fuel distribution in vapor and liquid phase. 
In this study, a stereoscopic imaging system is used to image both monomer and exciplex fluorescence from a 
gasoline-like spray, which generates a hollow-cone spray. The imaging system includes a stereoscope and 
therefore only one camera is needed. Spray development of the vapor and liquid phase with time after start of 
injection (asoi) is well captured by this imaging system. In addition, influences from injection pressure and ambient 
conditions have also been observed and analyzed to investigate how these factors influence the location and 
relative abundance of liquid and vapor phase fuel.  
 
Experiment setup 
Spray development was investigated in a constant volume/constant pressure spray chamber, shown in Figure 1. 
The chamber can provide a constant air flow, in order to ventilate the injected fuel; however, the air velocity is 
significantly lower than the spray velocity and therefore it has negligible influence on the spray development. The 
chamber is equipped with three quartz windows during the study, providing good optical access for both laser light 
sheet and fluorescence signals.  

 

Figure 1. Schematic of the experimental setup as seen from above.  

 
An outward opening piezo actuated GDI injector (Bosch type) was used during the experiments and mounted at 
the top of the spray chamber. The outward opening needle creates a hollow cone spray shape with vorticies [9-13]. 
The injector driver supplies a certain voltage over the piezo stack, which expands rapidly and acts on the needle. 
The needle lift will increase with increased voltage. Due to the fast opening and closing of the needle, the injector 
can be opened and closed multiple times during one engine cycle and this in addition to the possibility to use varying 
needle lifts provide many degrees of freedom for spray control but is also a challenge for engine calibration. The 
injector type is used up to 200 bar fuel injection pressure and provides great atomisation, and limited vertical 
penetration.  
The fuel temperature was kept constant by regular fuel injections. The chamber gas temperature was constantly 
monitored by thermocouples during all measurements. The fuel pressure is well controlled by a pressurized air 
driven Haskel pump connected to a pressure accumulator. The nominal electrical control pulse was 0.4 ms, but due 
to the ramping of the control voltage for opening and closing, the total time during which fuel was injected was 
observed to be ~0.8 ms.  
N-hexane was used as surrogate fuel of gasoline, together with exciplex fluorescence-forming tracers – 
fluorobenzene (FBZ) and diethylmethylamine (DEMA). This is a well-characterized tracer combination [14] with 
minimal spectral cross-talk and good co-evaporation properties, and has been applied in several studies [15-18]. 
The concentrations of tracers used in this work was 3 % FBZ and 7 % DEMA by volume.  
Fluorescence excitation was carried out with a parallel laser sheet from the fourth harmonic light of a Nd:YAG-laser 
(266 nm) running at 10 Hz, and the energy of each pulse was around 20 mJ. The laser light was formed into a 50 
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mm high sheet passing just under the injector. Exciplex fluorescence image from liquid phase and monomer 
fluorescence spray image from vapor phase was acquired by a single UV-sensitive scientific CMOS camera 
equipped with a stereoscope having filters selectively transmitting monomer fluorescence at 295 nm and exciplex 
fluorescence at 355 nm, a simpler system than the 4 way-mirror arrangement reported for fuel and temperature 
imaging [19]. The image recording rate was the same as the fuel injection rate, 1 Hz. Since the fluorescence is 
strongly quenched by oxygen, most of the experiments were carried out in a nitrogen atmosphere.  
The influence from variant injection pressure (100 or 200 bar fuel pressure) and ambient temperature (21, 39, 56 
or 68°C) has been investigated in this study. For all tested conditions, images were recorded at various time steps 
during and after the end of the injection and consequently the spray development of both vapor and liquid phase 
can be observed and analyzed. 
 
Results and discussion 
Images of the spray have been captured with the spray chamber pressurized with air or with nitrogen to assess the 
influence of quenching by oxygen molecules on the fluorescence yield. Figure 2 shows exciplex-monomer image 
pairs, recorded at the same conditions except the spray chamber being fed by air or nitrogen. In addition to the 
images, horizontal intensity profiles calculated at the centre of the two images are shown. The two exciplex images 
are very similar with vortices having a low drop density at the middle, the main difference being a lower signal 
intensity of about a factor of 3 in air. The monomer image recorded with a nitrogen atmosphere shows as expected 
a vapor fuel distribution significantly different from that of the liquid drops (exciplex), whereas the monomer image 
recorded in air has a very low signal intensity, more than 50 times lower than in nitrogen. The character of the 
monomer images is also slightly different, likely due to the strong quenching of the vapor monomer signal resulting 
in monomer fluorescence from the liquid phase contributing to the detected monomer fluorescence. A monomer 
fluorescence image in air with a good signal intensity could be obtained using an image intensifier in front of the 
camera. However, for this study of spray properties analysing liquid and vapour fuel distribution all further imaging 
was carried out in nitrogen atmosphere since this provided good quality monomer and exciplex images of 
comparable intensity using the stereoscopic imaging system without image intensifier.  
 

 
 

Figure 2. Left: averaged exciplex (left column) and monomer (right column) images recorded in air (upper row) and nitrogen 
(lower row) at 4.2 bar pressure and 56°C gas temperature, 3 ms asoi with a fuel pressure of 100 bar. Image size 95x53 mm. 

Right: Intensity profiles taken through the middle of each image of Left side (labeld as red line).  

 
In each measurement point (pressure, temperature and time asoi) 20 images were recorded to obtain reasonable 
statistics, and from the 20 images average images were calculated. In Figure 3 averaged images at some selected 
measurement points are shown together with two of the individual image pairs. In the further description of the 
results averaged images will be displayed since general trends are more easily identified in these and the 
arbitrariness in the selection of one individual image can be avoided. On the other hand there are important features, 
which only can be seen in the individual images that will be commented on in the further analysis. Naturally the 
structures in the averaged images appear more smeared out, whereas the liquid structures, especially at later times 
appear as drops concentrated to streaks in the individual images. The vapour clouds are more homogeneous, 
although with internal concentration differences, and have sharp boundaries.  
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 Column 1 Column 2 Column 3 Column 4 Column 5 Column 6 

Row 1 

 

Row 2 

Row 3 

 

Figure 3. Averaged (Column 1 & 2) and individual (Columen 3- 6) image pairs, where left image in each pair (columns 1, 3 and 
5) is an exciplex image and the right image (columns 2, 4 and 6) is a monomer image. The images are recorded at 4.2 bar 

nitrogen pressure and 56°C temperature, a fuel pressure of 100 bar and 1 (row 1) 2 (row 2) and 3 (row 3) ms asoi. Image size 
95x53 mm. 

 
An overview of the spray development with time can be followed by a series of exciplex images displayed in Figure 
4. The images, in particular the ones recorded at the earlier time steps, show a non-symmetric intensity where the 
left part of the spray is much more intense. The reason for this is that the laser light enters from the left and due to 
the high drop density the light is strongly attenuated and only a fraction of the incident light continues to the right 
part of the spray. Another effect of the high drop density is multiple light scattering resulting in light being scattered 
by drops outside of the laser sheet, and some intensity appears to be generated inside the cone.  
Initially the cone develops rapidly during the injection, and soon there is a perturbation about 20-25 mm from the 
injector. This perturbation leads to the formation of the vortex structure, with two counter-rotating vortices, a larger 
outer vortex and a smaller inner one. The vortices continue to grow also long after the end of injection. At the bottom 
of the spray, i.e. downstream of the point where the vortices are formed, the cone structure is preserved without 
large movements the fuel. Close to the injector traces of the cone can still be observed, along with scattered larger 
drops (seen in individual images).   
 

 
 

Figure 4. A series of exciplex fluorescence images recorded at 4.2 bar nitrogen pressure and 56°C temperature, a fuel pressure 
of 100 bar. The images are recorded at 0.2, 0.4, 0.6 (left column), 0.8, 1.0, 1.5 (middle column), 2.0, 3.0, 5.0 ms asoi (right 

column).  

 
To analyse the fuel evaporation, both monomer fluorescence and exciplex fluorescence images at different time 
after start of injection are shown in the Figure 5, under four different ambient temperatures. At all the temperatures 
tested, fuel vapor is firstly observed at the same locations as the liquid drops, and then it is accumulated into the 
center of the vortices, which can be well observed in all exciplex images from shortly after start of injection (1ms). 
In the exciplex images there is a local minimum in the center of the votices, whereas there is a local maximum at 
the same position, which is in agreement with earlier observations using a combination of planar LIF and Mie 
scattering [20]. In addition, penetration of liquid phase and vapor phase are found to be very similar. 
The fuel evaporation can be followed by studying the evolution of the monomer and exciplex fluorescence as a 
function of time. At room temperature (21 °C) the vaporization is found to be very slow, and consequently the 
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exciplex signal (corresponding to the liquid phase) is much stronger than the monomer signal (corresponding to the 
vapor phase). When the ambient temperature is increased to around 40°C, vaporization of fuel is more observed, 
particularly after end of injection. Correspondingly, the intensity value of exciplex fluorescence images is slightly 
reduced after end of injection, proving more fuel was vaporized. It can also be noted the smaller inner vortex, which 
is barely seen in the exciplex images, appears more clearly in the monomer images and this fuel vapor moves 
towards the center of the cone to fill the volume about 20 mm below the injector. 
When in-chamber temperature is above 40°C there is a noticeable presence of vapor at the end of the injection. At 
this temperature, monomer fluorescence images generally show a higher intensity value in the spray region, 
compared with exciplex fluorescence images. At higher temperatures, the vaporization goes even faster. 
Nonetheless, there are still some big drops remaining in the spray a relatively long time after end of injection at the 
higher temperatures.The influence of temperature on the appearance of vortices seems to be small, but their size 
is smaller at later times at higher temperature, likely due to a loss of momentum as the drops vaporize. Increasing 
of temperature leads to more vapor and less liquid in the vortices region. 
 

   
(a) Ambient temperature 21°C    ...(b) Ambient temperature 39 °C 

 

   
(c) Ambient temperature at 56 °C     (d) Ambient temperature at 68 °C 

 

Figure 5. Monomer fluorescence (M) and exciplex fluorescence (E) images at different time after start of injection under 
different ambient temperature, 4.2 bar nitrogen pressure, 100 bar injection pressure 

 
The influence of fuel pressure was investigated by performing measurements at 100 and 200 bar. Figure 6 shows 
a two sets of images (temperature 39 and 56°C) recorded with a fuel pressure of 200 bar, but otherwise the same 
conditions as in the corresponding images shown in Figure 5. It is clear that the higher fuel pressure leads to a 
much stronger vortex formation, with larger vortices at each of the time steps. It should in particular be noted that 
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much of the fuel remaining at the bottom of the cone at 100 bar, is dragged into the vortices at a fuel pressure of 
200 bar. Furthermore, it can be noted that the intensity ratio between monomer and exciplex fluorescence is higher 
at 200 bar compared to 100 bar, which shows that vaporization is faster at the higher fuel pressure.  
 

        M       E M E 

  
Left panel: T = 39°C Right panel: T = 56°C 

 

Figure 6. Averaged monomer fluorescence (left) and exciplex fluorescence (right) image pairs recorded at chamber 
temperature 39°C (left panel) and 56°C (right panel), pressure 4.2 bar and fuel pressure 200 bar, at various times asoi:  

1 ms top row, 2 ms middle row and 3 ms bottom row.  

 
The variations in fuel distribution from injection to injection was analyzed by calculating images representing the 
standard deviation and coefficient of variation (standard deviation divided by the average). Figure 7 shows a 
representative example of standard deviation and coefficient of variation images recorded at T = 56°C and P fuel = 
100 bar together with the averaged image. In the standard deviation images it can be seen that the largest values 
are obtained where there is a high fuel concentration. This shows that even if the major part of the fuel is 
concentrated to certain areas, there are still significant fluctuations between injections of the actual distribution. This 
is also what can be seen in individual images as the ones shown in Figure 3. The strongest relative variations in 
fuel concentrations as seen in the coefficient of variation images are found along the borders of the spray and 
particularly on the outside of the cone. This is an effect of a high-concentration fuel cloud with a sharp edge, but 
the edge appearing at slightly different locations in each injection. In the coefficient of variation images there are 
dots appearing in the area close to the nozzle. This is due to larger fuel drops, likely generated during the injector 
closing event, still remaining in the area around the injector.  
 

 M           E M           E M          E 
t = 1 
ms 

   

t = 2 
ms 

t = 3 
ms 

 averaged images standard-deviation images coefficient-of-variation images 

 

Figure 7. Averaged images (left), standard-deviation images (middle) and coefficient-of-variation images (right). In each panel 
monomer image is in the left column and the exciplex image in the right column. The images are recorded at 4.2 bar nitrogen 
pressure and 56°C temperature, a fuel pressure of 100 bar and 1 (top row) 2 (middle row) and 3 (bottom row) ms asoi. Image 

size 95x53 mm.  
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Conclusions 
Fuel sprays from a piezo-actuated outwards-opening gasoline injector were investigated using the planar laser-
induced exciplex fluorescence technique. In this application a single CMOS camera without intensifier was used 
with a stereoscope. With appropriate filters, images of monomer and exciplex fluorescence with good signal 
strengths could be obtained. The distribution of fuel in liquid and vapor phase was imaged at various times after 
start of injection, at different gas temperatures in the spray chamber and with different fuel injection pressures. It 
was found that the double vortex structure, characteristic for this type of injector was found, and that the drops 
predominantly remain at the outer part of the vortices, whereas the fuel vapor moves towards the center of the 
vortices, but also towards the center of the cone. With the n-hexane-based fuel, there is a significant difference in 
the observed fractions of fuel in liquid and vapor phase when temperature is varied in the 20-70°C range. When the 
fuel injection pressure is increased from 100 to 200 bar, the vortices become significantly larger and also the 
evaporation becomes faster.  
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Abstract 
The mixing of fuels with oxidizer has been an increasingly interesting area of research with new engine technologies 
and the need to reduce emissions, while leveraging efficiency. High-efficiency combustion systems such as diesel 
engines rely on elevated chamber pressures to maximize power density, producing higher output. In such systems, 
the fuel is injected under liquid state in a chamber filled with pressurized air at high temperatures. Theoretical 
calculations on the thermodynamics of fuel mixing processes under these conditions suggest that the injected liquid 
can undergo a transcritical change of state. Our previous experimental efforts in that regard showed through high-
speed imaging that spray droplets transition to fluid parcels mixing without notable surface tension forces, 
supporting a transcritical process. Only mono-component fuels were used in these studies to provide full control 
over boundary conditions, which prevented extrapolation of the findings to real systems in which multi-component 
fuels are injected. Multi-component fuels add another layer of complexity, especially when detailed experiments 
serve model development, requiring the fuels to be well characterized. In this work, we performed high-speed 
microscopy in the near-field of high-pressure sprays injected into elevated temperature and pressure environments. 
A reference diesel fuel and several multi-component surrogates were studied and compared to single component 
fuels. The results support that a transition occurs under certain thermodynamic conditions for all fuels. As 
anticipated, the transition from classical evaporation to diffusive mixing is affected by ambient conditions, fuel 
properties, droplet size and velocity, as well as time scales. Analogous to previous observations made with the 
normal alkane sprays, the behavior of the multi-component fuels correlate well with their bulk critical properties. 

Keywords 
Diesel sprays, Transcritical mixing, Multi-component fuels. 

Introduction 
Despite the growth of alternative technologies for power generation in transportations systems, these technologies 
only represent a fraction of the worldwide vehicle fleet. Forecasts predict that thermal engines are still going to be 
highly dominant in decades to come [1]. The same predictions expect a 75 % increase in fuel demand between air, 
marine and rail transportation, while heavy-duty alone would account for 40 % of the total transportation energy 
demand. Even with the substantial improvements in gasoline direct-injection and the development of promising new 
combustion strategies (e.g., homogeneous-charge compression-ignition, spray-guided spark ignition or gasoline 
compression-ignition), heavy-duty, marine and rail transportation are expected to rely on diesel combustion for 
years to come. The mixing process between the injected fuel and the oxidizer in diesel engines has been long 
identified as a key parameter to efficient and clean combustion. Experiments have been devoted to understanding 
mixing under such conditions, but gaps remain regarding the vaporization process at these extreme thermodynamic 
conditions. Further, the high velocities and small flow scales produced by the elevated injection pressures limit our 
ability to fully study and understand the complex processes at play in the confined environment of an engine’s 

combustion chamber.  

A substantial part of the research over the last decade has been dedicated to build computational fluid dynamic 
models to understand these processes. One major limitation is encountered when the fundamental knowledge 
about the physics of the process to be numerically predicted is inaccurate or incomplete. Such an issue concerns 
the multi-phase mixing process under elevated pressures and temperatures. Recent theoretical studies aiming at 
resolving the interface between the liquid and the ambient gas under diesel-like conditions, as well as the state of 
the mixture, suggest that the high pressures and temperatures the injected fluid is subjected to may broaden this 
interface [2, 3]. As a result, the surface tension between the two fluids may decrease dramatically to the point that 
the interface enters the continuum regime. Under such molecular state, the integrity of the interface may easily be 
challenged by external forces such as aerodynamic or turbulence, potentially leading to a single-phase type of 
mixing. The conditions found in diesel engines are favorable to such process, analogous to the transcritical mixing 
observed in cryogenic liquid injection applied to liquid rockets [4, 5].  
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Beyond studies carried out by the rocket community at very different conditions from those of diesel engines, 
detailed experiments convincingly showing the transcritical mixing process of spray droplets were inexistent until 
the recent experiments performed by the authors [6]. Other works [7, 8] and past efforts by our group [9] suggested 
the different mixing behavior based on macroscopic observations or optically-degraded microscopic features. But 
they failed at capturing the mixing process at the droplet scale, thus leaving room for controversy. The authors’ 

most recent work [6] succeeded in visualizing the transition from classical evaporation to diffusive mixing at the 
droplet level. The analysis of the high-speed visualizations revealed that the mixing processes could be classified 
into three regimes. It was confirmed that the classical perspective on evaporation and mixing occurred well beyond 
the critical point of the injected fluid, with spherical droplets presenting a surface-based vaporization process. Two 
new regimes were identified, where vaporization and mixing were accelerated due to fluid structure deformation 
and stretching or a behavior resembling a single-phase mixing process. Both these regimes seem to be affected 
by a severe drop in intermolecular forces. These two regimes were classified into transitional mixing and diffusive 
mixing, respectively. Transitional mixing was defined when the fluid structures were seen to deform and oscillate, 
contributing to an accelerated vaporization. Diffusive mixing corresponds to a regime where the fluid features 
eventually stretch and deform to a point where intermolecular forces can no longer hold the structure together, 
leading to a rapid single-phase-like mixing process. One criticism from this work has been that the experiments 
were performed on pure components, i.e., normal alkanes from n-heptane to n-hexadecane, and that the complex 
distillation properties of multi-component fuels may radically affect the conclusions. The lack of knowledge on multi-
component mixtures at the fundamental level limit the usefulness of the aforementioned theoretical calculations to 
extract interfacial properties under the thermodynamic conditions relevant to diesel spray mixing. 
 
The nature of multi-component fuels is expected to affect the evaporation and mixing processes depending on the 
thermodynamic conditions inside the chamber at the time of injection. The Coordinating Research Council (CRC) 
has developed advanced surrogates for diesel combustion research purposes. They produced several multi-
component surrogates with the objective of determining which surrogates best capture the physical and chemical 
properties of the target diesel fuel and why [10, 11]. The target fuel, as well as the different surrogate fuels created 
by the CRC have undergone detailed characterization. These fuels represent the ideal candidates to study the 
mixing processes of multi-component fuel mixtures under high pressures and temperatures at the microscopic level. 
In a way similar to our previous campaign on alkane fuels, we applied long-distance microscopy at high speed to 
resolve in space and track in time the spray-generated droplets under relevant diesel conditions. The ambient 
conditions were varied to map out the thermodynamic space under which the different mixing regimes were 
observed, from classical evaporation to diffusive mixing. Time-resolved sequences of the spray processes are 
presented, and the information extracted from the high-speed visualizations is summarized in pressure and 
temperature charts highlighting the relationships between mixing behavior and critical properties. 
 
Following the present introduction, the equipment used in this study is described, starting with the high-pressure 
and high-temperature chamber, followed by the high-speed microscope imaging system, and finishing with the 
injection system and the different fuels, along with their properties. The results first present an example of the 
visualization capabilities to resolve and track spray-generated droplets under extreme conditions with alkane fuels. 
Side-by-side sequences of the classical and diffusive evaporation and mixing processes are shown for the different 
fuels tested in this study. The results of the observations are then presented on thermodynamic diagrams for the 
different fuels, showing slight but noticeable variations with respect to mixing behavior. 
 
Experimental apparatus 
The different multi-component fuels and the equipment used to carry out the experimental work are presented in 
the following paragraphs. The CRC Project AVFL-18a panel [10, 11] described the methodology to obtain multi-
component surrogate fuels that match the physico-chemical properties of a reference diesel fuel, as well as the 
combustion characteristics. The following paragraphs regarding the multi-component fuels briefly describe the 
methods, but more importantly summarize the information relevant to the present study. As explained in the 
introduction, previous studies on transcritical mixing from our group used single component fuels, namely normal 
alkanes. These fuels were used in this study to provide examples as well as baseline to the comparisons with the 
multi-component fuels detailed thereafter. The CRC formulated a set of four ultralow sulfur diesel surrogate fuels to 
enable detailed numerical and experimental studies in research engines or dedicated combustion vessels. The 
different surrogates were designed to match the characteristics of a reference fuel, referred to as CFA target, which 
corresponds to a sample of the batch A grade no. 2-D S15 diesel emission-certification fuel from Chevron-Philips 
Chemical Co. The surrogates were formulated with various chemical compounds in order to capture the composition 
of the target fuel from a hydrocarbon structural standpoint. The objective behind the different surrogate formulations 
regarding the number and types of components was to identify the appropriate requirements in terms of 
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compositional accuracy to effectively match the performance characteristics of the target fuel under different engine 
operating conditions. The whole process to formulate, blend and characterize the different surrogates was described 
in great detail in Refs. [10, 11]. 
 
Two-dimensional gas chromatography with flame ionization detection performed as part of the target fuel 
characterization undertaken in Refs. [10, 11] revealed that the target fuel contained on the order of 5000 individual 
components or isomers. The surrogate formulation method relied on a predefined palette of components, as 
mentioned above. The palette consists of 13 pure compounds, extracted from the normal, cyclo- and branched 
alkane families, as well as naphtha-aromatic and aromatic species. A regression model was applied to determine 
the composition that best matches the following parameters: Mole fraction of the different carbon types, derived 
cetane number, distillation properties and fuel density. The surrogates created through this process, called V0a, 
V0b, V1 and V2, are made of four, five, eight and nine components, in that order. In this study, we decided to test 
the CFA target fuel, as well as three of the four surrogates: V0a, V0b and V2. We refer to Ref. [11] for the detailed 
compositions of the different surrogates. The relevant properties of the target fuel and surrogates are listed in Table 
1. Also listed in Table 1 for comparison purposes, are the fluid properties for the normal-alkane fuels used in the 
present work and in previous studies by the authors [6]: n-heptane, n-dodecane and n-hexadecane.  
 

Table 1. Physico-chemical properties of the various fuels used in this study. 

Properties n-C16H34 n-C12H26 n-C7H16 CFA V0a V0b V2 

Number of components 1 1 1 ~5000 4 5 9 

Density1 [kg/m3] 770 750 684 848 818 838 853 

Viscosity2 [mPa.s] 2.92 1.36 0.39 2.28 2.45 2.30 2.38 

Surface tension3 [mN/m] 27.5 25.4 20.1 28.2 26.4 27.4 27.7 

Boiling point4,5 [K] 554 489 372 345 287 317 344 

Critical temperature6 [K] 722 658 540 - 440 446 451 

Critical pressure6 [MPa] 1.43 1.82 2.73 - 1.94 2.21 2.29 
 

1 Density was measured according to the ASTM D4052 standard method. 
2 Kinematic viscosity was measured according to the ASTM D445 standard method. 
3 Surface tension for the multi-component fuels was measured via the plate-method [11]. 
4 Boiling point for the surrogate fuels corresponds to the heaviest component property. 
5 Boiling point for the target fuel was measured according to the ASTM D86 standard method and corresponds to 100 % distillation. 
6 Critical temperature and pressure for the surrogate fuels was estimated from their mole-weighted critical properties. 

 
The fuel sprays were injected in an optically-accessible constant-volume pre-burn vessel with high temperature and 
pressure capabilities (up to 35 MPa and 1400 K). A solenoid-actuated common-rail injector equipped with an axially-
drilled single-hole research nozzle of conical (k-factor = 1.5), 0.180-mm diameter orifice was used to generate the 
sprays. The vaporizing and mixing sprays were qualitatively analyzed thanks to a high-speed microscopic system 
specifically developed for this application. The system consists of a commercial high-speed camera, a long-distance 
microscope objective and an ultrafast illumination source. The illumination was provided by an LED system 
designed and developed in our laboratories. A state-of-the-art high-speed CMOS camera was employed to acquire 
full frame resolution images at 40,000 frames per second (fps). The high-speed camera was equipped with a 
custom-assembled long-distance microscope objective, producing an effective optical magnification of 
approximately 8x (digital scale factor = 3.5 µm/pix). The experimental arrangement, as well as a detailed analysis 
of the optical performance of the system, paramount in this case, are provided in Ref. [9]. 
 
Results and discussion 
As noted earlier, the analysis of the high-speed movies is mostly qualitative. Some efforts have been made to 
quantify certain parameters that the time-resolved nature of the experiment can extract, such as droplet size or 
shape as function of time. Size-related information under these conditions is important as it may provide guidance 
regarding the rate of evaporation, which is key to predict liquid penetration and mixing field in spray and engine 
simulations. The extracted evaporation rate can also be used to estimate ambient temperature or relative velocity 
(the difference in velocity between the droplet and the surrounding gas), but such an exercise is complicated in 
practice because of the many parameters affecting evaporation. Furthermore, accurate species properties are 
necessary for these results to leverage modelling capabilities, and even the well-characterized multi-component 
fuels injected in this work are beyond the current numerical capabilities. 
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To present the spray system from a global standpoint, we first show a sequence of photographs capturing a 
relatively large field of view. In this case, the imaging system was set up with an overall magnification of 2x, as 
opposed to the 8x magnification used in the rest of the experiments. Such imaging setup provides a scale factor 
slightly over 10 µm/pixel (compared to the 3.5 µm/pix achieved by the system described above), which is still enough 
to resolve large droplets, especially those generated by the lower injection velocities at the end of injection. The 
high-speed movies of the image sequences shown in Fig. 1 were acquired at 10 kfps. In these sequences, the 
injector is on the left of the images, and the spray exits the axially-drilled nozzle orifice penetrating horizontally from 
left to right. A simple intensity normalization has been performed on the image to keep the intensities and contrasts 
at similar levels across the different sequences. The two time-sequences of Figure 1 show sprays of n-hexadecane 
fuel injected into environments corresponding to different thermodynamic conditions in modern diesel engines. The 
temperature and pressure for the left panel were 900 K and 6.0 MPa, respectively; the sequence on the right 
corresponds to an ambient held at 1200 K temperature and 10.7 MPa pressure. The timing shown at the top left 
corner is given relative to the end of injection and is synchronized for both sequences. The scale of the images is 
indicated at the bottom left corner of the top photograph. 
 
The image sequences of Fig. 1 show the injection event at different timings from the middle of the injection to 2.4 
ms after the end of injection, and oriented from left to right for two conditions. The corresponding high-speed movies 
present a clear perspective over the processes, which contrasts with the somewhat limited effect of the still images 
presented therein. The left photographs present the spray during the injection event, with tiny droplets on the 
periphery of the spray on the top sequence. It is much more difficult to identify droplets on the bottom images, even 
though they appear to be comparable to the top sequence in terms of sharpness and clarity. Both sprays present a 
dark core, highlighting the optical thickness of high pressure sprays. The following images present the droplet field 
after the end of injection. It appears that the field of droplets decrease in number substantially with time, across the 
last two images of the sequence.  
 

 

Figure 1: Time-sequence photographs showing the end of injection sequence of n-hexadecane fuel injected under liquid state 
(363 K, 50 MPa) into highly heated and pressurized inert environments. Top: Environment at 900 K, 6.0 MPa the classical view 

of liquid breakup and vaporization. Bottom: Environment at 1200 K, 10.7 MPa highlighting the effect of high pressure and 
temperature on mixing. 

 
A magnified droplet, representative of the field, is shown at the top right corner on both sequences to assist with 
the observations. Both droplets are initially about 50 µm in diameter and travel at similar speeds of only a few 
meters per second. The droplet speed must be compared to the high injection velocities of several hundred meters 
per second during injection, responsible for droplet size distributions centered around a few micrometers, typical of 
diesel sprays [12]. The droplet fields produced at the end of injection highlight the differences between the 
conditions. The droplets of the left panel remain spherical after a brief oscillating period following their formation, 
and until complete evaporation. The droplets spherical shape reinforces the influence of surface tension, while they 
decrease in size, until they are no longer successfully identified from the background, corresponding the droplet 
diameters a little above 10 µm.  Even though it is not readily apparent in the magnified droplet, the evaporation 
process and associated decrease in droplet diameter is visible through the reduction in droplet number throughout 
the last two photographs of the sequence. This case exemplifies the classical viewpoint on droplet evaporation, 
with a mass transfer from liquid to vapor happening on the surface or surrounding of the fluid feature. On the other 
hand, the droplets produced by the end of injection on the bottom sequence do not remain spherical throughout the 
images, but deform and mix with the ambient without apparent influence of surface tension. This perspective is 
clearly shown in the magnified inset, where the photograph taken 1.2 ms after the end of injection shows a quasi-
spherical droplet that just started vaporizing and deforming, while the following image of the sequence shows the 
remains of a deformed fluid structure. The optical thickness of the middle photograph contrasts with the relatively 
clear shadow observed in the last image. The lack of sharpness denotes that the interfacial gradient may not be as 
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steep as in the top sequence. These observations are compatible with the broadening of the interface proposed by 
Dahms and coworkers [2], and described in the introduction. The disruption of the fluid feature and ostensible mass 
transfer to the surrounding continue in the subsequent images, with only faint disconnected structures remaining in 
the last image of this sequence. The mass transfer from the fluid structure to the surrounding can be interpreted as 
a mixing process controlled by aerodynamic forces and molecular diffusion, rather than by the strong intermolecular 
forces exhibited by surface tension. As such, this process was called diffusive mixing. It can be noted that a number 
of publications have been referring to this process as supercritical evaporation [13, 14], but diffusive mixing appears 
to be more descriptive of such process. 
 
The two sequences of Fig. 1 also aid as example to detail the criteria employed to qualitatively analyze the various 
high-speed spray visualizations. Following the descriptions given above for the top sequence, the droplets keep 
their spherical shape and integrity thanks to surface tension. Most droplets refract light, as shown by the bright spot 
in their center, denoting that the interface between the droplet and the ambient is sharp, and that the droplet 
coincides with the imaging system’s focal position. Such droplets are tracked to observe whether the optical 
sharpness of the interface and refraction spot remain, indicating classical evaporation, or degrade, suggesting 
diffusive mixing. As commented in the previous paragraph, the disappearance of the refraction spot and the 
observed degradation of the droplet boundaries can be associated with interface broadening and surface tension 
drop, as suggested by the theoretical calculations carried out by Dahms et al. [2]. Such modifications in the interface 
state result in lower intermolecular forces, driving the feature to rapidly lose cohesion and disappear in the ambient 
when subjected to local turbulence and other aerodynamic forces. These observations classify the event as diffusive 
mixing. Not featured in Fig. 1, transitional mixing was identified when the fluid structures were seen to deform and 
oscillate, contributing to an accelerated vaporization while the structure remained connected. 
 
Figures 2 to 5 present image sequences for the different fuels under conditions highlighting the two processes 
observed on Fig. 1 and described above. Similar to Fig. 1, the top sequences of the following figures present the 
classical evaporating spray viewpoint, showing the droplet formation at the end of injection and the subsequent 
droplet size reduction until complete evaporation for most of the droplet field. The bottom image panels offer 
examples of diffusive mixing, where atomization and droplet formation can initially be observed, followed by surface 
evaporation, until the intermolecular forces can no longer hold the spherical shape of the fluid structures, resulting 
in deformation and rapid disintegration of the structure to mix with the ambient. The injector is also located on the 
left side of the images, and the sprays penetrate from left to right. These sprays were injected at pressures between 
20 and 25 MPa, to keep pressure difference above 10 MPa. Unlike Fig. 1, these images were acquired at a higher 
optical magnification, with a digital resolution on the order of 3.5 µm per pixel, allowing better visualization of the 
atomization process and the generated fluid structures. The main limitation of this optical arrangement is the smaller 
field of view of approximately 4 mm in the axial direction (scale displayed at bottom left corner of top image), allowing 
most droplets to leave the visualized region before being fully vaporized or mixed with the ambient. The acquisition 
frequency was also increased by a factor of four compared to that of Fig. 1, even though the still images shown 
thereafter do not highlight the improved temporal resolution. The image panels of Figs. 2 to 5 all present the same 
timings. All timings reported at the top left corner referred to the end of injection. It should be noted that the ambient 
conditions shown in Figs. 2 to 5 are provided as examples and should not be used to draw conclusions about the 
relationship between mixing processes and thermodynamic space for the different fuels. It is important to 
acknowledge that the image sequences presented therein are limited to describe the processes, and that most of 
the observations and descriptions surrounding these images were extracted from the original or processed high-
speed movies.  
 

 

Figure 2: Time-sequence showing the injection, evaporation and mixing processes of sprays of the CFA target fuel into 
environments at 1000 K, 9.2 MPa (left) and 1300, 11.9 MPa (right). The sequence on the left features the classical evaporation, 

while the right sequence shows signs of diffusive mixing. 
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Figure 3: Time-sequence showing the injection, evaporation and mixing processes of V0a surrogate fuel sprays into 
environments at 900 K, 8.2 MPa (left) and 1300, 11.9 MPa (right). The sequence on the left features the classical evaporation, 

while the right sequence shows signs of diffusive mixing. 

 

 

Figure 4: Time-sequence showing the injection, evaporation and mixing processes of V0b surrogate fuel sprays into 
environments at 900 K, 12.2 MPa (left) and 1400, 12.8 MPa (right). The sequence on the left features the classical evaporation, 

while the right sequence shows signs of diffusive mixing. 

 

 

Figure 5: Time-sequence showing the injection, evaporation and mixing processes of V2 surrogate fuel sprays into 
environments at 900 K, 12.2 MPa (left) and 1400, 12.8 MPa (right). The sequence on the left features the classical evaporation, 

while the right sequence shows signs of diffusive mixing. 

 
As mentioned earlier for Fig. 1, the sequences presented in Figs. 2 to 5 are synchronized together with respect to 
the end of injection. The first image of the sequence shows the developing spray, acquired shortly after the start of 
injection, corresponding to approximately 350 µs before the end of injection in these examples. Paying attention to 
the periphery of the plume, small fluid structures can be observed on both first images of most sequences. It is 
however difficult to assess whether these features are spherical or deformed due to their small dimensions, and 
possible motion blurring. Fluid features are in general visible on the spray periphery throughout the injection event, 
but the short life-times and small sizes render the analysis complicated, as detailed earlier. The spray rapidly 
dissipates in the next images of the various sequences, with the faster moving features exiting the visualized 
domain, while the slower structures are left behind. The remaining images in the sequences highlight the differences 
between the mixing processes previously described alongside Fig. 1, with spherical droplets decreasing in size in 
the top sequences, and deforming fluid features eventually mixing with the ambient via diffusion on the bottom 
images. It should be noted that the ambient conditions of the lower panels are somewhat above the transition limit 
between classical/transitional mixing and diffusive mixing. These elevated temperature and pressure conditions are 
necessary to ensure that the fluid structures are deforming and mixing with the ambient with substantially reduced 
intermolecular forces within the 4-mm long field of view. 
 
In order to summarize the experiments and compare the different fuels in the scheme of the diffusive mixing process, 
the tests have been classified on pressure – temperature diagrams. Figure 6 shows these diagrams for the four 
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multi-component fuels tested in this study. All diagrams are set to the same limits to facilitate comparisons across 
the different fuels. White symbols represent conditions where only classical evaporation and mixing was observed, 
while the black symbols correspond to conditions where diffusive mixing was identified. The transitional mixing 
regime is identified by grey markers. 
 

 

 

Figure 6: Pressure-temperature diagrams showing the test points for each of the four multi-component fuels. The white symbols 
represent test conditions where only classical evaporation is observed; the gray markers represent conditions showing 

transitional mixing; the black symbols represent test conditions where the fluid exhibits diffusive mixing. 

 
The relatively large thermodynamic space of the diagrams in Fig. 6 does not highlight the differences between the 
fuels. At the same time, it is not surprising that the fuels show similarities because the surrogates were produced 
to match certain characteristics of the CFA target fuel. It should be noted though, that matching the critical properties 
was not part of the objectives of the formulation process. Despite these apparent similarities, a closer look at the 
black symbols shows that CFA target fuel is best matched by V2, while V0a and V0b present relatively similar 
behavior on the pressure – temperature space. As noted after Table 2, the closest surrogate to CFA target in terms 
of physico-chemical properties in this study is the nine-component V2 surrogate fuel. Characteristics such as density 
and boiling point are matched within 1 % between these two fuels. These two fuels present transcritical mixing 
behavior at higher temperature and pressure regions in the thermodynamic charts of Fig. 6 compared to the other 
two fuels. It should be noted that the ambient pressures and temperatures where diffusive mixing has been 
observed are typical conditions near or past top-dead-center for modern diesel engines. These tests therefore 
confirm our previous findings about mixing properties under realistic thermodynamic conditions on single-
component fuels. 
 
Conclusions 
Microscopic observations of diesel sprays injected in high pressure and temperature environments have been 
carried out to understand the vaporization and mixing processes of multi-component fuels above the critical point. 
Three multi-component diesel surrogate fuels were used, in addition to a well-characterized commercial diesel 
target fuel. The surrogate fuels were compared to the target fuel by means of detailed high-speed visualizations of 
spray processes in the near-nozzle region.  
As previously observed for the alkane sprays, the four multi-component fuel sprays present three mixing processes: 
classical evaporation, transitional mixing and diffusive mixing. These experiments demonstrate that diesel fuels are 
also subject to transcritical mixing, where the effects of surface tension are significantly reduced to allow the fluid 
structures to rapidly mix with the surrounding. Differences between the multi-component fuels have been observed 
when plotting the regime classification on pressure – temperature diagrams. The thermodynamic spaces where the 
different mixing regimes were identified shift from one fuel to another, and agree with the particular fuel composition 
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and physico-chemical properties. Interestingly, the most complex surrogate formulation proved to be the best match 
for the target fuel in these experiments, despite the fact that critical properties were not accounted for during the 
formulation. Future efforts will focus on determining the fluid structure lifetime under the different regimes, to 
establish a relationship between thermodynamic properties and vaporization/mixing rate for single and multi-
component fuels.  
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Abstract 

The present paper deals with the influence of fuel properties on the spray behaviour. This influence was studied 
experimentally using a common rail injection system from a medium speed diesel engine. The experiments have 
been performed with diesel fuel (EN-590) and heavy fuel oil (RMG 180) on a constant volume chamber at room 
temperature. Comparison of the spray characteristics shows that the heavy fuel oil penetrates deeper in the 
chamber. However, the diesel spray has a bigger cone angle. These results formed the basis for a further 
development of the 1D-model [1] to predict the spray penetration by considering the fuel properties and temperature. 

Keywords 

Fuel properties, Diesel, Heavy Fuel Oil, Injection, 1D-Spray Model. 

Introduction 

The dependency of mixture formation on fuel properties is known and investigated by several researchers e.g. [2-
5]. In [2] different biodiesel blends (B5, B10, B20 and B50) in diesel fuel, pure biodiesel (B100) and diesel fuel were 
experimentally examined in a cold chamber (room temperature) and on a single-cylinder diesel engine. The study 
shows that the physical properties of biodiesel and its blends influence the spray breakup as well as the emissions 
output. It was also noticed that the bigger the proportion of the biodiesel the longer the spray tip penetration. This 
result agrees with those in [3]-[5] and [14]. In [14] leads an increase in the fuel density to increase the spray length 
and decrease in the spray cone angle in the fully developed zone. A similar influence has the fuel viscosity in the 
same zone. Besides the influence on the spray development, the fuel physical properties affect the hydraulic 
behaviour of the injector and thus on the injection rate and injection duration. Increasing the fuel density leads to a 
higher injection rate [12], [14-15], which can be theoretically concluded from Bernoulli’s equation. Viscosity influence 
on the hydraulic behaviour of the injector is more complicated which causes a discrepancy in literature. For too 
small injection quantities the dynamic of the injector needle is affected by fuel viscosity which changes the injection 
rate shape and timing [16]. If the injector needle reaches its highest position than the close curve depends on the 
viscosity [17]. This phenomenon could not be noticed in [15] and [18].  
The introduction of the IMO-TIER-III emission legislation demands a drastic reduction of NOx-emission within the 
NOx Emission Control Areas (NECAs). The demanded reduction can only be made by developing and introducing 
novel technologies for ship diesel engines. The discussed strategies for NOx-reduction is based on different 
technologies from automotive sector which usually can be realized only by the use of distillate fuels. Outside these 
control areas, IMO-TIER-II limits are applied and in force. This legislation can be achieved by utilizing engine internal 
measures such as miller cycle combined with high pressure intake air, heavy fuel oil and common rail injection 
system. HFO and the distillate fuels have different physical properties which affect the spray structure, and thus, 
the combustion and the emission formation as well. Therefore, the relationship between the physical properties of 
the fuel and the development of spray structure has been experimentally investigated using HFO (RMG 180) and 
diesel fuel (EN-590). Table 1 presents the corresponding physical properties of the HFO (RMG 180) and the diesel 
fuel. 

Experimental setup 

Injection experiments were carried out using a large engine solenoid valve CR-injector with integrated fuel reservoir 
and a nozzle containing eight cylindrical holes. The injector can be operated with both distillate fuel as well as heavy 
fuel oil (HFO). Injection rate measurements were performed using an injection rate analyser [7] (based on BOSCH-
principle [8]), Figure 1. Fuel spray characteristics were quantified using a high-pressure/high-temperature chamber 
[9] with optical access, Figure 1. The chamber can be operated at a constant flow of nitrogen at temperatures and 
pressures up to 900 K and 40 bar. For optical accessibility the chamber is equipped with three windows while the 
injector was mounted with a customized flange to achieve a full frame of one injection jet for analysis with a 
maximum length of 130 mm. The other injection jets were hidden using a deflection cap that was mounted on the 
injector tip.  
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The injector was operated with diesel fuel (DF) according to DIN EN-590 specification and with heavy fuel oil 
(RMG 180), Table 1. In order to assure a typical injection viscosity during heavy fuel oil operation the fuel system 
was heated properly using electrical heating. Furthermore, the injector temperature was controlled using heated oil 
in the area of the nozzle. 
For quantification of the spray characteristics in terms of spray penetration and spray cone angle image sequences 
were taken at cold chamber conditions (room temperature) using a Phantom V7.2 high-speed camera. The images 
have a resolution of 800x300 px and were recorded at a frame frequency of up to 12820 kHz and shutter times ≤ 

5 µs. For proper lightning of the injection jet two xenon flashes were mounted orthogonally to the camera, Figure 2. 
Injection and camera were controlled via a main test bench computer. To avoid shot-to-shot deviations results of at 
least 10 injections were averaged. Jet volume was calculated through a numeric rotation of the jet profile defined 
by the measured spray penetration and spray cone angle. The operating pints used in the current study to validate 
and modify the spray model are shown in Table 2. 
 

Table 1. Test fuel properties during injection tests. *values from DIN EN 590 fuel specification 

 DF (EN 590) HFO (RMG 180) 

Density [kg/m³] 820 – 845 (15 °C)* 995 (50 °C) 
Viscosity [cSt] < 4,5 (40 °C)* 12 (120 °C) 
Operation temperature [°C] 40 120 
   

Table 2. Test Matrix 

pInj in bar 𝜌𝑔 in kg/m³ 𝑇𝑔 in K 

800 22 and 33 293 
1600 22 and 33 293 
1800 22 and 33 293 

 

 

Figure 1. (Left) Injection rate analyser, (Right) high-pressure/high-temperature injection chamber 

 

Figure 2. (Left) Schematic layout of scatter light measurements, (Right) definition of jet parameters 

1D-modell to predict the spray tip penetration 

The empiric model in [1] bases on two phenomena, which were noticed in a framework of an experimentally analysis 
of the mixture formation at medium speed diesel engines [6]. First, it has been noticed that the spray penetration 
from a nozzle hole depends only on the gas density and the cumulated injected mass, Figure 3. Furthermore, the 
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correlation between the spray penetration and the cumulated injected mass proves to be valid regardless of the 
injection pressure, the nozzle holder and the nozzle geometry [1]. The left diagram in Figure 3 reveals the known 
influence of the injection pressure on spray length. Rising the injection pressure leads to a faster penetration. If the 
penetration was plotted over the cumulated injected mass per nozzle hole, then the injection pressure has no 
influence on the spray penetration, which can be recognized in the right diagram in Figure 3. 
 

 
Figure 3. Plot of Spray penetration at 1000 bar and 1400 bar rail pressure against time (Left) and against cumulated injection 

mass per nozzle hole (Right) 

 
Figure 4. Spray penetration at 28.5 and 42.75 kg/m³ against the cumulated injected mass (Left), and against each other (Right) 

The second phenomenon includes the influence of the gas density on the spray tip penetration. To investigate this 
influence spray penetration at gas density 𝜌2 (As an example 28.5 kg/m³ in Figure 4) has been plotted over another 
penetration at different gas density 𝜌1 (42.75 kg/m³ in the same figure) at the same cumulated injected mass (notice 
the red and the blue arrow). The relationship between these two penetrations seems to be linear, as can be seen 
from the previous figure (Right). The linear curve slope changes with the gas densities and depends only on the 
density ratio, see Figure 5.  
At the end the spray penetration can be calculated as a function of the cumulated injected mass, the hydraulic flow 
rate and gas density, equation 1. The hydraulic flow rate as well as the cumulated mass are taken for one hole not 

the whole nozzle. This means, that the used cumulated injected mass should be equal to the cumulated injected 
mass of the whole nozzle divided by number of the nozzle holes. The model coefficients from equation 1 were 
determined to be 𝑎 = 265.7, 𝑏 = 0.445 and 𝑐 = −0.387 with fuel temperature of 40°C. It can be shown that the 
coefficients are the same for all analyzed nozzles and injectors. More details about the deviation of equation 1 and 
its validation can be found in [1]. 

𝑆𝜌𝑔
= 𝑎 ∙ (
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√𝑄ℎ𝑦𝑑
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𝑐  (1) 
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Under the assumption that the injection rate is constant and using for example the model from Naber and Siebers 
[19], which is based on momentum conservation, a similar equation can be derived, equation 2, which validates this 
model.  

𝑆𝜌𝑔
∝ (

𝑚𝑓

√𝑄ℎ𝑦𝑑

)𝑏1 ∙ (𝜌𝑓 ∙ 𝜌𝑔)𝑐1 (2) 

The coefficients 𝑏1 and  𝑐1 are 0.5 and -0.25 respectively, and as can be noticed they are similar to empirical values 
in equation 1. Although that the fluid density 𝜌𝑓 shows up explicitly in equation 2, it is expected a better agreement 

between the measured and using equation 1 calculated penetrations. The reason for this lies in considering the 
transient behaviour of the injection rate during the opening and closing phase and thus the hydraulic of the injector. 
Furthermore, equation 1 considers implicitly not only the fuel density but also its surface tension by the coefficient 𝑎. 
This dependency will be explained later, see equation 3. Moreover the coefficient 𝑎 has the same value for all 
nozzles and remains the same for different injector types and designs [1], which is not the case in equation 2. 
Equation 1 was developed and validated for diesel fuel at fuel temperature of 40°C. To use this model with other 
fuels and/or at different fluid temperature the model coefficients should be modified. 
 

 

Figure 5. Correlation of spray penetrations at different gas densities at times of equal cumulated mass 

 
Figure 6. Cone angle and spray penetrations of the two fuels at varying gas densities and 1600 bar injection pressure 

Experimental and numerical results 

Figure 6 presents the development of the measured spray tip penetration and cone angle of diesel fuel and HFO at 
1600 bar and two gas densities 22 and 33 kg/m³. The standard deviation of the measurement is lower than 2 mm 
and 1.5° for spray penetration and cone angle respectively. Due to the high surface tension i.e. low We-number of 
HFO its primary break up results in bigger droplets and ligaments with more inertia than by diesel fuel. This leads 
to a longer spray penetration. However, the diesel obtains a higher cone angle. To explain this the nozzle flow has 
been simulated using the commercial CFD-code AVL-FIRE.  
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To calculate the needle lift curve, which is needed for the nozzle flow simulation, a 1D-hydraulic-model of the injector 
was developed using the program AVL BOOST HYDSIM and subsequently calibrated with utilizing the 
measurements on the injection rate analyzer. Figure 7 presents a comparison of a calculated and measured 
injection rate and also a comparison between calculated and measured injected mass at different injector actuation 
time. As can be seen, the data agrees very well. The deviation of the cumulated injection mass is less than 5% 
which lies in the range of the measurement accuracy.  
The CFD-simulation of the nozzle flow shows that turbulent kinetic energy at the nozzle outlet in diesel case is much 
larger than in HFO-case, Figure 8. The high viscosity of the heavy fuel oil suppresses the formation of cavitation. 
In diesel case the fuel vapour reaches the hole outlet, Figure 8. Collapsing of the cavitation bubbles in diesel case 
enhances the turbulence and the radial components of the velocity which increase the initial angle of the spray. 
Furthermore the low value of turbulent kinetic energy and the high viscosity of the heavy fuel lead to a compact 
spray core with a lower air entrainment in the spray and thus to a low cone angle value. 
 

   
Figure 7. Comparison of the measured and calculated injection rate (Left) and the injected mass at different actuation time 

 
Figure 8. Turbulent kinetic energy and vapour volume fraction at nozzle outlet for diesel case (Left) and for HFO (Right) 

Modification of the 1D-modell to predict the HFO-spray tip penetration 
Figure 9 presents the measured spray tip penetration of the HFO by 1600 and 1800 bar injection pressure and      
33 kg/m³ gas density and of diesel at the same density. The results are plotted in the mass domain. As can be seen 
from this figure, the HFO curves are nearly identical, which confirms that the first phenomenon of the 1D-Model is 
also valid for HFO. From the same figure is to be noticed that the HFO-curves differ from the diesel one. This means 
that the parameter (𝑎) and (𝑏) in equation 1 should be modified for HFO case. The new values for (𝑎) and (𝑏) are 
275 and 0.37 respectively. 
To calculate the influence of the gas density on the spray penetration in HFO-case a spray penetration at gas 
density 𝜌1 has been plotted over another one at different gas density 𝜌2 but at the same cumulated injected mass 
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(similar to Figure 4). The correlation between the sprays is linear and has the same slope like in diesel case, which 
means that the influence of the gas density on the spray tip penetration is the same for both fuels and do not depend 
on the fuel properties, Figure 10.  
Figure 11 contains a representative selection of spray penetrations at different operating points, calculated from the 
measured injection rates using modified parameters for HFO and measured directly within the high-pressure 
injection chamber. As the comparison shows, the calculated and measured data agree very well. 
 

 
Figure 9. Spray tip penetration against the cumulated injected mass for diesel and HFO 

 
Figure 10. Correlation of spray penetrations at different gas densities at times of equal cumulated mass for diesel and HFO 

 
Figure 11. A comparison between the calculated and measured HFO-spray penetration for different injection pressure at 33 

kg/m³ gas density (Left) and for two gas densities at 1600 bar injection pressure (Right) 
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Prediction of spray tip penetration at fuel with different fuel temperature 
Temperature dependency of diesel properties is known and investigated by several researchers e.g. [10] and [11]. 
As the temperature increases both the fluid density and viscosity decrease. This leads to an enhanced break up 
because of the high value of Weber number [12]. In [12] the authors studied numerically the influence of the fuel 
temperature on the spray length. To calculate the tip penetration under different fuel temperatures the authors in 
[12] assumed that the parameters (𝑏) and (𝑐) are temperature independent and suggested a simple correlation to 
predict the parameter (𝑎𝑇) at fuel temperature T as a function of (𝑎) and Weber number at a reference 
temperature 𝑇0  =  313𝐾, equation 3.  

𝑎𝑇 = 𝑎𝑇0
∙ √

𝑊𝑒𝑇0

𝑊𝑒𝑇

= 𝑎𝑇0
∙ √

𝜌𝑇0

𝜎𝑇0

∙
𝜎𝑇

𝜌𝑇

 (2) 

To validate this equation for diesel fuel experimental data from Engine Combustion Network (ECN) are used. The 
measured data are located on [13]. On the home page a numerous experimental data with different parameter like 
fuel type, nozzle hole diameter, gas density and temperature are available. Figure 12 presents a comparison 
between the data from ECN at fluid temperature of 450 K and using equation 1 and 3 calculated spray length. Using 
equation 3 the calculated value of  (𝑎𝑇) is 225. The left diagram in Figure 12 shows the good agreement between 
ECN and calculated curves for different nozzles. This high ability to calculate the penetration for different nozzles 
is explained by considering the injection rate and thus the injector dynamic within the opening phase. Further 
comparisons, carried out at 1400 bar injection pressure, 0.33 mm outlet diameter of the injection hole and different 
gas densities confirm the high accuracy of the model, see the right diagram in Figure 12. 
 

 
Figure 12. Measured and calculated spray penetration for different nozzles (Left) and various gas densities (Right) 

Conclusions 

In the course of the development of an engine, combustion engineers have great interest in a simple mean to predict 
the spray penetration within the cylinder. A flow rate analyser has been used to understand the hydraulic behaviour 
of the injector under different fuels. The influence of fuel on the mixture formation under none evaporating conditions 
has been studied using a high-pressure/high-temperature chamber of the Institute of Piston Machines and Internal 
Combustion Engines at Rostock University. The measurements emphasize that the fuel properties influence the 
spray break up and furthermore the spray length and cone angle.  
To calculate the spray length with HFO an existing model has been modified and used. This model is originally 
developed for diesel sprays from large injectors and is based on two phenomena which include in particular the 
behaviour of the spray in mass domain and the correlation between two sprays at different gas densities. At the 
beginning these two phenomena have been verified for the HFO. The results show that the influence of the gas 
density on the spray length is independent from the fuel type. On the other hand the two other parameters which 
describe the influence of the fuel properties on the break-up had to be modified. Using the new values of these 
parameters sprays at various rail pressures and gas densities could be calculated for HFO. The results agree very 
well with the measurements. Because of the strong influence of the fluid temperature on the fuel properties and 
therefore on the spray penetration a correlation to calculate the first parameter in the model (𝑎) is investigated. The 
results has been validated utilizing experimental data from ECN. The comparison shows the high prediction 
accuracy of the model for a wide range of conditions.  
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Furthermore the influence of the fuel type on the spray cone angle is experimentally investigated. To explain the 
results a 1D-model of the measured injector was coupled with a 3D-CFD-simulation of the nozzle internal hole. 
Because of the low values of the turbulent kinetic energy and Weber number HFO-spray-core will be much more 
compact than by diesel, which leads to poor air entrainment in the spray and to a smaller spray cone angle.  
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Nomenclature 

𝑎, 𝑏 𝑎𝑛𝑑 𝑐 model coefficients 𝑇 fuel temperature [K] 
𝑎𝑇 model coefficient (𝑎) at fuel temperature T 𝑇𝑔 gas temperature [K] 

𝐷𝑜𝑢𝑡  hole outlet diameter 𝜌𝑓  fuel density [kg/m³] 

𝑆 spray tip penetration [mm] 𝜌𝑔  gas density [kg/m³] 

𝑆𝜌𝑔
 spray tip penetration at gas density𝜌𝑔 

[mm] 

𝑚𝑓  cumulated injected mass from one nozzle 
hole [mg] 

𝑄ℎ𝑦𝑑  hydraulic flow rate from one nozzle hole 
[cm³/30s @ 100bar] 

𝑝𝐼𝑛𝑗 injection pressure [bar] 

𝐶𝑂2 Carbon dioxide 𝑊𝑒 Weber number [-] 
𝑁𝑂𝑥  Nitrogen oxide 𝜎 surface tension [N/m] 

𝑁𝐸𝐶𝐴𝑠 NOx Emission Control Areas 𝐷𝐾 diesel fuel 
𝐸𝐶𝑁 Engine Combustion Network 𝐻𝐹𝑂 heavy fuel oil 
𝑆𝑂𝐼 Start of Injection 
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Abstract 

In this paper the experimental setup of a commercial third generation common rail solenoid injector with advanced 

measurement is discussed. The motion of the control piston is measured while performing injection rate 

investigations using a purpose-built injection rate analyzer of the Bosch type. At the same time fuel pressure in the 

feed line of the nozzle is gauged and contrasted to fuel pressure before the inlet connector. 

In contrast to the steady rise observed in a similar study, the motion of the control piston in this case is characterized 

by a changing gradient in the upward movement. The magnitude of the negative displacement of the upper part of 

the control piston due to the fuel pressure in the control volume corresponds to simulation results of the elastic 

deformation. 

Pressure before the inlet connector and pressure in the feed line exhibit a similar course with a difference in 

magnitude that is rising with higher rail pressures. Precisely with the end of injection the pressure in the feed line 

surpasses the pressure before the inlet connector for a short moment. The measurement results of control piston 

motion and pressure inside the injector are of particular interest because these parameters are to serve as indicators 

for changes in the injection rate caused by phenomena like wear and coking amongst others. 

Keywords 

common rail injector, injection rate measurement, eddy current sensor, control piston motion, feed line pressure 

Introduction 

The act of injecting diesel not only supplies the fuel for the subsequent combustion, but at the same time also 

determines the start of combustion with the diesel combustion process. This is unlike the gasoline combustion 

process, where injection and ignition are separated. Thus, the injection process is a major influence factor to 

consider in order complying with the increasingly severe emission legislation for compression ignition engines. 

Furthermore, alterations affecting the injection parameters of common rail diesel injectors that emerge during engine 

operation have been identified. Research efforts focused on brittle external nozzle deposits mostly consisting of 

carbon referred to as coking. In recent years, a type of sticky, the so-called internal diesel injector deposits (IDID) 

have appeared in production engines and caused needles to stick in common rail diesel injectors. It has been 

observed that the addition of certain additives (polyisobutylene succinimide; PIBSI) to diesel fuel, which are to inhibit 

the formation of coking deposits, have the side effect of contributing to the formation of IDID [1][2]. These PIBSI 

react with acids that emerge from fatty acid methyl ester (FAME), a biodiesel supplement to common diesel in the 

European Union, to form IDID. Other major factors that influence the occurrence of IDID are high fuel temperatures 

and the content of aromatics and oxygen in the diesel fuel [2]. 

Deposits on the nozzle tip and inside the nozzle holes due to coking cause numerous adverse effects. It is proven 

that this type of deposits exerts a great influence on the injection rate of an injector, impairs the break-up of the fuel 

spray and leads to an inferior mixing of fuel and air in the combustion chamber [3]. In addition, coked nozzles exhibit 

larger cyclic variations of cylinder peak pressure than clean nozzles, even though the visible spray pattern appears 

unchanged [4]. Ultimately, external deposits lead to a deterioration of combustion efficiency, a decrease in rated 

power and cause a rise in brake specific fuel consumption [5]. The formation of coking deposits is driven by higher 

temperatures at the nozzle and in its spray holes, while cavitation inside the nozzle serves as an inhibitor to their 

built-up [6][7]. Cavitation inside the nozzle induced by a lower discharge coefficient proved to be beneficial against 

coking. A positive effect also applies to high spray hole conicity due to a built-up of deposits which is predominant 

in the inlet region of the hole [6]. In summary, coking deposits will be a key influencing parameter for future nozzle 

designs [8]. 

Legislative constraints together with the problem of internal and external injector deposits have led to the 

development of systems that are to maintain optimal fuel consumption and emissions optimal over the entire engine 

lifetime [9][10][11][12]. These closed-loop control strategies have been presented for both light [9][12] and heavy 

duty engines [11]. All these principles have in common that the fuel pressure inside the injector is measured and 
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evaluated applying pressure transducers to the injectors [9][11] or utilizing the piezo-actuator of the injector itself to 

calculate the inside pressure [12]. Algorithms are utilized to determine key injection parameters like start and end 

of injection as well as the maximum injection rate and quantity [10]. These injection controls enable a very high 

injection quantity accuracy and close timings between pilot and main injection that are favorable for reducing 

nitrogen oxide emissions [9]. 

It is postulated that these closed-loop control systems allow to compensate for detrimental effects like wear or 

coking by maintaining injection rate and quantities over engine lifetime [10][11]. The German Research Foundation 

has funded a project at Technical University of Munich to investigate the influence of these alterations like wear and 

coking onto critical parameters as the injection rate and eventually the engine-out emissions. The key goal is to find 

parameters related to the deterioration of the injection rate and to develop an open-loop control that enables to 

restore the desired injection parameters. The model approach for the identification of these aging effects is 

presented in [13]. 

 

Experimental Setup 

The measurement setup consists of a third generation common rail diesel injector that is equipped with multiple 

sensors. A solenoid valve in the upper part regulates the start and end of injection by opening and closing the 

discharge throttle of the control volume. When the solenoid is energized, diesel flows out of the control volume 

through the discharge throttle and less fuel is flowing in through the inlet throttle, which possesses a smaller 

diameter. Hence, fluid pressure inside the control volume decreases. The upward force generated by the rail 

pressure on the annular upper part of the nozzle needle exceeds the downward force of the control volume pressure, 

which is acting on the top area of the control piston. This difference in forces leads to the lift of the needle, which in 

turn drives the control piston. When the energizing of the solenoid ends, the downward force of the control volume 

pressure together with the nozzle spring force surpasses the nozzle sac pressure force. The nozzle subsequently 

closes and injection ends. 

 

Figure 1. Schematic sensor setup of the modified solenoid injector (note: some sensors and lines are projected to the section 

plane for clarity) 

For the measurement of needle or control piston motion measurement principles like opto-electronical sensors have 

been presented [14]. Furthermore, a solution to detect needle opening and closing by employing an electric circuit, 

which is closed by the needle in its extreme positions, has been introduced [15]. Nevertheless, as they prove high 

robustness and a high signal-to-noise ratio, two eddy current sensors are utilized to measure the motions of control 

piston and needle, respectively. A piezo-resistive pressure transducer gauges the fuel pressure inside the feed line 

of the injector (see Figure 1). The sensors are mounted in different parts of the injector for measuring independent 

parameters. These parameters in turn are the basis for the development of an open-loop control compensating for 

alterations of injection behavior caused by aging effects. 

The linear measurement range of the eddy current sensors of 0.5 mm is not significantly larger than the lift of both 

control piston and needle with 0.35 mm and previous measurements showed an overlay of control piston motion 

and its deformation caused by fluid pressure. To clarify the extent of this deformation those two components are 

simulated using the finite element method. 

The simulation model uses a force (D) to represent the diesel fluid acting downward on top of the control piston with 

rail pressure. The upper part of the piston that is guided in the control volume unit is represented by a frictionless 

support (B). All inside faces of the nozzle are pressurized with rail pressure (E) while the ring-shaped outside face 

serves as a fixed support (A). The needle is guided frictionless inside the nozzle (F) and the needle spring force (C) 

acts on top of the needle (see Figure 2). 
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Simulation results show that outfitting both control piston and needle with circular grooves does not have a 

significant effect on their deformation compared to their unaltered counterparts in the production injector (see Figure 

2). These grooves are necessary for the measuring principle of the eddy current sensor. The simulation proves that 

the stiffness properties of the two moving parts remain unchanged, thus the injection process is left uninfluenced. 

As the static deformation is barely greater than the difference between linear measurement range of the eddy 

current sensor and the operational lift of the control piston (for the needle it is considerably smaller), the eddy current 

sensors are able to measure both deformation and lift of control piston and needle in the linear measurement range. 

 

   

Figure 2. Comparison of needle 𝒙𝑵 and control piston 𝒙𝑪𝒑 deformations due to rail pressure 𝒑𝑹𝒂𝒊𝒍,𝒔𝒆𝒕 = 180 MPa (left: boundary 

conditions of finite element simulation; middle: needle and control piston for lift measurements; right: unaltered needle and 

control piston) 

A custom software is used for the data acquisition and the processing of measurement data. The analysis steps 

are shown in Table 1. The injection rate 𝑚̇ is derived from measuring the dynamic pressure in the fuel-filled coiled 

tube using a piezoelectric pressure transducer. Because of this measurement principle, the signal undergoes a drift 

compensation, a filtering process and a subsequent conversion to a mass-flow using the cross-section of the tube, 

the speed of sound and the density of diesel (compare [16]). 

Table 1. Data processing steps applied to measurement parameters 

Data processing 

steps 

 

Parameter 

1. 2. 3. 4. 

Drift 

compensation 
Filtering Conversion Averaging 

Injection rate 𝑚̇ ● ● V to mg/ms ● 

Injector inside pressure 𝑝𝐼𝑛𝑗 - ● V to MPa ● 

Measured rail pressure 𝑝𝑅𝑎𝑖𝑙,𝑚𝑒𝑎 - ● V to MPa ● 

Control piston lift 𝑥𝐶𝑝 - ● V to mm ● 

Needle lift 𝑥𝑁 - ● V to mm ● 

All measurements in this paper are performed while measuring the injection rate utilizing a purpose-built injection 

rate analyzer applying the Bosch working principle [16]. The fuel supply system for the common rail injector consists 

of a commercial high-pressure system with low-pressure pump, high-pressure pump with suction valve and common 

rail. Figure 3 outlines the experimental setup and the most import measurement parameters. 
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All other signals are filtered likewise with a second order Butterworth filter to reduce high-frequent noise and are 

converted from current or voltage signal into their physically correct dimension. Generally every signal is averaged 

using multiple (here: five) single measurements in order to avoid statistically distributed deviating signals. 

 

Figure 3. Schematic overview of measurement setup and main parameters 

 

Measurement Results 

Although the motion of the nozzle needle regulates the fluid flow from feed line to nozzle sac, it is neglected in this 

study. The implementation of the eddy current sensor for measuring control piston motion leaves the external 

geometry of the injector body unaltered. The nozzle with the applied eddy current sensor changes the external 

geometry of the injector as it necessitates a different union nut. This union nut is to make room for the minimum 

bending radius of the wire of the eddy current sensor. In the future, engine investigations will be performed with the 

developed injector and different nozzles. Under the premise of using the existing cylinder head, no major change 

in the external geometry of the injector is admissible. Thus, the main aim of the presented investigations is to clarify 

correlations of control piston motion and fuel pressure at two distinct positions to key injection parameters. 

Figure 4 illustrates the measured injection rates for four different set rail pressures. Higher rail pressures cause a 

steeper increase and an earlier decrease of injection rate while at the same time a rise in maximum injection rate 

is observed. 

The reason for this behavior is the increase in nozzle sac pressure that exerts a higher upward force on the needle. 

This causes a faster acceleration of the needle and a faster increase of the hydraulic flow area between needle 

seat and nozzle tip. Ultimately, a higher injection rate results for higher rail pressures at the same instant of time in 
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the opening phase of the nozzle needle. The same but inverse causal relationship applies to the closing phase of 

the needle. 

 
Figure 4. Injection rate profiles of the modified common rail 

injector utilized for control piston and needle lift 

measurements (𝑡𝐸𝑇 = 2.2 ms) 

 
Figure 5. Pressure inside feed line 𝑝𝐼𝑛𝑗 (dashed lines) and 

before inlet connector 𝑝𝑅𝑎𝑖𝑙,𝑎𝑐𝑡 (solid lines) (𝑡𝐸𝑇 = 2.2 ms) 

The maximum injection rate is a function of the difference of common rail pressure and backpressure inside of the 

injection rate analyzer (see Equation (1) according to [17]). Therefore, it increases with higher common rail 

pressures as the backpressure is kept constant for all investigations. 

𝑚̇ =  𝐶𝑑  ∙  𝐴ℎ  ∙ 𝜌𝑓  ∙  √
2 ∙  (𝑝𝑅𝑎𝑖𝑙,𝑚𝑒𝑎 − 𝑝𝐸𝑉𝐼,𝑑𝑦𝑛) 

𝜌𝑓
 (1) 

Various studies have demonstrated the feasibility of detecting injection events by analyzing the rail pressure trace 

[9]. It has also been proven that by subjecting the rail pressure signal to a short-time Fourier analysis, it is possible 

to discriminate between pilot and main injection as well as to detect injector malfunction [18]. Therefore, both 

pressure before inlet connector and pressure inside the feed line are evaluated. 

The comparison of pressure before the inlet connector and in the feed-line of the injector shows an overlap of both 

pressures between 3.2 ms and 3.6 ms. Here the pressure in the feed line reaches the level of the pressure before 

the inlet connector or even slightly surpasses its level (see Figure 5). The temporal concurrence of the peaks of 

both measured pressures demonstrates a correlation to the end of injection. 

At the end of injection a pressure wave is generated by the closing needle [19]. This pressure wave propagates 

from the needle seat upstream through feed line and inlet connector. Thus, a local maximum is detectable first in 

the signal of the pressure transducer in the feed line and only afterwards at the sensor before the inlet connector. 

When evaluating the temporal difference between these first local maxima on feed line pressure and pressure 

before inlet connector, a distance of around 400 mm between the two pressure transducers is calculated (see Table 

5 lists the data for the calculation of the distance between the two pressure sensors. 

Table 5 in Annex). This is in good agreement with the actual distance between the sensors and supports the thesis 

of the wave propagation as the cause for the local pressure peaks on both signals. 

The difference between the first minimum of the injection rate (used here as end of injection) and the coinciding 

pressure peaks is in the magnitude of under 100 µs, while the temporal deviation of the concurrence of pressures 

peak with regard to the end of injection is under 3 % for rail pressures between 60 and 180 MPa (see Table 2). 

Higher set rail pressures show a smaller discrepancy between end of injection and concurrence of pressures peak. 

This temporal accuracy of detecting the end of injection by indirect means is remarkably higher than the one of a 

different approach, which determines the end of injection by detecting and evaluating the sound-borne noise in 

engine parts utilizing knock sensors [20]. 

Furthermore, a method to detect start and end of injection by assessing the derivative of the common rail pressures 

signal has been presented [19]. The here presented method by regarding the concurrence of the pressure peaks 

of the two sensors as a detection of end of injection is more precise than that method. Table 2 presents the 

difference between the maximum derivative of the pressure before the inlet connector, which is only more accurate 

for a set rail pressure of 60 MPa. 
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Table 2. Assessment of correlation between injection rate and pressure inside feed line (𝒕𝑬𝑻 = 2.2 ms) 

Set rail 

pressure 

𝒑𝑹𝒂𝒊𝒍,𝒔𝒆𝒕 

[MPa] 

1. Minimum 

of control 

piston lift 

𝒕𝑴𝒄𝒑 

[ms] 

1. Minimum 

of injection 

rate 𝒕𝑴𝒊𝒓 

[ms] 

Concur-

rence of 

pressure 

peaks 𝒕𝑪𝒑𝒑 

[ms] 

Difference 

𝒕𝑫𝒊𝒇𝟏 =

𝒕𝑪𝒑𝒑 − 𝒕𝑴𝒊𝒓 

[ms] 

Deviation 

𝒕𝑫𝒆𝒗 =

𝒕𝑫𝒊𝒇/𝒕𝑫𝒊 

[%] 

Max. derivative 

of pressure 

before inlet 

connector 

𝒕𝑴𝒅𝒑  

[%] 

Difference 

𝒕𝑫𝒊𝒇𝟐 =

𝒕𝑴𝒅𝒑 − 𝒕𝑴𝒊𝒓 

[ms] 

60 3.448 3.485 3.568 0.083 2.64 3.432 -0.053 

100 3.323 3.350 3.415 0.065 2.17 3.285 -0.065 

140 3.245 3.273 3.323 0.050 1.71 3.192 -0.081 

180 3.175 3.195 3.240 0.045 1.58 3.112 -0.083 

Figure 6 shows that the gradient in control piston upward motion is considerably steeper for higher set rail pressures. 

Thus, the maximum lift is attained earlier and maintained for a longer period of time. The comparison of control 

piston motions with another investigation [21], in which an eddy current sensor is utilized, reveals a remarkable 

difference as in this study there is no change in gradient in the upward motion (see Figure 7). 

 
Figure 6. Control piston lifts with varied set rail pressures 

𝑝𝑅𝑎𝑖𝑙,𝑠𝑒𝑡 (𝑡𝐸𝑇 = 2.2 ms) 

 
Figure 7. Comparison of control piston lift of reference [21] 

and measured control piston lift (𝑝𝑅𝑎𝑖𝑙,𝑠𝑒𝑡 = 140 MPa, 𝑡𝐸𝑇,𝑇𝑈𝑀 

= 2.2 ms, 𝑡𝐸𝑇,[21] = 2.0 ms) 

The temporal starting point for the descent of the control piston is identical for every set rail pressure while the 

gradient of the downward motion is again depending on the set rail pressure. The changing gradient in the rising 

motion is noteworthy, as it points to the elastic behavior of the steel control piston. After energizing the solenoid 

valve the pressure in the control volume decreases what leads to a lower downward force on top of the control 

piston and a reduction of the elastic deformation. The elongation of the control piston overlays with the upward 

motion of the piston in the ballistic stage of the injection process and causes the change of gradient. This 

observation is in accordance with control piston behavior in one-dimensional hydraulic injector simulations. 

Table 3. Comparison of simulated and measured elastic deformation of the control piston due to applied rail pressure and 

closed solenoid valve 

Set rail pressure 

𝒑𝒓𝒂𝒊𝒍,𝒔𝒆𝒕 

[MPa] 

Simulated control 

piston lift 𝒙𝒄𝒑,𝒔 [mm] 

Measured control 

piston lift 𝒙𝒄𝒑,𝒎 [mm] 

Difference 𝑫𝒄𝒑𝒂 =

 𝒙𝒄𝒑,𝒎 − 𝒙𝒄𝒑,𝒔 

[mm] 

Deviation 𝑫𝒄𝒑𝒓 =

𝑫𝒄𝒑𝒂/𝒙𝒄𝒑,𝒎 

[%] 

60 -0.0533 -0.0696 -0.0163 23.4 

100 -0.0882 -0.1026 -0.0144 14.0 

140 -0.1235 -0.1258 -0.0023 1.8 

180 -0.1585 -0.1371 -0.0214 15.6 
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The comparison of measured (lift at 𝑡𝐸𝑇 = 0 ms in Figure 6) and simulated elastic deformation (see paragraph 

Experimental Setup) illustrates a strong congruence in terms of magnitude (see Table 3). One possible reason for 

the deviation of measured control piston deformation is the non-linearity of the controller of the eddy current sensor 

at the end of its linear measuring range. As the nozzle needle is significantly shorter than the control piston of the 

investigated injector, elastic deformation exerts a minor influence on its motion and the findings of the control piston 

motion are not transferrable to needle motion. 

 

Conclusions 

A common rail injector was equipped with two eddy current sensors and a piezoelectric pressure transducer. This 

novel setup allowed to measure control piston and needle motion along with injector inside pressure simultaneously 

for the first time. 

Finite elements simulations proved that the geometrical alterations of control piston and needle did not affect their 

mechanical behavior. Moreover, these simulations clarified the magnitude of their deformation due to fluid pressure 

in the control volume and confirmed the measured initial deformation of these two parts. 

A concurrence of local maxima of pressure before the inlet connector and pressure in the feed line of the injector 

occurred in close temporal vicinity to the end of injection. The measurement results showed that the gradient of 

control piston upward motion changes as the control piston is lifted due to the decrease of its elastic deformation. 

This non-linear motion of the control piston was different to the linear motion in a similar study, but was supported 

by a one-dimensional hydraulic simulation of the injector. 

In general measuring the control piston motion of a common rail diesel injector with an eddy current sensor exhibited 

a low level of noise on the raw signal and proved a very high repeatability (see Figure 8 and Figure 9 in Annex). 

Additionally no detrimental electromagnetic influence of the energization of the solenoid valve on the raw signal 

was detectable as asserted in a previous study [14]. 

In summary, the presented sensor arrangement exhibited a high temporal accuracy and an ability to detect small 

differences in the measured parameters. It is suited for detecting aging effects if these alterations affect the control 

piston motion and the injector inside pressure. Therefore, these two parameters are an appropriate basis for the 

development of an open-loop control strategy countering diesel injector aging. Furthermore, the measured control 

piston lifts are a validation basis for hydraulic injector simulations and the concurrence of local pressure maxima is 

useful as indirect means to detect the end of injection in future investigations. 
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Nomenclature 

Symbol  Unit  Measured parameter 

𝐴ℎ  m2  Total cross-section of nozzle holes 

𝐶𝑑  -  Discharge coefficient of nozzle hole 

𝐼𝐼𝑛𝑗,𝑟𝑒𝑓  A  Reference injector current 

𝐼𝐼𝑛𝑗,𝑚𝑒𝑎  A  Measured injector current 

𝐼𝑆𝑣  A  Suction valve current 

𝑘  -  Conicity factor 

𝑚̇  mg/ms  Injection rate 

𝑝𝐸𝑉𝐼,𝑑𝑦𝑛  MPa  Dynamic pressure injection rate analyzer 

𝑝𝐸𝑉𝐼,𝑠𝑡𝑎𝑡  MPa  Static pressure injection rate analyzer 

𝑝𝐼𝑛𝑗  MPa  Pressure inside feed line of injector  

𝑝𝑂𝑖𝑙  MPa  Oil pressure inside gear box 

𝑝𝑅𝑎𝑖𝑙,𝑚𝑒𝑎  MPa  Measured rail pressure 

𝑝𝑅𝑎𝑖𝑙,𝑠𝑒𝑡  MPa  Set rail pressure 

𝑝𝑅𝑎𝑖𝑙,𝑠𝑡𝑎𝑡  MPa  Static rail pressure 

𝑡𝐷𝑖𝑓1  ms  Difference between 𝑡𝐶𝑝𝑝 and 𝑡𝑀𝑖𝑟 

𝑡𝐷𝑖𝑓2  ms  Difference between 𝑡𝑀𝑑𝑝 and 𝑡𝑀𝑖𝑟 

𝑡𝐸𝑇  ms  Energizing time 

𝑡𝐶𝑝𝑝  ms  Concurrence of pressure peaks 

𝑡𝑀𝑐𝑝  ms  First minimum of control piston lift 
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𝑡𝑀𝑑𝑝  ms  Maximum derivative of pressure before inlet connector 

𝑡𝑀𝑖𝑟  ms  First minimum of injection rate 

𝑇𝐸𝑉𝐼  K  Fuel temperature injection rate analyzer 

𝑥𝐶𝑝  mm  Control piston lift 

𝑥𝑁  mm  Needle lift 

𝜌𝑓  ms  Fuel density 
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Annex 

In Figure 8 and Figure 9 five consecutive control piston lift are depicted. A low level of noise on the lift curves is 

clearly visible. 

 
Figure 8. Raw data of five single control piston motion 

measurements (𝑝𝑅𝑎𝑖𝑙,𝑠𝑒𝑡 = 180 MPa, 𝑡𝐸𝑇 = 2.2 ms) 

 
Figure 9. Illustration of noise level of raw signal of control 

piston motion (magnification of Figure 8) 

Table 4 summarizes the key properties of the injector and of its production nozzle that are utilized for the here 

presented investigations. 

Table 4. Parameters of nozzle and injector 

Injector 

Type Commercial third generation 

common rail  

Rail pressure 180 MPa 

Nozzle 

Type Sac 

Conicity factor 𝑘 1.5 

Spray hole diameter 0.177 mm 

Discharge coefficient 𝐶𝑑 0.87 

Table 5 lists the data for the calculation of the distance between the two pressure sensors. 

Table 5. Evaluation of pressure data 

1. Maximum 
pressure feed line 
[ms] 

1. Maximum 
pressure before inlet 
connector [ms] 

Difference [ms] Bulk modulus 
[N\mm2] 

Density 
[kg\m3] 

Speed of 
sound [m/s] 

Length 
[m] 

3,305 3,567 0,262 1738 840 1438 0,377 

3,152 3,395 0,243 2155 857 1585 0,385 

3,070 3,315 0,245 2567 871 1716 0,421 

3,000 3,225 0,225 2961 884 1830 0,412 
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Rebuttal 

Remark 1 (Review): 

“It is necessary to provide some physical interpretation on the features of the pressure signal relevant to the results 

discussion and also to explain the time delay between the two pressure signals. A useful reference could be found 

from the patent publication file WO2017025348A1.” 

 

Added: 

“Various studies have demonstrated the feasibility of detecting injection events by analyzing the rail pressure trace 

[9]. It has also been proven that by subjecting the rail pressure signal to a short-time Fourier analysis, it is possible 

to discriminate between pilot and main injection as well as to detect injector malfunction [18]. Therefore, both 

pressure before inlet connector and pressure inside the feed line are evaluated. 

The comparison of pressure before the inlet connector and in the feed-line of the injector shows an overlap of both 

pressures between 3.2 ms and 3.6 ms. Here the pressure in the feed line reaches the level of the pressure before 

the inlet connector or even slightly surpasses its level (see Figure 5). The temporal concurrence of the peaks of 

both measured pressures demonstrates a correlation to the end of injection. 

At the end of injection a pressure wave is generated by the closing needle [19]. This pressure wave propagates 

from the needle seat upstream through feed line and inlet connector. Thus, a local maximum is detectable first in 

the signal of the pressure transducer in the feed line and only afterwards at the sensor before the inlet connector. 

When evaluating the temporal difference between these first local maxima on feed line pressure and pressure 

before inlet connector, a distance of around 400 mm between the two pressure transducers is calculated (see Table 

5 lists the data for the calculation of the distance between the two pressure sensors. 

Table 5 in Annex). This is in good agreement with the actual distance between the sensors and supports the thesis 

of the wave propagation as the cause for the local pressure peaks on both signals.” 

 

Remark 2 (Review): 

“The correlation between the end of injection from the ROI and the 1st pressure peak has an accuracy of about 25 

microseconds according to the presented results. In the literature, the maximum time derivative instead of the 

pressure peak is often applied for this correlation, see, e.g.. It could be good if the authors could make an evaluation 

which quantity is more accurate and robust for this correlation.” 

 

Added: 

“Furthermore, a method to detect start and end of injection by assessing the derivative of the common rail pressures 

signal has been presented [19]. The here presented method by regarding the concurrence of the pressure peaks 

of the two sensors as a detection of end of injection is more precise than that method. Table 2 presents the 

difference between the maximum derivative of the pressure before the inlet connector, which is only more accurate 

for a set rail pressure of 60 MPa.” 

 

Remark 3 (Review): 

“In the Fuel Injection Engineering community, it is generally agreed that the needle lift profile is the most desired 

information for the diagnostic of the injection rate profile (esp. opening, closing). This information is missing in the 

current version of the article.” 

 

Added: 

“Although the motion of the nozzle needle regulates the fluid flow from feed line to nozzle sac, it is neglected in this 

study. The implementation of the eddy current sensor for measuring control piston motion leaves the external 

geometry of the injector body unaltered. The nozzle with the applied eddy current sensor changes the external 

geometry of the injector as it necessitates a different union nut. This union nut is to make room for the minimum 

bending radius of the wire of the eddy current sensor. In the future, engine investigations will be performed with the 

developed injector and different nozzles. Under the premise of using the existing cylinder head, no major change 

in the external geometry of the injector is admissible.” 

 

Remark 4 (Review): 

“In addition, if I understood the text correctly, the control piston lift value is a total effect of control piston deformation 

and the piston motion. The authors address the control piston deformation as the main reason for the increasingly 

steep ROI opening slope under increasing injection pressure to the velocity profile and peak pressure. Nevertheless, 

the flow rate profile is defined by the needle lift rather than by the control piston deformation?” 
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Explanation: 

This is obviously a misunderstanding. I added the following to clarify: 

“The reason for this behavior is the increase in nozzle sac pressure that exerts a higher upward force on the needle. 

This causes a faster acceleration of the needle and a faster increase of the hydraulic flow area between needle 

seat and nozzle tip. Ultimately, a higher injection rate results for higher rail pressures at the same instant of time in 

the opening phase of the nozzle needle. The same but inverse causal relationship applies to the closing phase of 

the needle. 

The maximum injection rate is a function of the difference of common rail pressure and backpressure inside of the 

injection rate analyzer (see Equation (1) according to [17]). Therefore, it increases with higher common rail 

pressures as the backpressure is kept constant for all investigations. 

𝑚̇ =  𝐶𝑑  ∙  𝐴ℎ  ∙ 𝜌𝑓  ∙  √
2 ∙  (𝑝𝑅𝑎𝑖𝑙,𝑚𝑒𝑎 − 𝑝𝐸𝑉𝐼,𝑑𝑦𝑛) 

𝜌𝑓
 (1) 

“ 
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Abstract 
Recent trends in SCR (Selective Catalytic Reduction) systems development increase requirements for UWS (Urea 
Water Solution) injection. Close-coupled SCR system designs decrease the distance available for water 
evaporation and urea decomposition. Due to that, much effort is put into static mixing elements design improvement 
and injection process enhancement. So far, most experimental studies on UWS spray formation were based on Mie 
scattering visualization using global illumination and shadowgraphy imaging. High speed imaging of Mie signal with 
global illumination allows to determine global spray parameters such as penetration and angle but does not give 
information on droplet sizes. Droplet size determination, due to relatively large droplets generated by SCR injectors, 
can be done with Mie scattering or backlight imaging methods. Then the visualized area becomes narrowed since 
high magnification is required. Determination of droplet size distribution across whole spray in such arrangement 
requires number of measurements. LIF/Mie (Laser Induced Fluorescence/Mie scattering) technique provides an 
attractive alternative for rapid determination of droplet size distribution across the whole spray. This method 
however suffers from multiple scattering effects which might affect droplet size distribution results even in relatively 
dilute sprays. 
In this study, LIF/Mie ratio distribution across sprays from commercial automotive injector for SCR systems was 
determined by simultaneous LIF and Mie detection using structured illumination. Moreover, the results were 
compared with conventional LIF/Mie imaging. Nd:YAG pulse laser was used as a light source. Second harmonic 
beam of 532 nm was used to illuminate the sprays. Instead of UWS pure water doped with Eosin Y was used. The 
results showed that conventional images exhibited much stronger background signal. Moreover, the conventional 
imaging was sensitive to reflections from experimental setup elements, specifically reflections from LIF camera 
filter. These two observations prove the importance of using SLIPI for LIF/Mie droplets sizing in sprays for SCR 
systems. At the same time the obtained results showed that under certain conditions (no accidental reflections in 
the background) conventional imaging provides similar LIF/Mie ratio as structured illumination. The results showed 
that the LIF/Mie ratio remains unchanged over the spray cloud. This suggests that SMD remains unchanged as 
well. The slight increase of LIF/Mie ratio far from the injector outlet could be caused by absence of small droplets 
due to lower momentum and thus lower penetration distance. This assumption however should be verified with PIV 
measurement.  

Keywords 
SLIPI, LIF/Mie, droplet sizing, SCR, spray. 

Introduction 
The SCR aftertreatment concept for NOx removal from exhaust gases has over 10-year history in automotive sector. 
At the beginning, the SCR aftertreatment systems were implemented into heavy-duty vehicles [1]. Recently 
introduced NOx limitations [2] forced their application into passenger cars. As shown by Jaworski et al. [3] and 
Zheng et al. [4] previous aftertreatment system designs based on in-line arrangement of separate components such 
as oxidation catalyst, SCR catalyst, particulate filter, and ammonia trap allowed to place the injector relatively far 
upstream from the inlet of the SCR catalyst. The injector position could be easily optimized. The static mixer could 
be placed at distance of several duct diameters upstream the SCR catalyst as well. This allowed to provide sufficient 
distance for water evaporation and urea decomposition. Newly designed SCR systems are supposed to provide 
higher NOx reduction efficiency than in-line systems since the real driving conditions emissions measurement is 
supposed to be introduced in near future [5]. The stricter requirements for NOx emissions are the reason for 
close-coupled to the engine SCR systems designs. Such designs, due to higher exhaust gas temperature, offer 
huge potential of NOx reduction [6] but meet serious constraints in terms of packaging [7] and cause challenges for 
UWS injection. Integration of oxidation catalyst, SCR catalyst and particulate filter in one unit result in dramatically 
decreased space for water evaporation and urea decomposition. Therefore, each close-coupled SCR unit requires 
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specific design for certain engine and vehicle. In many cases only one injector location is possible, which can be 
only slightly modified. Then, the injection process becomes of high importance since the spray pattern and initial 
droplet size distribution generated by the injector are the only factors which can be used to optimize spatial liquid 
particles distribution in the SCR system in terms of efficient liquid-gas mixing process. The spray pattern and droplet 
size distribution need to be adjusted to specific SCR unit design. Thus, fast and reliable method for spray 
characterization is very important for proper injector selection and spray pattern optimization.  
Injectors for UWS injection which are used in the newest SCR systems provide relatively dilute sprays with high 
SMD (Sauter Mean Diameter), especially when compared to Diesel sprays. SMD in modern SCR system injector 
is typically around 100 µm (measured at distance of 50 mm from the injector outlet). Thus, broad variety of 
measurement techniques can be used for droplet size determination starting from Mie scattering [8], backlight 
imaging [8,9], ending up with PDA (Phase Doppler Anemometry) [9] and LIF/Mie. Grout et al. [8] used Mie scattering 
to determine the size of individual droplets and calculate the evaporation rate according to D-square evaporation 
law. The droplets taken into account for diameter calculation covered at least several pixels what made possible to 
directly determine their diameters basing on Mie scattering images. This approach requires high magnification, what 
in turn limits the visualised area. Droplet size determination by means of backlight illumination is also based on 
individual droplets visualisation, and the same conditions need to be met (visualised droplet needs to cover at least 
several camera pixels). Therefore, in this case the visualised area becomes limited as well. In order to visualize 
individual droplets, Postrioti et al. [9] limited field of view of 2048×2048 pixel camera to 15×15 mm. This gave the 
scale factor of 7.3 µm/pixel. In order to visualize the whole spray, they used backlight method. Then the field of view 
was of 100×100 mm. In that case however, the droplet size determination could not be made, and the results were 
used only to conclude on liquid mass distribution over the visualized area. Postrioti et al [9] used also PDA to 
determine droplet diameters. Due to the fact that PDA is a point measurement method, the spatial distribution 
required number of measurements. In their study the SMD was determined at 16 locations at distance of 90 mm 
and 140 mm from the injector outlet. They made 5 additional measurements for methods comparison which showed 
good accordance between the results obtained with PDA and backlight imaging. The 21 measurement locations 
done with PDA methods gave information only on part of the spray. In order to build the SMD distribution basing on 
PDA measurements the number of measurement points needs to be much higher. LIF/Mie technique can be an 
attractive alternative to discussed methods as it allows a rapid determination of droplet size distribution across the 
spray at the same time providing information on global spray parameters, specifically the spray angle. It has been 
successfully used for port fuel injection studies [10] where injection pressure is very similar to the one in SCR 
systems. The advantage of this method in reduced measuring times comes along with various challenging issues, 
such as accuracy limited by multiple-scattering, absorption effects and calibration procedures [10]. The calibration 
procedure is especially difficult for 90 deg detection angle since increase of the scattered light intensity with the 
droplet diameter is irregular [11]. Therefore, LIF/Mie ratio results shown in this study shall treated as qualitative 
indicator, not as direct SMD result. The multiple scattering effects are especially strong in case of optically dense 
sprays like non-evaporating diesel spray, where more than 65 % of multiple light scattering is usually detected [12]. 
However, even in fairly dilute spray, where single scattering events are in majority, the conventional LIF/Mie 
technique still remains largely affected by errors introduced by multiple light scattering [13]. Structured Laser 
Illumination Planar Imaging (SLIPI) technique is an illumination and processing method which can remove signal 
coming from scattering at the droplets located outside illuminated area and therefore limits the errors caused by 
multiple scattering. It was developed for sprays by Berrocal et al. [14] and Kristensson et al. [15], and commercially 
implemented by LaVision [16]. The SLIPI concept is based on recording several modulated images where the 
modulation is vertically shifted between each recording [16]. Due to necessity of recording three images where 
sprays are illuminated with different modulation shift and the transient nature of spray, the image averaging is 
required. In high pressure conditions this causes setup complication since the flow conditions are required to 
scavenge the test chamber during the time between two consecutive injections [17]. Spray visualisation in ambient 
conditions doesn’t pose any challenge since the recording can be usually repeated many times, and the averaging 
for each modulation phase can be done for high number of images. In this study, the injection process was observed 
in ambient conditions, therefore LIF/Mie ratio was determined using structured illumination. SLIPI LIF/Mie images 
were compared with conventional LIF/Mie images in order to determine if using structured illumination and SLIPI 
processing brings any benefit in such dilute sprays as SCR sprays.  
The LIF/Mie experiments were supported by primary breakup visualization using shadowgraphy with long distance 
microscopy in order to determine relevant area for SMD calculation. Moreover, before main experiments the initial 
liquid jet velocity was measured using high speed imaging. The sprays were generated by a commercial automotive 
three-hole injector used in SCR systems.  
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Experimental setup 
The spray cloud created by three liquid jets emerging from the injector was illuminated using structured light sheet. 
In order to create modulated light sheet, the SLIPI optics delivered by LaVison was used. In the setup used in the 
study the three modulated images were used to create SLIPI image. The modulation shift was done by electric 
motor integrated into the SLIPI optics. In order to visualise whole spray cloud, the modulated light sheet in the area 
of interest was expanding in vertical direction. The schematic setup of the SLIPI optics is shown in Figure 1. 

 

Figure 1. Schematic diagram of complete SLIPI optics. 

 

Structured light sheet was created from second harmonic beam generated by Spectra-Physics Quanta-Ray Pro-
230 Nd:YAG 10Hz pulse laser. The images were recorded by LaVision sCMOS cameras equipped with different 
filters. For Mie detection 532 nm bandpass filter was used, while for LIF 532 nm notch filter was applied. The shutter 
duration was adjusted to 15 µs in both cameras. The schematic diagram of experimental setup is shown in Figure 2. 

 

 

Figure 2. Schematic diagram of complete experimental setup. 
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Because the modulated light sheet was expanding the period of modulation was dependent on the distance from 
the SLIPI optics. Therefore, the modulation period for calibration purposes was determined for the most relevant 
area - at distance of injector axis. The beam modulation period was calibrated using quartz cuvette filled with water 
doped with Eosin Y. The structured light sheet in the cuvette visualised with LIF and Mie cameras together with 
intensity profiles are shown in Figure 3. Note that laser light sheet enters the visualisation area with x axis. 

   

Figure 3. Structured light sheet used for calibration and the intensity profiles, LIF and Mie respectively from left. 

The optics used in each camera was different, therefore the visible area in each camera was different as well. The 
system was calibrated in order to account for that difference and make possible to calculate LIF/Mie ratio. For this 
purpose, transparent plate with evenly distributed black dots was used. 
Sprays were generated by a commercial 3-hole Bosch injector for SCR systems (no. 0 280 158 720). Instead of 
UWS pure water doped with Eosin Y was used. Injection pressure was of 5 bar and the injection duration was of 
15 ms. The initial velocity of the liquid jet emerging the injector nozzle measured by high speed imaging at these 
conditions was of 25 m/s. During LIF and Mie recording the sprays were illuminated 10 ms after SOI (Start of 
Injection), when the sprays were fully developed. One LIF and one Mie image per injection was captured (for the 
same laser pulse). In order to specify the relevant area for LIF/Mie-based SMD calculation, the experiments were 
supported by shadowgraphy-based long distance microscopy measurements. Based on the microscopy results, the 
distance from injector outlet where no ligaments and strongly deformed droplets were present was determined. The 
setup for long distance microscopy is shown in [18].  

Results and discussion 
The image acquisition process for SLIPI visualisation consisted of capturing three series of images, each for 
different modulation phase, which could be then averaged. Berrocal et al. [12] recorded 100 images per each phase 
for diesel spray. According to the authors it was sufficient number for proper averaging. In this study 200 images 
were recorded for each phase. Capturing 200 images required 200 separate injections since only one image was 
captured per injection. The total number of recorded images for three modulation phases of the light sheet was of 
600. One of two hundred instantaneous images and the averaged image for each modulation phase are shown in 
Figures 4 (LIF) and 5 (Mie). At each image the visualised area is of 90×50 mm. Both, instantaneous and averaged 
images are raw images without any processing and background subtraction. The injector axis is parallel to y axis. 
 

     

Figure 4. Instantaneous (left) and averaged (right) LIF images for each modulation phase; colour scale range 0-16000 counts 
(instantaneous images) and 0-8000 counts (averaged); the field of view at single image is of 90×50 mm. 
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Figure 5. Instantaneous (left) and averaged (right) Mie images for each modulation phase; colour scale range 0-64000 counts 
(instantaneous images) and 0-16000 counts (averaged); the field of view at single image is of 90×50 mm. 

 
Averaged LIF images exhibit relatively high background signal when compared to averaged Mie signal. Note that 
colour scale range is different for LIF and Mie images. Moreover, in case of LIF the background signal is uniform, 
while in case of Mie there is a clearly distinguishable area where it is strongly increased. This signal most probably 
comes from 532 nm notch filter placed at LIF camera, which reflects Mie signal scattered at droplets. That suggests 
that the arrangement based on dichroic mirror and location of both cameras at one side of the spray would be better 
solution in terms of background noise at raw images. This would be important when using conventional LIF/Mie but 
should not pose any challenge for SLIPI processing. The observed phase results shown in Figures 4 and 5 exhibit 
much stronger signal on one side of the spray, right and left respectively (note that the images are mirrored due to 
opposite locations of the cameras). This signal enhancement is not the effect of laser signal extinction as observed 
in single nozzle sprays [12,17,19] but results from the fact that the spray cloud observed here is formed by three 
jets. The light sheet crosses one jet emerging from the injector (right side of the LIF image, and left side of Mie 
image) while going between two other jets.  
Basing on three averaged modulated images (shown in Figures 4 and 5) conventional image was reconstructed 
(see Figure 6a). Strong background signal in the centre of Mie image was still present. The conventional images 
were processed to subtract the background signal (see Figure 6b). The background image was taken with laser 
pulse but without the spray. Although the overall background signal was substantially decreased, the signal in the 
centre of Mie image was still present. Therefore, additionally the measurement of Mie signal was done with masked 
LIF filter on the opposite camera. The average Mie image for masked LIF filter after background subtraction is 
shown in Figure 6c. After masking the filter the brighter region was not present, what confirms the assumption that 
the laser light was first scattered at the spray cloud and then reflected from the opposite camera filter.  
 

     
Figure 6. a) and b) Conventional LIF (left) and Mie (right) images reconstructed from three modulated averaged images; a) 
without background subtraction, b) with background subtraction c) Conventional Mie image obtained with masked filter on 
opposite camera (with background subtraction); colour scale range 0-8000 counts (LIF images) and 0-16000 counts (Mie 

images); the field of view at single image is of 90×50 mm. 

The average phase images shown in Figures 4 and 5 were used to construct SLIPI image (shown in Figure 7a). 
Although Mie images shown in Figure 5 were affected by reflection from the filter they were selected for further 
analysis due to two reasons. The main reason was to construct LIF/Mie ratio basing on LIF and Mie signals from 
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the same droplets. The other reason was to verify how SLIPI technique performs in removing this kind of reflections. 
Both, LIF and Mie SLIPI images were characterized by low background signal when compared to conventional 
image. The Mie SLIPI image appeared to be insensitive to recorded reflections from the camera filter, which were 
present at images used to build SLIPI image (averaged images shown in Figures 4 and 5).  
SLIPI and conventional images were then used to calculate LIF/Mie ratio. The conventional images after 
background subtraction were taken for this analysis. The results are shown in Figure 7b. Note that LIF/Mie ratio 
was multiplied by 100. LIF/Mie ratio distribution in case of conventional imaging was affected by discussed above 
camera reflections while SLIPI image was unaffected.  
 

    
Figure 7. a) SLIPI LIF (left) and Mie (right) images, the field of view at single image is of 90×50 mm, colour scale range 0-4000 
counts (LIF) and 0-16000 counts (Mie). b) LIF/Mie ratio calculated from conventional images (after background subtraction) and 

from SLIPI images, respectively from left, the field of view at single image is of 85×50 mm, colour scale range 0-120 counts.  

In general, LIF/Mie ratio results are very similar for both type of imaging what indicates low multiple scattering 
effects. Nevertheless, the results obtained by SLIPI imaging seem to be more accurate. In case of conventional 
imaging LIF/Mie ratio decreases in the middle of the image. This observation suggests that the diameters of the 
droplets decrease in the middle of the visualised area to increase again at the end of the spray. This is questionable 
especially in case of the nozzle which was illuminated with the light sheet directly in the middle. In this case, it was 
expected to see either constant or gradually decreasing SMD along the nozzle hole axis. It needs to be considered 
that the LIF/Mie ratio could be affected by the non-spherical shape of droplets. Therefore, in order to determine how 
the LIF/Mie results could be affected by ligaments and strongly deformed droplets, the near-nozzle region was 
visualised with shadowgraphy-based long distance microscopy. The primary breakup visualisation showed that the 
unbroken liquid length oscillates between 5.2 and 6.4 mm. Detached ligaments and strongly deformed droplets, 
however, were still observed further downstream up to around 11 mm from the injector outlet. The primary breakup 
and droplet formation is shown on two instantaneous images presented in Figure 8.  
 

 
Figure 8. Long distance microscopy images – field of view 16.5×7 mm (two images together); note that the images were taken 

during different injections. 
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The injector position during shadowgraphy measurements was the same as during SLIPI recording. The images 
shown in Figure 8 were rotated by 90 deg in order to connect them properly. Note that these images were taken 
during different injection events. The primary breakup experiments indicated that the area between the injector 
outlet and the distance of 11 mm from injector outlet is not relevant for LIF/Mie based SMD conclusions. In the area 
where ligaments were observed, typically high value of LIF/Mie ratio suggests high SMD. This area should be 
excluded from the analysis. Taking this into account one may notice that the LIF/Mie ratio does not change much 
with the distance from the injector. This is clearly visible in LIF/Mie ratio calculated from SLIPI images (shown in 
right image in Figure 7b). Constant LIF/Mie ratio suggests constant SMD. This in turn indicates that the secondary 
breakup does not play important role in the spray formation. This is in accordance to statement made by Birkhold 
et al. [20].  
In both images shown in Figure 7b LIF/Mie ratio is slightly increased at higher distance (60-90 mm). This can be 
related to the fact that bigger droplets are more prone to penetrate further, while the smaller ones due to lower 
momentum are decelerated easily by the aerodynamic forces. Lack of small droplets and the same size of large 
ones in that area causes the increase of SMD. This assumption however should be verified with PIV measurement. 
As stated above, the LIF/Mie-based droplet sizing is attractive since it can provide also information on global spray 
parameters, specifically the spray angle. Therefore, the conventional and SLIPI results obtained here were also 
used to determine the visualization angle of the entire spray cloud. For this purpose, only LIF images were used 
since conventional Mie images were affected by the reflections in background. Again, for this purpose the 
conventional images after background subtraction were used. The visualisation angle was determined assuming 
spray border as 90 % of the recorded intensity. The visualisation angle determined from SLIPI image was of 
18.06 deg while for conventional image was of 13.49 deg. 25 % lower spray angle in case of conventional image 
suggests that conventional imaging performs relatively poor in the areas where signal is low. Then it is hardly 
distinguishable from the background. 
 
Conclusions 
Sprays emerging from the commercial automotive injector for SCR system were characterized by means of LIF/Mie 
method using structured illumination. SLIPI images were compared with conventional LIF/Mie images reconstructed 
from three modulated images. Additionally to LIF/Mie experiments near-nozzle area was visualized by means of 
shadowgraphy-based long distance microscopy in order to determine the area relevant for LIF/Mie-based 
conclusions on SMD. Ligaments and strongly deformed droplets were observed at distance of up to around 11 mm 
from the injector outlet indicating that the conclusions on SMD should not concern this area. 
In general, LIF/Mie ratio results were very similar for both types of imaging, conventional and SLIPI. This indicates 
low multiple scattering effects. Moreover, the LIF/Mie ratio didn’t change much with the distance from the injector. 
This suggests that the secondary breakup events are very rare. This is in accordance to statement made by Birkhold 
et al. [20].  
Higher value of LIF/Mie ratio was observed at higher distance from the injector outlet (60-90 mm). This can be 
related to the fact that bigger droplets penetrate further while the smaller ones due to lower momentum are easily 
decelerated by the aerodynamic forces. Lack of small droplets and the same size of large ones (due to non-
evaporating conditions) causes the increase of SMD. This assumption however should be verified with PIV 
measurement. 
It needs to be noted that the conventional LIF/Mie images were affected by the incident reflections, coming from 
the camera filter located on the other side of the spray. This reflection was especially strong in Mie image.  
Locating LIF and Mie cameras at one side of the laser light sheet and splitting LIF and Mie signals on dichroic mirror 
could be the solution for that. However, in certain cases it is not possible to get rid of background reflections. In 
case of SLIPI imaging the background signal didn’t pose any challenge.  
As far the experiments in the geometries resembling engine exhaust system are concerned this might be an 
important feature. Then the background reflections are expected to be present.  
In the setup used in this study combination of these two approaches, conventional and structured illumination for 
LIF/Mie droplet sizing, could allow to conclude on the background signal origin and at the same time gave 
information on instantaneous droplet size distribution over the whole spray. In the setup used here the 
instantaneous LIF/Mie ratio is available only for conventional illumination since SLIPI used here requires three 
images obtained for different modulation phases of the structured light sheet. Interesting option for instantaneous 
imaging is two-pulse SLIPI based only on two phases as discussed by Payri et al. [21] and Kristensson et al. [22]. 
This approach however requires a dual cavity laser. This is planned to be done in the future. 
In general, one can conclude that both methods, conventional and SLIPI, can be used for LIF/Mie ratio 
determination in such dilute sprays, provided that the sprays are visualised on non-reflecting background. SLIPI 
however should be used if a test rig generates any reflections. 

586

http://creativecommons.org/licenses/by-nc-nd/4.0/


ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain 

 

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0). 

EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA 

Acknowledgements 
Current work was supported by the European Smart Growth Operational Programme 2014-2020 through the project 
“Development of mixing and urea-water solution conversion unit in SCR systems in order to start production of 
exhaust system for compression ignition engine that meets the Euro 7 emission standards”, grant number: 
POIR.04.01.04-00-0060/15-02. 
 
References 
[1] Hirata, K., Masaki, N., Ueno, H., and Akagawa, H., 2005, “Development of Urea-SCR System for Heavy-

Duty Commercial Vehicles,” SAE Tech. Pap. 2005-01-1860. 
[2] European Comission, 2012, “Amendment No 459/2012 as Regards Emissions from Light Passenger and 

Commercial Vehicles (Euro 6),” Off. J. Eur. Union, 2012(459/2012), pp. 16–24. 
[3] Jaworski, P., Kapusta, Ł. J., Jarosiński, S., Ziółkowski, A., Capetillo, A. C., and Grzywnowicz, R., 2015, 

“SCR Systems for NOx Reduction in Heavy Duty Vehicles,” J. KONES, 22(4), pp. 139–146. 
[4] Zheng, G., Fila, A., Kotrba, A., and Floyd, R., 2010, “Investigation of Urea Deposits in Urea SCR Systems 

for Medium and Heavy Duty Trucks,” SAE Technical Paper, SAE International. 
[5] European Commission, “Real-Driving Emissions in the EURO 6 Regulation on Emissions from Light 

Passenger and Commercial Vehicles (RDE3) - DRAFT REGULATION” [Online]. Available: 
https://ec.europa.eu/info/law/better-regulation/initiatives/ares-2016-6339064_en. [Accessed: 11-Jan-
2017]. 

[6] Kojima, H., Fischer, M., Haga, H., Ohya, N., Nishi, K., Mito, T., and Fukushi, N., 2015, “Next Generation All 
in One Close-Coupled Urea-SCR System,” SAE Technical Paper, SAE International. 

[7] Michelin, J., Nappez, P., Guilbaud, F., Hinterberger, C., Ottaviani, E., Gauthier, C., Maire, P., and Couturier, 
T., 2015, “Advanced Close Coupled SCR Compact Mixer Architecture,” SAE Technical Paper, SAE 
International. 

[8] Grout, S., Blaisot, J.-B., Pajot, K., and Osbat, G., 2013, “Experimental Investigation on the Injection of an 
Urea–water Solution in Hot Air Stream for the SCR Application: Evaporation and Spray/wall Interaction,” 
Fuel, 106(x), pp. 166–177. 

[9] Postrioti, L., Brizi, G., Ungaro, C., Mosser, M., and Bianconi, F., 2015, “A Methodology to Investigate the 
Behaviour of Urea-Water Sprays in High Temperature Air Flow for SCR,” Fuel, 150(x), pp. 548–557. 

[10] Bareiss, S., Fuhrmann, N., Dreizler, A., Bacher, H., Höffner, J., Weishäupl, R., and Kügler, D., 2013, “Planar 
Droplet Sizing for Characterization of Automotive Sprays in Port Fuel Injection Applications Using 
Commercial Fuel,” Flow and Combustion in Advanced Gas Turbine Combustors, J. Janicka, A. Sadiki, M. 
Schäfer, and C. Heeger, eds., Springer Netherlands, Dordrecht, pp. 445–461. 

[11] Charalampous, G., and Hardalupas, Y., 2011, “Numerical Evaluation of Droplet Sizing Based on the Ratio 
of Fluorescent and Scattered Light Intensities (LIF/Mie Technique).,” Appl. Opt., 50(9), pp. 1197–1209. 

[12] Berrocal, E., Kristensson, E., Hottenbach, P., Aldén, M., and Grünefeld, G., 2012, “Quantitative Imaging of 
a Non-Combusting Diesel Spray Using Structured Laser Illumination Planar Imaging,” Appl. Phys. B, 
109(4), pp. 683–694. 

[13] Mishra, Y. N., Kristensson, E., and Berrocal, E., 2014, “Reliable LIF/Mie Droplet Sizing in Sprays Using 
Structured Laser Illumination Planar Imaging,” Opt. Express, 22(4), p. 4480. 

[14] Berrocal, E., Kristensson, E., Richter, M., Linne, M., and Aldén, M., 2008, “Application of Structured 
Illumination for Multiple Scattering Suppression in Planar Laser Imaging of Dense Sprays,” Opt. Lett., 
16(22), pp. 17870–17881. 

[15] Kristensson, E., Berrocal, E., Richter, M., Pettersson, S., and Aldén, M., 2008, “High-Speed Structured 
Planar Laser Illumination for Contrast Improvement of Two-Phase Flow Images,” Opt. Lett., 33(23), pp. 
2752–2754. 

[16] Leick, P., Grzeszik, R., Arndt, S., and Wissel, S., 2011, “Suppression of Multiple Scattering Using Structured 
Light Sheets – A First Assessment for Diesel and Gasoline Spray Visualization,” Proceedings of 24th 
European Conference on Liquid Atomization and Spray System, Estoril, Portugal, pp. 1–10. 

[17] Pastor, J., and Benajes, J., 2002, “Planar Laser-Induced Fluorescence Fuel Concentration Measurements 
in Isothermal Diesel Sprays,” Opt. Express, 10(7), pp. 309–23. 

[18] Kapusta, Ł. J., Jaworski, P., Teodorczyk, A., and Kowalski, J., 2015, “Laser Based Diagnostic System for 
Spray Measurements,” J. KONES. Powertrain Transp., 22(3), pp. 91–98. 

[19] Pastor, J. V, Payri, R., Salavert, J. M., and Manin, J., 2012, “Evaluation of Natural and Tracer Fluorescent 
Emission Methods for Droplet Size Measurements in a Diesel Spray,” Int. J. Automot. Technol., 13(5), pp. 
713–724. 

[20] Birkhold, F., Meingast, U., Wassermann, P., and Deutschmann, O., 2006, “Analysis of the Injection of Urea-
Water-Solution for Automotive SCR DeNOx-Systems: Modeling of Two-Phase Flow and Spray/Wall-
Interaction,” SAE Technical Paper, SAE International. 

[21] Payri, R., Gimeno, J., Martí, P., and Manin, J., 2012, “Fuel Concentration in Isothermal Diesel Sprays 
through Structured Planar Laser Imaging Measurements,” Int. J. Heat Fluid Flow, 34, pp. 98–106. 

[22] Kristensson, E., Berrocal, E., and Aldén, M., 2014, “Two-Pulse Structured Illumination Imaging.,” Opt. Lett., 
39(9), pp. 2584–7. 

 
 

587

http://creativecommons.org/licenses/by-nc-nd/4.0/


6R 
Atomizers 6



ILASS–Europe 2017, 28th Conference on Liquid Atomization and Spray Systems, 6-8 September 2017, Valencia, Spain 
http://dx.doi.org/10.4995/ILASS2017.2017.4667

Numerical simulation of superheated jets using an Eulerian method

Konstantinos Lyras1, Siaka Dembele1, C. Madhav Rao Vendra2, Jennifer Wen2*

1Department of Mechanical and Automotive engineering, Kingston University London, United
Kingdom

2School of Engineering, University of Warwick, Coventry, United Kingdom
*Corresponding author: jennifer.wen@warwick.ac.uk

Abstract
Flash boiling is the rapid phase change of a pressurised fluid that emerges in ambient conditions below its vapour
pressure. Flashing can occur either inside or outside the nozzle depending on the local pressure and geometry
and the bubble formation leads to interfacial interactions that eventually influence the emerging spray. Lagrangian
methods which exist in literature to simulate the flash atomisation and inter-phase heat transfer employ many sim-
plifying assumptions. Typically, sub-models used for the break-up, collisions and evaporation introduce an extensive
empiricism that might result in unrealistic predictions for cases like flashing. In this study, a fully Eulerian approach
is selected employing the Σ − Y model proposed by Vallet and Borghi. The model tracks liquid structures of any
shape and computes the spray characteristics comprising a modified version for the transport equation of the sur-
face density. The main goal of this study is to investigate the performance of this model in flash boiling liquids
using the Homogeneous Relaxation Model (HRM) developed by Downar-Zapolski, a model capable of capturing
the heat transfer under sudden depressurisation conditions accounting for the non-equilibrium vapour generation.
The model in this present study considers that the instantaneous quality would relax to the equilibrium value over
a given timescale which is calculated using the flow field values. A segregated approach linking the HRM and
Σ−Y is implemented in a compressible formulation in an attempt to quantify the effects of flash boiling in the spray
dynamics. The developed model is naturally implemented in RANS in a dedicated solver HRMSonicELSAFoam.
Results from simulations of two-phase jets of different subcooled fluids through sharp-edged orifices show that the
proposed approach can accurately simulate the primary atomisation and give reliable predictions for the droplet
sizes and distribution. Strong effects of the flashing and turbulent mixing on the jet are demonstrated. The model is
tested for turbulent flows within small nozzles and was developed within the open source code OpenFOAM.

Keywords
Flash-boiling, atomisation, ELSA model.

Introduction
Flashing jets occur when a high-pressure liquid flowing through a nozzle or an orifice is suddenly exposed to a
low-pressure environment, becoming superheated if it is not already so. Flashing is characterised by a rapid phase
change along the jet and bubble nucleation within the liquid core that influences the spray formation [1, 2]. Flashing
is very important in safety studies in cases of accidental releases of a liquefied flammable gas through a small crack
in the pipeline system. In the aerosol industry it can be used to control nucleation having the advantage of producing
sprays with very fine droplets within small domains [3]. In its dense part, the two-phase jet might appear in different
forms like bubbly, slug or annular and the nucleation is possible to start upstream of the orifice (a process generally
termed internal flashing) or at some distance downstream of the orifice (external flashing). The geometry and the
nozzle length-to-diameter ratio, the degree of superheat or subcooling, the storage and ambient conditions play a
crucial role in the atomisation process. Flashing occurs either if a liquid follows an isothermal depressurisation or an
isobaric heating. In both cases, the fluid fails to adjust to the local changes in pressure and temperature admitting
a metastable state which makes the process more challenging to understand.

Lagrangian modelling approaches usually rely on submodels for flash vaporisation (such as in [4]) and incor-
porate them in the concept of liquid parcels. The idea of parcels splits the modelling of the rapid boiling and
aerodynamic fragmentation of the jet employing single-droplets models. Despite the simplifications it suffers from,
it is a logical approach to the problem since after the primary atomisation and the consequent break-up, the liquid
structures become small enough to resemble spherical droplets. Experimental studies for water [5-7] and various
cryogenic fluids like liquid nitrogen in [8] indicate that two-phase jets emerging through a nozzle might begin flash-
ing with a severe impact on the spray. Numerical works of Lee et al. in [9] and Schmidt et al. in [10] also agree
with this change in the disintegration regime. In spite of its significance, detailed numerical studies of flash boiling
atomisation are scarce. Here, a novel approach is proposed to simulate the nozzle flow and the primary atomisation
in an Eulerian framework. The method tracks the interface of the spray in a compressible conservative manner
using the volume of fluid (VOF) method and is combined with the HRM implementation of Schmidt et al. [10]. The
method switches to a Lagrangian behaviour for the smaller liquid structures employing the Σ − Y model of Vallet
and Borghi [11]. The simulations considered here concern R134a jets which is an example a cryogenic liquid with
strong vaporisation effects when released in the atmosphere. For this reason, a modified formulation is suggested
for the Σ− Y model, adjusting the surface density equation to accommodate simulations of superheated jets.
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Mathematical formulations and methods
The Eulerian-Lagrangian Spray Atomisation (ELSA) model was established after the first formulation of Σ − Y

model in [11-12]. In ELSA, the two-phase flow consists of the liquid and gas, which vary in density and the flow is
studied as one single phase, solving one equation for mass and momentum which are omitted here for the sake of
brevity. The same stands for the VOF method. The liquid mass fraction Yl is used as a marker function to track the
liquid. The liquid mass fraction is calculated by the following equation,

∂ρ̄Ỹl
∂t

+
∂ρ̄Ỹlũj
∂xj

= −∂ρ̄Rjl
∂xj

(1)

where Rjl is the turbulent liquid flux given by,

Rjl = − νt
Sct

∂Ỹl
∂xj

(2)

where uj , ρ, νt, Sct are the common velocity of the liquid and gas in the j direction, the mixture density, the kinematic
turbulent viscosity and the turbulent Schmidt number respectively. Here only RANS approach is treated and φ̃
denotes the mass weighted Favre average of a variable φ decomposed into a mean part φ̄ and a fluctuating part φ′′.
The classical Navier-Stokes equations are solved in a fully Eulerian context using VOF and the flow variables such
as density, viscosity are averaged using the vapour mass fraction x, which is calculated with the following transport
equation,

∂ρ̄x̃

∂t
+
∂ρ̄ũj x̃

∂xj
= Γ (3)

Here Γ is the source term that stands for the interfacial mass transfer and is related to the vapour mass production
rate. This term is calculated using the HRM developed by Downar Zapolski in [13] and is written as a first order
approximation as,

Γ = ρ
Dx

Dt
= ρ

x∗ − x
Θ

(4)

Here x∗ is the equilibrium value of x and Θ is a timescale in which x would relax to x∗. The equilibrium value x∗ is
calculated here assuming isenthalpic conditions as,

x∗ =
h− hl,sat

hv,sat − hl,sat
(5)

In this formulation, hl,sat, hv,sat are the saturated enthalpies of liquid and vapour state. The timescale for the model
is calculated as,

Θ = Θ0α
−0.257ψ−2.24 (6)

and is validated for flashing releases of water at pressures up to ten bar. The non-dimensional pressure ψ is equal
(psat − p) /psat. The timescale Θ is a function of the constant Θ0 = 6.51× 10−4[s] and the void fraction given by,

α =
ρl − ρ
ρl − ρv

(7)

where ρl and ρv are the liquid and vapour densities. The ideal gas law is used for ρv and ρl is calculated using
compressibility and a reference state as,

ρl = ρref +
∂ρ

∂p
(p− pref ) (8)

The Eulerian-Lagrangian Spray Atomisation (ELSA) model
The ELSA model is used to model the atomisation process and has been extensively tested for spray injection

in the automotive industry. It is used here to predict the characteristics of the liquid structures in the dense and
dilute parts of the spray. The innovative idea that is introduced in ELSA, is the mean liquid/gas interface density Σ
for describing the spray. This definition is not limited to the assumption of spherical droplets which is a standard in
many Lagrangian methods in commercial and open-source software. The interface density can be considered as
the amount of spatial surface of liquid per unit volume at a given position, hence Σ has units of inverse length, m−1.
In finite volume methods, the volume is the control volume as shown in figure 1.
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Figure 1. Surface density at a control volume. Bold red colour inside the computational cell indicates the liquid surface and the
bold blue line is the control volume in a 2D projection.

The ELSA model has been originally developed and validated in RANS and is proven to accurately model the
turbulent mixing [15, 20]. It has been modified since its first appearance. Here we use the formulation proposed by
Menard et al. [14]. The model was modified by Lebas et al. [15] and the Σ equation can be written as,

∂Σ̄

∂t
+
∂ũjΣ̄

∂xj
=

∂

∂xj

(
νt
Sct

∂Σ̄

∂xj

)
+ Ψ (Sinit + Sturb) + (1−Ψ) (Scoll + S2ndBU ) + Svap (9)

The model consists of several source terms on the RHS, which are associated to different processes that might
have impact on the atomisation. The source terms can be calculated via different approaches. Here they are split
for the dense and dilute part of the spray using an indicator function Ψ which is equal to one if the liquid mass
fraction, Ỹl is between 1 and 0.5 and is zero for cells with liquid mass fraction less than 0.1. The indicator function
can be written as a function of the liquid volume fraction, φl, where φl = ρ̄Ỹl/ρ̄l as,

Ψ(φl) = H(φl − 0.1)H(φl − 0.5) + (H(φl − 0.1)−H(φl − 0.5))(2.5φl − 0.25) (10)

where H() is the Heaviside step function. The term Sinit corresponds to the minimum liquid/gas surface produced
in the atomisation process and is larger where the gradient of liquid mass fraction is higher according to,

Sinit = 2
µt
Sct

6ρ̄

ρlρglt

∂Ỹl
∂xi

∂Ỹl
∂xi

(11)

This expression is used in cases where Ỹl(1 − Ỹl) < 0.001. Otherwise the second fraction in equation 11 is equal

to
Σ̄

Ỹl(1− Ỹl)
. In the previous equation, ρg is the density of ambient gas (still air in the present study) and lt is the

turbulent length scale. Since the SSTk − ω model is used here, it is written as,

lt = C3/4
µ

k1/2

ω
(12)

where Cµ is a constant equal to 0.09. Sturb is the term responsible for the production or destruction of the interface
density due to stretching caused by turbulence and collisions/coalescences in the dense part of the spray. It is
assumed that interface will be created or destroyed due to turbulence until Σ reaches an equilibrium value, Σ∗turb.
The turbulent time-scale τt for this process is calculated from the turbulence model as,

τt =
1

ω
(13)

Considering a Weber number equal to one at the equilibrium, the source term is then calculated as,

Sturb =
Σ̄

τt

(
1− Σ̄

Σ∗turb

)
(14)

At the dilute part of the spray, the liquid structures are treated in a Lagrangian manner. The source term for the
surface creation/destruction due to collisions in the dilute areas is written in a similar way as in equation 14. The
collision time-scale τcoll is calculated as,

τcoll =
1

Σ̄
√

2
3
k̃

(15)

where k̃ is the turbulent kinetic energy. Hence, the collisions source term is equal to,

Scoll =
Σ̄

τcoll

(
1− Σ̄

Σ∗coll

)
(16)
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The additional equilibrium term Σ∗coll is calculated via an equilibrium Weber number,

We∗coll =
ρlu

2
collD32

σl
(17)

Where σl is the surface tension of liquid. The characteristic collision velocity ucoll is calculated via,

ucoll =

√
2

3
k̃ (18)

The diameter D32 is the characteristic size of the droplet, equivalent to the Sauter mean diameter and equals to,

D32 =
6ρ̄Ỹl
ρlΣ̄

(19)

The equilibrium Weber We∗coll is taken equal to 12 and the Σ∗coll is now calculated for equation 16. The next term to
model in equation 9 is S2ndBU , which comprises the surface production due to secondary break-up and is updated
using an expression like equation 16. The time-scale τ2ndBU of the break-up is calculated using the experimental
work of Pilch and Erdman [16]. This is a characteristic time where the liquid droplet will break-up due to Rayleigh-
Taylor or Kelvin-Helmholtz instabilities and is given by,

τ2ndBU = T
D32

urel

√
ρl
ρg

(20)

where the relative velocity between the two phases, urel can be computed using equation 2 as,

urel =
Rjl

Ỹl(1− Ỹl)
(21)

T is the total dimensionless time defined as the time when the drop and its fragments no longer break-up and is
taken from [16]. The equilibrium Weber number for the secondary break-up is equal to,

We∗2ndBU = 12(1 + 1.077Oh1.6) (22)

and assuming the effect of viscosity negligible, an equilibrium Σ∗2ndBU is obtained and S2ndBU is updated. Finally,
the last term in equation 9 is Svap, which is responsible for the change in interface density due to evaporation.
This term is usually omitted in the literature since there is no available model valid for all the spray regions. In
superheated liquids such as Liquefied Natural Gas (LNG) or in many refrigerants, evaporation could be important
in the equation for Σ. A simple correlation is introduced here,

Svap = − Σ̄

Θ

(
x∗ρ∗

ρ
− x
)

(23)

where the ”∗” symbol stands for the thermodynamic equilibrium of each illustrated variable. The equations pre-
sented are solved in a segregated approach using the finite volume method. The method in this study was devel-
oped using OpenFOAM [17]. All the variables are stored in the centre of the control volumes and the interpolated
fluxes are stored at the centre of the cell faces. The PIMPLE algorithm is used for the pressure velocity coupling.
The algorithm proposed by Schmidt et al. in [10] is used inserting the contribution of phase change into the pressure
equation. The PIMPLE algorithm is coupled with HRM in a way that considers the non-equilibrium vapour gener-
ation in the pressure-velocity coupling which is absent in standard OpenFOAM. Additionally, the available models
for modelling the droplet evaporation were found to give less accurate predictions in the vapour mass fraction and
velocity, especially in the dense spray region, something that is not observed with HRM.

Results and discussion
Numerical simulations were performed using the series of experiments from the FLIE project [18-19] investigat-

ing flashing releases of R134A (1,1,1,2 – Tetrafluoroethane: CF3-CH2F). The experimental domain consists of a
high pressure region where R134A is stored at a pressure above its vapour pressure at ambient conditions (663 kPa
at 293.15 K). The liquid passes through a nozzle of diameter D and length L and is released into a low-pressure
region which is equal to the atmospheric pressure. The computational domain and its discretisation consisting of
2.0 million hexahedral cells are shown in figure 2. The curvature at the walls in the nozzle exit is not considered for
the present simulations. The liquid core is more dense around the centreline of the jet, which indicates that finer
mesh is needed there. The physical parameters for the simulations are shown in Table 1. The cases tested here
concern the geometry in which L = 4 mm and D = 2 mm. Keeping in mind the importance of the flash boiling or
the geometry impact on the spray, the flow is simulated inside the nozzle avoiding arbitrary assumptions for the jet
inlet in the lower pressure region. Figure 3 illustrates the velocity distribution. The jet is emerging in the atmosphere
with a velocity of approximately 32 m/s, which is in good agreement with the experimental observations. The liquid
core that is observed in the vicinity of the centreline of the jet, has the highest velocity.
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Table 1. Physical properties for simulations.

Physical parameters for simulations

Inlet pressure 800 kPa
Inlet temperature 293.35 K
Outlet pressure 100 kPa

Outlet temperature 298 K
L/D 2

Superheat degree 47K

(a) Simplified sketch of the domain for the experiments in [19]. (b) Discretisation of the domain.

Figure 2. Representation of the domain

This is obvious in both inside and outside the nozzle. As long as we move along the centreline the jet morphology
changes with an enhanced evaporation on its surface. The change in the jet regime at the beginning of the release
is clearer in figure 4.

(a) Velocity profile projection for the selected case. (b) A closer caption of the velocity.

Figure 3. Converged jet velocity.

The liquid core is dense with a high number of liquid ligaments close to the nozzle and the liquid volume fraction
has its highest value, close to one. A few diameters away from the nozzle exit, the liquid volume fraction decreases
until it reaches the lowest limit of zero. For a distance up to 200D, two regions of this decrease can be identified
which correspond to different slopes in the graph in figure 4-b. The same trends are observed in other numerical
works (see in [20]). The bandwidth of these regions is affected by the thermophysical properties and is expected
to differ for cryogenic releases and non-evaporating jets. Previous studies in flashing jets indicate a rapid phase
change as soon as the local pressure drops lower than the saturation pressure. The initiation of this phase change
is more likely to happen within the nozzle for longer nozzles but is also possible for short nozzles with L/D less than
seven like here, even in low superheat degrees [8]. The jet vaporises within the nozzle, and the flow separation at
the sharp inlet corners results in a pressure drop and consequently in phase change (for more details see in [21]).
Because of this, the flow becomes two-phase and the liquid volume fraction decreases close to the nozzle walls as
shown in figure 4-a. The same behaviour is observed in the density. Hence, the jet at the nozzle exit, cannot be
considered as a pure liquid. Additionally, the method presented in the previous chapter, can predict the amount of
the vaporised liquid giving a realistic prediction for the jet morphology downstream.

Another important parameter in the atomisation modelling is the mean interface density and its evolution. Σ is
calculated via equation 9 comprising all the possible processes that could cause an increase or decrease in the
liquid/gas interface. For this reason a second order of accuracy bounded scheme for the convective terms in the
Σ-equation is used. A typical distribution of Σ is illustrated in figure 5. It is expected to be higher closer to the
nozzle exit where the initiation term Sinit dominates. The source term Sinit dominates the Σ generation initially
and together with Sturb are the most important source terms in the primary atomisation region. On the contrary the
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(a) In the whole domain.

(b) In the centreline of the jet.

Figure 4. Liquid volume fraction for the properties of Table 1.

terms Scoll, S2ndBU are less important in the vicinity of the nozzle exit hence Ψ is equal to 1 in this case. The terms
Scoll, S2ndBU are dominant in the secondary break-up region where droplets are generated due to aerodynamic
break-up and collisions. These terms prevail in the Σ−equation and Ψ tends to zero for the diluted regions. The
terms Sinit and Sturb are expected to be of minor importance in this case. The source term Svap is more important
in the primary atomisation and two/three dimensional numerical investigations showed that usually is smaller than
the other source terms in equation 9. Definitely, further examination of equation 23 must be conducted. From
equation 11, the initial interface density is a function of the liquid mass fraction gradient which is greater close
to the injection region. After the injection, the jet starts to fragment and interface is created. Consequently, Σ is
increasing. During the primary atomisation, large blobs and ligaments form, which is also reported in [19] in the
experiments. After reaching a peak value, Σ starts to decrease rapidly. Some diameters after the peak value, the
interface density reduces to O(10). In this region, apart from the evaporation process, the secondary break-up
takes place and causes the large ligaments to burst into smaller droplets which leads to an increase in the interface
density. That is why the source term S2ndBU is positive in equation 9. The contribution of the source term due to
droplet collisions, Scoll is also included in this part of the spray. The droplet size is defined in the regions where the
liquid mass fraction and interface density are non-zero. It is calculated via equation 19 and some two-dimensional
results are shown in figure 5 for the Sauter mean diameter (D32) along the jet centreline. The D32 is higher close
to the nozzle exit where the jet is almost pure liquid at the centreline. After almost 5 diameters, the D32 order is
of some hundreds of microns. As mentioned before, flashing is a process very efficient in the aerosol industry for
producing fine sprays. Hence, the resulting D32 values are reasonable and in relatively good agreement with the
experimental data from [19]. Three-dimensional simulations performed showed that along the radial axis, D32 is
maximum at the jet centreline and decreases along the radial axis.

(a) Axial interface density distribution. (b) Sauter mean diameter in the centreline of the jet.

Figure 5. ELSA model simulations.

The axial velocity obtained from ELSA at the primary atomisation region is shown in figure 6 compared to the
PIV and PDA experimental results. The velocity ranged in the simulations between 32 m/s in the dense region,
and 1 m/s in the diluted regions. In the simulations, the peak velocity is observed a few diameters after the jet
exits to the atmosphere whereas in the experiments the peak velocity is reported in the region between 10 − 18D
as illustrated in figure 6. The velocity obtained from ELSA model is high and almost constant within this range, but
decreases with further increasing the distance from the nozzle exit. For example it gets half at x/D = 110 [19].

Conclusions
An Eulerian-Lagrangian Atomisation Spray method using RANS, implemented within OpenFOAM, is presented.The

model follows the original implementation of Σ − Y model, solving two equations, one for the liquid mass fraction,
and another one for the interface density. Source terms for accounting for the creation/destruction of the interface
due to mechanical and thermodynamic effects are used in the modelling. A novel expression for the change in sur-
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Figure 6. Velocity along the jet centreline.

face density in cryogenic jets is used here and is inserted in the Σ−equation.The applications of the method include
fuel atomisers, accidental releases and other situations of a sudden pressure drop of a superheated/sub-cooled
liquids in a low pressure environment.

The ELSA approach, combines the advantages of Eulerian and Lagrangian frameworks, and uses explicit for-
mulations for modelling the droplet characteristics like the Sauter mean diameter. Preliminary results show that
the method can properly describe the droplet sizes along the jet centreline. Further research should be made for
the implicit/explicit treatment of the source terms in the Σ − Y model and the impact of the turbulence modelling
approach on the primary atomisation.
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Nomenclature
Cµ constant of turbulence model [-]
D diameter [m]
D32 Sauter mean diameter, SMD [m]
h enthalpy [J/kg]
H Heaviside step function [-]
k kinetic energy [m2s−2]
L length of nozzle [m]
lt turbulent length scale [m]
Oh Ohnesorge number, µl/ρlD32σl [-]
p pressure [kPa]
Sinit minimum liquid/gas interface production [m−1s−1]
Sturb source term for interface production/destruction due to turbulence [m−1s−1]
Scoll interface density source term due to collisions [m−1s−1]
S2ndBU interface density source term due to secondary break-up [m−1s−1]
Svap interface density source term due to evaporation [m−1s−1]
Sct turbulent Schmidt number, µ/ρDm [-], where Dm =mass diffusivity [m2s−1]
t time [s]
uj velocity [m/s]
ucoll characteristic collision velocity [m/s]
We∗coll equilibrium Weber number characteristic for droplets collisions [m/s]
We∗2ndBUequilibrium Weber number characteristic for secondary break-up [m/s]
x vapour mass fraction [-]
x∗ equilibrium vapour mass fraction [-]
φl,Ỹ liquid volume fraction, mass weighted Favre averaged mass fraction [-]
α void fraction [-]
Γ interfacial mass transfer in the HRM [kgm−3s−1]
Θ relaxation time scale [s]
Θ0 constant in the HRM [s]
µ, µt dynamic viscosity, dynamic turbulent viscosity [kgm−1s−1]
νt kinematic eddy viscosity [m2/s]
ρ density [kgm−3]
σ surface tension [kgs−2]
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Σ liquid/gas interface density [m−1]
Σ∗coll equilibrium interface density in collisions source term [m−1]
Σ∗2ndBU equilibrium interface density in the secondary break-up source term[m−1]
Σ∗turb equilibrium interface density in the turbulence source term[m−1]
τt turbulent time scale [s]
τcoll collision time scale [s]
τ2ndBU secondary break-up time scale [s]
ψ non-dimensional pressure [-]
Ψ phase indicator function [-]
ω turbulence frequency calculated by the turbulence model [s−1]
g gas phase
j running index
l liquid phase
g gas phase
ref reference state
g ambient gas
sat saturation conditions
v vapour
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Abstract 
A numerical framework has been developed to simulate the mixing of supercritical and transcritical fluids using an 
equation of state based on statistical associating fluid theory. In a Diesel engine the liquid fuel is injected into 
supercritical air. After the injection, the Diesel is heated over its critical temperature reaching a supercritical state. 
Modelling real-fluid effects is critical in order to properly characterize the air/fuel mixing in the combustion chamber. 
By using the PC-SAFT EoS (Perturbed Chain Statistical Association Fluid Theory Equation of State) real fluids 
effects can be taken into account in a CFD simulation. The PC-SAFT EoS shows best results than cubic EoS 
computing liquid density, compressibility, speed of sound, vapor pressures and density derivatives. Unlike cubic 
EoS, this model accounts for the shape and size of the molecules. Gas, liquid, supercritical and vapor-liquid 
equilibrium states can be simulated. PT FLASH (Isothermal Multiphase Flash Calculation) is applied to compute 
the phase diagram used by the code. Shock tube problems were conducted in a wide range of pressures and 
densities using n-dodecane to show the capability of the developed algorithm. The results were compared with the 
solution of an exact Riemann solver which has the PC-SAFT EoS implemented showing a high degree of 
agreement. In addition, a two-dimensional simulation of supercritical nitrogen jet mixing was carried out to check 
the multidimensional capability of the code. 

Keywords 
Supercritical, transcritical, PC-SAFT EoS 

1. Introduction
Small soot particles generated in Diesel engines are linked to important health issues such as heart attacks, 
premature death, bronchitis or asthma among children. Recent studies [1] has shown that a supercritical Diesel 
combustion can reduce the emissions of particulate matter and nitrogen oxides. The significant reduction (or even 
almost disappearance) of the fuel vaporization time has been linked with reduced harmful emissions [2, 3] while at 
the same time, it may improve engine thermodynamic efficiency due to engine operation at higher compression 
ratios. 

In Diesel engines the liquid fuel is injected into air that has pressure and temperature conditions higher than the 
critical point of the fuel. The liquid injection temperature is lower than the fuel critical temperature but as the liquid 
is heated up, it may reach supercritical temperature before its full vaporisation. This process is known as transcritical 
injection. A single fluid or a mixture reaches a supercritical state when the pressure and the temperature exceed its 
critical values. Under such conditions, the repulsive atomic forces overcome the surface tension, resulting in the 
existence of a single phase. A supercritical phase shows properties of both gases and liquids (e.g., gas-like 
diffusivity and liquid-like density). 

Simulating supercritical flows makes necessary the implementation of a real-gas equation of state (EoS), which 
takes into account the intermolecular repulsive forces in the relationship among pressure, density and temperature. 
Nowadays, cubic EoS are standard to compute supercritical and transcritical thermodynamics in CFD simulations. 
Soave-Redlich-Kwong and Peng-Robinson EoS are widely utilised. By using the Péneloux volume correction [4], 
the low values of liquid density provided by the original version of these models can be fixed, but the calculation of 
gas compressibility factors and pressure derivatives are still inaccurate [5]. 

In the last few decades more advanced models have been developed. The SAFT EoS is an advanced molecular 
model which can precisely compute the thermodynamic properties of complex mixtures. It is based on the 
perturbation theory extensively studied by Wertheim [6-9].  Chapman et al. [10, 11] developed this EoS by applying 
Wertheim’s theory and extending it to mixtures.  
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In the SAFT model the reference fluid is formed by spherical segments of equal size. Then attractive forces are 
added between molecules. After this, chains are forms with hard-sphere segments and finally associative forces 
are added between molecules. Figure 1 shows a physical representation of the different contributions. 
 

 

   

Figure 1. Physical description of the attractive and repulsive contributions of the SAFT EoS and the PC-SAFT EoS [12] 

 

Many variants of the SAFT model exist. Among them, the PC-SAFT EoS (Perturbed Chain Statistical Association 
Fluid Theory EoS) is the one implemented here. In this variant, hard chains are used as the reference fluid instead 
of hard spheres. The SAFT EoS compute the attractive interaction between individual molecules and chain 
segments while in the PC-SAFT EoS the interactions between entire molecules are considered. This improves the 
thermodynamic description of chain-like fluid mixtures [12].   
 
Although this EoS is based on advance molecular theory, only three parameters of each component have to be 
specified to compute the thermodynamic properties of the mixtures. The performance of the PC-SAFT model is 
superior to cubic EoS computing heat capacities, speed of sound, pressure-volume derivative and pressure-
temperature derivative [13]. The results for gas Z-factors and compressibility are more accurate as well. It shows a 
good prediction of liquid densities and pure component vapor pressures. Additionally, it accounts for the shape and 
size of the molecules as it is based on statistical mechanics. 
 
2. Mathematical formulation 
The Navier-Stokes equations for a non-reacting multi-component mixture containing N species in a 2D flow are 
given by: 
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where  is the fluid density, u and v are the velocity components, p is the pressure, E is the total energy, iJ is the 

mass diffusion flux of species i, is the deviatoric stress tensor and q is the diffusion heat flux vector. 

A finite volume scheme is employed in this work. The PC-SAFT EoS is implemented in order to simulate supercritical 
and transcritical states. Operator splitting is adopted to divide the physical processes into hyperbolic and parabolic 
sub-steps. The global time step is computed using the CFL criterion of the hyperbolic operator.    

2.1. Hyperbolic sub-step 

The HLLC solver is used to solve the Riemann problem. The conservative variables are interpolated onto the cell 
faces using a fifth-order WENO (Weighted Essentially Non-Oscillatory) scheme due to its high order accuracy and 
non-oscillatory behaviour. Time integration is performed by using a third order TVD RK (Total Variation Diminishing 
Runge-Kutta) method.  
 
2.2. Parabolic sub-step 

The method developed by Chung et al. [14] is used to calculate the values of the dynamic viscosity and thermal 
conductivity of the mixture. In order to compute the diffusion coefficient the model of Riazi et al. [15] is utilised. A 
TVD scheme of third order is used to perform the time integration of this sub-step. The diffusion fluxes are computed 
conservatively using a second order method. 
 
2.3. PC-SAFT EoS 

In perturbation theory, the potential energy of the molecular fluid is described as the sum of the potential energy of 
the reference fluid and a perturbation. The PC-SAFT EOS (based on perturbation theory) is expressed as the sum 
of all the residual Helmholtz free energy contributions. These contributions correspond to the different types of 
molecular interactions. The Helmholtz free energy was computed using eq.3 [16]. 
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The thermodynamic variables computed by the PC-SAFT model are the temperature, pressure, sonic fluid velocity, 
enthalpy, entropy, fugacity and Gibbs free energy. The algorithm inputs are the density, internal energy and three 
pure component parameters (number of segments per chain, energy parameter of each component and segment 
diameter). The density and the internal energy are obtained from the conservative variables of the CFD code. The 
pure component parameters are specified in the initialization of the simulation. 
 
A Newton Raphson method is employed to compute the temperature. The temperature is required to calculate the 
value of all other thermodynamic variables. The temperature dependent function used in the iterative method is the 
internal energy. When this converges to the value provided by the conservative variables, the iterative process is 
terminated. 
 
2.3.1. Iteration process 
a) Guessing an initial temperature value  
The value of the temperature from the previous time RK sub-step or the previous time step is used to initialize the 
iteration process. In most cells this value will be close to the solution (assuming a small time step).  
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b) Computing the compressibility factor 
It is calculated as the sum of the ideal gas contribution (considered to be 1), the dispersion contribution and the 
residual hard-chain contribution [16]. 
 

1 hc dispZ Z Z                                      (8) 
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Where 1 2C ,C  are abbreviations [16]. 

 
c) Computing the pressure 
The pressure can be calculated using eq.12 once the compressibility factor is known [16].  

 
3

1010mP ZkT                                    (12)

             
d) Computing the internal energy 
It is the sum of the ideal internal energy and the residual internal energy. The residual internal energy is 
calculated by using eq.13 [17]. 
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If the computed total internal energy is not close enough to the value obtained from the conservative variables the 
Newton Raphson method is applied to calculate a new value of the temperature and repeat steps b-d.  
 
2.3.2 Other thermodynamic properties 
Once the temperature value is known the following properties are computed. 
 
Heat capacities: They are computed as the sum of the ideal contribution (Poling et al. [18]) and the correction done 
by the PC-SAFT EoS (eq.15) [17].  
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Total enthalpy: It is used to compute the thermal diffusion vector in the parabolic sub-step. The total enthalpy is the 
sum of the ideal contribution (obtained by integrating the ideal heat capacity at constant pressure with respect to 
the temperature) and the residual enthalpy (eq.14) [16]. 
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Total entropy: Likewise the enthalpy, it is the sum of the ideal and the residual contributions. The ideal contribution 
is computed using the formula of the entropy for ideal gases and the residual contribution is computed using eq.16 
[16]. 
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                       (16) 

 
Sonic fluid velocity: The equation applied by Diamantonis et al. (eq.17) [19] was used.  
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Fugacity: It is an input of the PT FLASH model used to perform phase equilibrium calculations. Eq.18 [16] is applied 
to compute the fugacity. 
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2.3.3 Calculation of the phase diagram 

The calculation of the number of phases present in a mixture in a certain condition is a recognized problem in the 
utilization of any EoS. In some cases, the number of phases is assumed a priori and then the composition in every 
phase is calculated by imposing the conditions of equilibrium. However, this technique often leads to divergence in 
the iterative methods used to achieve these. In our case, this is solved by an isothermal flash calculation after a 
stability analysis using the Tangent Plane Criterion Method proposed by Michelsen [20] and applied to the PC-
SAFT EoS by Justo-Garcia et al. [21]. Nevertheless, for a case in which we have a single component, this problem 
gets simplified vastly and the rudimentary method of assuming a fixed number of phases can be applied. First, we 
calculate the saturation curve for the single component by imposing the equilibrium conditions: 

_ _

_ _

_ _
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SATURATED VAPOR SATURATED LIQUID
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T T

p p
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
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

 

where T, p and μ are the temperature, pressure and chemical potential of the component. Then for the inputs, we 

compare with the calculated saturation curve, knowing then if the conditions for the component are inside or outside 
of it. In case of being outside, the EoS is applied directly. On the other hand, if it is inside, the saturation values are 
weighted by the amount of vapor-liquid calculated. The phase diagram is computed in the initialization of the 
program in order to reduce the computational time of the simulation. 
 
3. Results and discussion 
In this section, the hyperbolic part of the code is validated against the exact solution of the Riemann problem. In 
addition, a two-dimensional simulation of a cryogenic nitrogen jet was performed to demonstrate the two-
dimensional capability of the numerical framework.  
 
3.1. Shock tube problem 
A shock tube problem is a one-dimensional Riemann problem frequently applied to validate computational fluid 
codes. The Euler equations are solved in this validation so a direct comparison with the exact solver can be done. 
The component used to perform the simulation was n-dodecane. The exact Riemann solver uses an unstructured 
table which contains the thermodynamic properties derived from the PC-SAFT EoS. This table is generated before 
performing the simulations. The domain used was x ϵ [-2, 2], the initial conditions of the left state are 
ρL=751.167kg/m3, pL=40.2kPa, uL=0m/s and the initial conditions of the right state are ρR=719.249kg/m3, 
pR=170bar, uR=0m/s. 800 equally spaced cells were used with a fifth order spatial accuracy. Wave transmissive 
boundary conditions are implemented in the left and right sides. Figure 3 shows a high degree of agreement 
between the exact solution and the computed results.  
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Figure 2. Validation of the hyperbolic sub-step in the Riemann problem. Comparison between the exact and the numerical 
solution of the density (upper left), pressure (upper right), temperature (lower left) and x-velocity (lower right) at t = 5 x 10-4s. 

 
3.2. Two-dimensional test case 

A two-dimensional supercritical nitrogen jet mixing case was simulated using the developed numerical framework. 
Cryogenic liquid nitrogen is injected into a chamber filled with high temperature nitrogen. This simulation was 
previously done by Ma et al. [22] employing similar conditions to the case 3 of Mayer et al. [23]. The ambient 
pressure in the combustion chamber is 4MPa, the density of the jet is 440kg/m3 and the density of the nitrogen in 
the combustion chamber is 40 kg/m3. The velocity of the jet is 50m/s and the diameter of the exit nozzle is 1.0mm. 
The domain used is 30mm x 15mm. A structured mesh is applied with a uniform cell distribution. The cell size is 
0.06mm x 0.06mm. A flat velocity profile is imposed at the inlet. Transmissive boundary conditions are used in all 
boundaries with the exception of the inlet. It was not utilised a sub-grid scale model. The parabolic sub-step is 
included into the simulation. 
 

 

Figure 3. Density results of the simulation of the planar cryogenic nitrogen jet at t = 7.90 x 10-4s 
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At high pressures the intermolecular interactions in the gas-liquid interphase are symmetrical so the atomization 
phenomena is suppress. In Figure 3 it can be appreciated that the mixing process depends on the turbulence where 
the large density gradients play an important role. When the jet is introduced in the high temperature environment 
of the chamber the velocity gradients at the jet surface generate a rollup which finally breakup into ligament-shaped 
structures. The Kelvin Helmholtz instability can be observed in the shear layer.  
 
The mixing layer is similar to a gas/gas turbulent mixing case. This feature was observed by the experiments 
performed by Chehroudi el al. [24]. No droplets are formed at this conditions. Figure 4 shows how the jet is quickly 
heated to a gas-like supercritical state after the injection takes place. 

 

 

Figure 4. Temperature results of the simulation of the planar cryogenic nitrogen jet at t = 7.90 x 10-4s 

 
By setting the CFL number at 1.0 and using a second order RK method the number of time steps needed to simulate 
7.9E-4s is approximately 50000. The average CPU time for a time step is 14.2s. It has to be taken into account that 
this is a serial code used to validate the numerical framework and it is not optimized. If the operator splitting is not 
applied the CPU time can be reduced to 8.6s. Unlike the fifth order WENO scheme, the evaluated first and second 
order schemes are not able to properly capture the large density gradients. Third and fourth order reconstruction 
schemes have not been evaluated. 
 
Conclusions 
A numerical framework was developed to simulate the mixing of supercritical and transcritical flows using the PC-
SAFT EoS. By using this advance molecular model, real fluid effects are taken into account in the simulations. Apart 
from supercritical state, the developed code is able to simulate gas, liquid and vapor-liquid phase equilibrium. The 
algorithm applied to couple the PC-SAFT EoS and the Navier-Stokes equations allows a quick computation of the 
thermodynamic properties of the flow. The hyperbolic part of the code was validated against the exact solution of 
the Riemann problem solved for the PC-SAFT EoS. Furthermore, the simulation of the two-dimensional supercritical 
nitrogen jet mixing case shows the multidimensional capability of the numerical framework. Future work will include 
the simulation of transcritical and supercritical mixing cases with a composition more similar to Diesel in temperature 
and pressure conditions closer to those of a diesel engine.  
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Nomenclature 

List of Symbols Greek Letters 

  
resa  = reduced Helmholtz free energy    = depth of pair potential [J] 

d  = temperature-dependent segment diameter [Å]    = packing fraction 

g   = radial distribution function   = density [kg/m3] 

I  = integrals of the perturbation theory 
m   = total number density of molecules [1/Å3] 
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K  = Boltzmann constant [J/K] 
d   = segment diameter [Å3] 

m  = number of segments per chain Superscripts 

m  = mean segment number in the system disp  

disp 

= contribution due to dispersive attraction 

P  = pressure [Pa] hc  

hc 

= residual contribution of hard-chain system 

R  = gas constant [J mol-1 K-1] hs  

hs 

=residual contribution of hard-sphere system 

T  = temperature [K] id  = ideal gas contribution 

ix   = mole fraction of component i   

Z  = compressibility factor   
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Abstract 
This study employs DNS of two-phase flows to enhance primary atomization understanding and modelling to be 
used in numerical simulation in RANS or LES framework. In particular, the work has been aimed at improving the 
information on the liquid-gas interface evolution available inside the Eulerian-Lagrangian Spray Atomization (ELSA) 
framework. Even though this approach has been successful to describe the complete liquid atomization process 
from the primary region to the dilute spray, major improvements are expected on the establishment of the drop size 
distribution (DSD). Indeed, the DSD is easily defined once the spray is formed, but its appearance and even the 
mathematical framework to describe its creation during the initial breakup of the continuous liquid phase in a set of 
individual liquid parcels is missing. This is the main aim of the present work to review proposals to achieve a 
continuous description of the DSD formation during the atomization process. 
The attention is here focused on the extraction from DNS data of the behaviour of geometrical variable of the liquid-
gas interface, such as the mean and Gauss surface curvatures. A DNS database on curvature evolution has been 
generated. A Rayleigh-Plateau instability along a column of liquid is considered to analyse and to verify the 
capabilities of the code in correctly predicting the curvature distribution. A statistical analysis on the curvatures data, 
in terms of probability density function, was performed in order to determine the physical parameters that control 
the curvatures on this test case. Two different methods are presented to compute the curvature distribution and in 
addition, the probability to be at a given distance of the interface is studied. This approach finally links the new tools 
proposed to follow the formation of the spray with the pioneering work done on scale distribution analysis.  

Birth of drop size distribution 
A standard output expected from any atomization model or theory is the drop size distribution (DSD). There are 
several definitions of this function. Most generally, it is 𝐹𝑁(𝐷)  in such way that 𝐹𝑁(𝐷′)𝑑𝐷 is the number of droplet
per unit of volume with a diameter ∈ [𝐷′, 𝐷′ + 𝑑𝐷[ . In this case, it is the number diameter distribution (NDD) and it 
may be also normalized to define a probability density function 𝑃𝑁(𝐷).
The function 𝐹𝑁(𝐷) requires the possibility to count the number of droplets. Thus, it is necessary to separate the
liquid phase in a set of discrete elements. Usual atomization starts with a continuous liquid flow (for instance a liquid 
jet) and during the atomization process the splitting of the continuous liquid phase occurs. This phase of the 
atomization process can be associated to the so-called primary breakup. Once it is created, for fixed external 
conditions and generally considering the whole spray, the NDD may evolve towards  an asymptotic state, for which 
numerous theoretical and experimental works are reported in the literature [1]. To address more complex situations 
or to determine its function in space and time, a transport equation for the DSD is required and in the case of the 
𝐹𝑁(𝐷) this is the Williams-Boltzmann equation (WBE) [2].
Although the flow inside the injector as well as surface instabilities and the way to solve the WBE have been the 
subject of important researches, few works deal with the droplet generation step to estimate the initial DSD. One 
reason is the lack of data to justify any proposal and the other reason is the non-applicability of the NDD definition 
during the primary breakup. Indeed, considering a liquid jet before the detachment of a liquid parcel, the notion of 
a diameter cannot be reasonably introduced. However, considering an initial instability over a liquid surface, such 
unsteadiness will evolve in time and create wrinkles at a certain length scale that should be in some way related on 
a theoretical point of view to the diameter of the droplet that will be then generated. It is clear that a link between 
these two subsequent steps is still missing. Regarding the data in this transition zone during primary breakup, there 
have been great progresses both in experimental techniques and in numerical simulations.  
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The main goal of the present study is therefore the proposition of an innovative extended definition of the drop size 
distribution to be used all along the atomization process, leading to the so called Surface Curvature Distribution 
(SDF). The definition of the SDF will be first introduced and related to some characteristic geometrical properties of 
the liquid/gas interface, such as the mean and Gauss curvatures. Then, numerical simulations will be then used to 
extract its evolution on a fundamental breakup test case. The well-known Archer code [3], [4], where a combined 
VOF-Level set approach is used to capture the interface and a ghost-fluid method is applied to represent accurately 
the jump of variable across the liquid-gas interface, has been used to this end.  
The paper is structured as follows: the next section is devoted to the description of the SDF and to the introduction 
of a relation between the SDF and the NDF for a spherical droplet based on surface curvatures. In the second part 
of the paper, a Rayleigh-Plateau test case has been considered to determine the evolution of the two curvatures to 
show how the breakup process from a liquid jet to the final droplet can be directly described employing such surface 
geometrical properties. 
 
An extended definition of the drop size distribution 
The purpose of this section is to propose an extended definition of the drop size distribution that may applicable all 
along the atomization process including the primary breakup zone. Before looking at the DSD definition, it should 
be pointed out that the same problem appears to define a mean diameter: it is a moment of the NDD and therefore 
it can be defined only once the continuous liquid jet has been broken in a set of liquid droplets. From the pioneering 
work of Vallet and Borghi [5], [6] it is known that the definition of the mean diameter can be replace beneficially by 
the more general mean surface density Σ, that is the surface area per unit of volume. This quantity can be defined 
everywhere whatever is the liquid phase topology and, combined with the liquid volume fraction 𝛼, it gives the mean 

Sauter diameter once the spray is formed: 𝐷32 =
6𝛼

Σ
 . Recently, Essadki et al [7] used high order fractional moments 

of the DSD for disperse phase, where the size is given by the surface area of droplet, to recover some interface 
geometrical quantities already used in describing the gas-liquid interface in [9]. These quantities are the volume 

fraction, the mean surface density and the two averaged Gauss 𝐺 = 𝜅1 ∗ 𝜅2 and mean 𝐻 =
𝜅1+𝜅2

2
 curvatures, where 

𝜅1 and 𝜅2 are the two principal curvatures of the surface.  
To overcome the limits of the DSD in modelling a gas-liquid interface, some surface characteristics can be used 
since they should carry the information of the DSD which is hidden during the wrinkling process.  
The proposal here is to look at the curvature (𝜅) distribution along the liquid-gas surface. In this case the distribution 
of curvature is 𝐹𝑆(𝜅) and the 𝐹𝑆(𝜅′)𝑑𝜅 is the area of surface with a curvature κ ∈ [𝜅′, 𝜅′ + 𝑑𝜅[ . This leads to the 
definition of a surface curvature distribution (SCD). However, an accurate description of the interface cannot be 
restricted to one geometrical variable as it is often used in the DSD for disperse phase. Therefore, we use the 
Gauss and mean curvatures as phase-space variable, leading to a bi-variate SCD: 𝐹𝑆(𝐻, 𝐺). Once the spray is 
formed, the DSD is a particular case of 𝐹𝑆(𝐻, 𝐺) since for spherical droplets 𝜅1 = 𝜅2 = 2/𝐷 .  
Indeed, for a disperse phase of spherical droplets, the Gauss curvature can be simply expressed as  𝐺 = 4𝜋/𝑆, 

where 𝑆 = 𝜋𝐷2 is the droplet surface area. Therefore, the two functions  4𝜋/𝐺𝐹𝑆(𝐻 = √𝐺,𝐺) and  𝐹𝐷(𝐷)  are 
equivalents, since they count the probable number of droplets per volume and per radius or Gauss curvature. The 
link between the two distributions has been already generalized in [8] for non-spherical droplets by using some 
interesting topological properties of Gauss curvature.  
Therefore, considering that during primary atomization the liquid-gas interface undergoes different instabilities and 
deformation, the interface state can be described geometrically by the local curvatures. When the curvatures reach 
high values, the liquid breakup mechanism is activated and lead to generate droplets of diameter related to the 
curvatures of the previous interface state. Hence, the first proposal has been to carry the curvature distribution by 
the surface. However, any spray may be characterised by a volumetric distribution. For a spray, the DSD becomes 
𝐹𝑉(𝐷)  in such way that 𝐹𝑉(𝐷′)𝑑𝐷 is the liquid volume fraction of droplets with a diameter ∈ [𝐷′, 𝐷′ + 𝑑𝐷[ . This 
volumetric distribution can be also extended to any liquid topology, leading to the volumetric distance function 
distribution (V𝜑D), that can be a second proposal. It is defined by 𝐹𝑉(𝜑)  in such way that 𝐹𝑉(𝜑′)𝑑𝜑 is the volume 
fraction of flow that is at a distance 𝜑 from the interface, with 𝜑 ∈ [𝜑′, 𝜑′ + 𝑑𝜑[, 𝜑 is positive in the liquid phase and 
negative in the gas phase. With this definition the following relation stands: 

The gas volume fraction is 𝛼𝑔 = ∫ 𝐹𝑉(𝜑)𝑑𝜑
0

−∞
, the liquid volume fraction is 𝛼𝑙 = ∫ 𝐹𝑉(𝜑)𝑑𝜑

+∞

0
, and the mean surface 

density Σ = 𝐹𝑉(0). 
The V𝜑D gives the distribution of the flow with respect to the distance to the interface. The link with the DSD is not 
straightforward. However, this distribution can be clearly identified on a given geometric object and in particular for 
a spherical droplet. Indeed, this idea has been explored by Dumouchel and co-workers [12,13] with the concept of 
scale distribution, 𝐸3(𝑑). The definition of this function for a given object (for instance a droplet) is based on the 
total object volume 𝑉0  and the volume 𝑉(𝑑) defined by all points at a distance 𝑑 or greater to the object surface. 
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The scale distribution is given by 𝐸3(𝑑) =
(𝑉0−𝑉(𝑑))

𝑉0
. The link between the scale distribution and the V𝜑D can be 

express readily by 𝐸3(𝑑) =
𝐹𝑉(𝜑=𝑑)

𝛼𝑙
 . Dumouchel et al. have worked on experimental data in 2D [12] and more 

recently they have used 3D simulation (ICM + DNS) to extract 3D results [13]. A link must exist between the scale 
distribution or the volume fraction distribution with the curvature or at least an average curvature of the surface. 
This point is still under investigation inside our research group. 
 
First application of the definitions 
As a first step a very simple configuration corresponding to a Rayleigh-Plateau instability, where a set of droplet is 
created from an initial column of liquid, is here used to show how the surface curvatures and V𝜑D can be used to 
describe a breakup event. This is a standard test case for the code Archer that is known to give good results on 
this configuration. Two methods have been used to extract the curvature distribution. The first one is based on the 
distance function that is part of the numerical procedure in the resolution of the two-phase flow in Archer code. The 

normal to the surface 𝑛⃗ = −
∇⃗⃗ φ

|∇⃗⃗ 𝜑|
 is first calculated. Then, the matrix 𝑃 = 𝐼 − 𝑛⃗ 𝑛⃗ 𝑇 with 𝐼 the identity matrix, and the 

Hessian matrix 𝐻𝑚 =
𝜕2𝜑

𝜕𝑥𝑖𝜕𝑥𝑗
 are calculated in order to have the matrix 𝐺𝑚 = −

𝑃𝐻𝑚𝑃

|∇⃗⃗ 𝜑|
. Finally, the two principal 

curvatures 𝜅1 and 𝜅2 are obtained by : 

 𝜅1 =
𝑇+√2𝐹2−𝑇2

2
 and 𝜅2 =

𝑇−√2𝐹2−𝑇2

2
  

with 𝑇, the trace of the matrix 𝐺𝑚 and 𝐹, the Frobenius norm of the matrix 𝐺𝑚. For a more detailed explanation of 
the method, see [11]. In Archer, these curvatures are calculated on the center of the mesh cells, so in order to have 
the right curvatures on the interface, the curvature radius is corrected by the distance function which gives the 
distance from the center of the cell to the interface. 
The second one has been developed in [8], where the gas-liquid interface is discretized with a 2D triangulated mesh 
using the Marching Cube algorithm. The curvature is computed at each vertex of the created mesh, as spatial 
averages around this vertex, based on some results of discrete differential geometry [10].  Then, in order to eliminate 
the noise of the estimated curvatures, the authors of [8] used an adequate spatial-averaging process, which 
preserves some topological feature of the gas-liquid interface such as computing the droplet number from the bi-
variate SCD: 𝐹𝑆(𝐻, 𝐺), while filtering the noise. 
Finally, the first result on the V𝜑D have been obtained through the distance function.  All these concepts have been 
explored in a simple test case described in the next section before addressing more complex test cases up to the 
final atomization. 
 
Numerical Results 
The validation case used here is the Rayleigh-Plateau instability, which consists on the formation of droplets from 
an initial liquid jet due to surface tension with the surrounding gas. We computed a quarter of a cylinder and used 
symmetric boundary conditions in a computational box of 1,5.10−4 × 1,0.10−4 × 1,0.10−4 𝑚 with a 96 × 64 × 64 
mesh. The liquid and gas properties are the following ones:  
𝜌𝑙 = 1000 𝑘𝑔.𝑚−3                  𝜌𝑔 = 1 𝑘𝑔.𝑚−3                            𝜎 = 0,072 𝑘𝑔. 𝑠−2 

𝜇𝑙 = 1,0.10−3 𝑘𝑔.𝑚−1. 𝑠−1      𝜇𝑔 = 1,879.10−5 𝑘𝑔.𝑚−1. 𝑠−1 

The cylinder has a radius 𝑅 = 3,34.10−5 𝑚 and the initial perturbation, essential to observe the instability, has an 
amplitude of 10 % of the radius of the cylinder and a wavelength of 3.10−4 𝑚 (twice the length of the box). The initial 
conditions have been chosen in order to have a wave number satisfying 𝑘 𝑅 = 0,7 which correspond to the fastest 
growth rate. The two previous methods to extract the curvature distribution were tested (Figure 1) but no significant 
differences were observed, which shows that this case is well resolved with a high mesh resolution. 
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Figure 1. Top left : Rayleigh Plateau instability at 𝑡 = 1,88.10−4𝑠 ; Bottom left : Mean curvature in function of Gauss curvature 
with the first method (red curve represents 𝜅1 = 𝜅2 and the dotted line represents 𝐺 = 0)  ; Bottom right : Mean curvature in 

function of Gauss curvature with the second method (blue curve represents 𝜅1 = 𝜅2, red points represents the right part of the 
simulation and blue points, the left part) 

 
In the following figures, the mean and total curvatures are provided as dimensionless using the radius of the initial 
cylinder as reference length, whereas for the Gauss curvature the radius squared has been used to this end. The 
mean curvature of a sphere with a radius of 𝑑𝑥 is 21,4 and its Gauss curvature is 457,5. 
On Figures 6 and 7, the distance function 𝜑 is reported as dimensionless using 𝑑𝑥 as reference and the curves are 
shown between −𝑙𝑥 and 𝑙𝑥. The same validation case is used in these figures but with a 36 × 24 × 24 mesh sizing. 
The surface evolution of the Rayleigh-Plateau instability in different four time steps is shown in Figure 2, where it is 
possible to see the initial configuration (ta), the deformation of the cylinder (tb), the moment of the break-up (tc) and 
the final droplet's formation (td). It is now interesting to analyse the evolution of surface curvatures during this 
breakup process. 
It should be pointed out that when the cylinder is weakly deformed (Figure 6), in terms of PDF profile we are very 
close to the theoretical profile of a cylinder with a linear curve inside the liquid part. For the total curvature (Figure 
5 left) and Gauss curvature (Figure 4 left) cumulative, a step profile at values corresponding to this cylinder is 
obtained. Furthermore, on the graph showing mean curvature in function of Gauss curvature (Figure 3 top left), all 
the points are around the vertical line representing the cylinder.  
Then, when such cylinder is deformed (tb), we observe negative values for Gauss curvature (Figure 4 right) 
corresponding to all the saddle points in the middle of the cylinder. This portion of cylinder is visible on the mean 
and Gauss curvatures graph (Figure 3 top right) and it is the arc formed by the points. Besides, on this graph, the 
points, which represent the big part of the cylinder, get closer to the red curve corresponding to a sphere.  
When the break-up happens (tc), the previous arc breaks up and two sets of points appear (Figure 3 bottom left), 
one of which is located on the red curve. These points correspond to the big droplet. Indeed, the mean curvature is 
approximately 0.5 and the Gauss curvature about 0.25 which correspond to a radius twice as big as the initial jet 
radius. The other points, located below the red curve, correspond to the small ellipsoid. Here, the mean curvature 
is quite high because of the small thickness and the Gauss curvature is weaker because the curvature is close to 
zero along the length. The big droplet is characterised by the step on the total curvature cumulative (Figure 5 right) 
and the small ellipsoid by all the high negative values. It should be pointed out that such break-up process is mainly 
evident on the curvature plot since small variations on the interface geometry can lead strong changes in the 
curvature values. 
Finally, when the two droplets are formed (td), for the mean and Gauss curvatures graph (Figure 3 bottom right) 
most of the points are on the red curve, which represents the spheres. The points corresponding to the big droplet 
are located approximately at the same place than the previous time. The points corresponding to the small droplet 
are those having an higher curvature because of, obviously, its small radius. On Figure 7, PDF profile becomes 
parabolic in the liquid part, as expected for spheres, with higher values of the distance function because the biggest 
droplet is bigger than the initial cylinder.  
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Figure 2. Top left : Rayleigh Plateau instability at 𝑡𝑎 = 3,92.10−7𝑠 ; Top right : Rayleigh Plateau instability at 𝑡𝑏 = 1,49.10−4𝑠 ; 
Bottom left : Rayleigh Plateau instability at 𝑡𝑐 = 1,86.10−4𝑠 ; Bottom right : Rayleigh Plateau instability at 𝑡𝑑 = 2,03.10−4𝑠  

 

 

 

 

 

 

 

 

Figure 3. Mean curvature in function of Gauss curvature (Top left : at 𝑡𝑎 ; Top right : at 𝑡𝑏 ; Bottom left : at 𝑡𝑐 ; Bottom right : at 𝑡𝑑 
(red curve represents 𝜅1 = 𝜅2 so a sphere and the dotted line represents 𝐺 = 0 so a cylinder) 
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Figure 5. Cumulative of the total curvature (Left : at 𝑡𝑎 ; Right: at 𝑡𝑐) 

 

 

 

 

 

 

 

 

 

.  

Figure 6. Top left : Rayleigh Plateau instability at 𝑡𝑎 ; Bottom left : pdf of the distance function (red curve represents the initial 
pdf profile for a cylinder) ; Bottom right : cumulative of the distance function (red curve represents the initial cumulative profile for 

a cylinder) ; the dotted line separates liquid (positive values) and gas (negative values) 

Figure 4. Cumulative of the Gauss curvature (Left : at 𝑡𝑎 ; Right : at 𝑡𝑏) 
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Figure 7. Top left : Rayleigh Plateau instability at 𝑡𝑑 ; Bottom left : pdf of the distance function (red curve represents the initial 
pdf profile for a cylinder) ; Bottom right : cumulative of the distance function (red curve represents the initial cumulative profile for 

a cylinder) ; the dotted line separates liquid (positive values) and gas (negative values) 

 
Conclusions 
 
This study shows how DNS of two-phase flows can be employed to improve understanding and modelling of primary 
atomization to be then used in RANS or LES framework. In particular, the study is aimed at enhancing the 
information available in ELSA framework through the introduction of liquid/gas interface curvatures. Firstly, on a 
mathematical point of view, an extended definition of the drop size distribution to be used all along the atomization 
process is proposed, leading to the so called surface curvature distribution. Then, the extraction of surface 
curvatures is shown for a simple Rayleigh-Plateau test case before to go on with more complex and computationally 
costly tests. Two different methods to extract the curvature distributions are tested, even if they do not here 
determine appreciable differences. The evolution of Gauss and mean curvatures is analysed in detail in order to 
show how the breakup process from a liquid jet to the final droplet can be easily described in terms of such surface 
geometrical properties. 
 
Nomenclature 
 
D Droplet diameter [m] 
G Gauss curvature [m-2] 
H Mean curvature [m-1] 
R Cylinder radius [m] 
 
 
Greek 
 
α Liquid volume fraction [-] 
Σ Mean surface density [m-1] 
κ Principal curvature [m-1] 
φ Distance function from the interface [m] 
ρ  Density [kgm-3] 
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μ  Viscosity [kgm-1 s-1]  
σ Surface tension [kgs-2] 
 
Subscripts 
 
l Liquid  
g Gas 
 
Acronyms 
 
DNS Direct Numerical Simulation 
DSD Drop Size Distribution 
ICM Interface Capturing Method 
LES Large Eddy Simulation 
NDD Number Diameter Distribution 
RANS Reynolds Average Navier Stokes 
SCD Surface Curvature Distribution 
V𝜑D Volumetric distance function Distribution 
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Abstract
A weakly nonlinear stability analysis of an axisymmetric viscous liquid jet is performed. The calculation is based on
a small-amplitude perturbation method and restricted to second order. Contrary to the inviscid jet and the planar
viscous sheet cases studied by Yuen in 1968 [1] and Yang et al. in 2013 [2], respectively, a part of the solution results
from a polynomial approximation of Bessel functions. Results on interface shapes for a small wave number and initial
perturbation amplitude, four different Ohnesorge numbers, taking into account the approximate part or not, are used
to predict the influence of liquid viscosity on satellite drop formation and evaluate the influence of the approximation.
It is observed that the liquid viscosity has a retarding effect on satellite drop formation, in agreement with previous
experimental and numerical work. In addition, it is found that the approximate terms can be reasonably ignored,
providing a simpler viscous weakly nonlinear model for the description of the first nonlinearity growth in liquid jets.
The present work replaces the ILASS 2016 paper [3] by the authors on the same subject.

Keywords
Viscous liquid jet, nonlinear capillary instability, satellite drop formation.

Introduction
A liquid jet breaks up forming main and satellite drops. The present work is concerned with the influence of both
liquid viscosity and nonlinearities on satellite drop formation.
The first linear stability analysis of the capillary instability of a liquid jet in an ambient medium was conducted
by Rayleigh [4, 5], more than a century ago. In this reference work, the liquid is assumed inviscid and the ambient
medium is the vacuum. His analysis shows that, in order to destabilize the jet, the wavelength λ of a varicose surface
disturbance must be greater than the circumference of the undeformed circular jet cross section, as observed initially
by Savart and Plateau [6, 7]. Two associated amplitude growth rates correspond to such an unstable perturbation
wavelength, one being the opposite of the other, with the magnitude given by the well-known Rayleigh’s linear
dispersion relation for the inviscid jet in a vacuum.
The effect of liquid viscosity was then investigated by Weber [8], about fifty years later. The generalization of the
previous dispersion relation introduces a growth rate and viscosity dependent modified wave number making the
dispersion relation transcendental, yet numerically solvable, which is turned into a closed-form expression in the
long-wave approximation. Contrary to the inviscid case, there are two different real growth rates with opposite signs
for each unstable wavelength, with distinct absolute values below the corresponding inviscid one. This difference
leads to dispersion relation curves always lower than the inviscid ones, as expected by the classical damping effect
inferred from liquid viscosity.
Due to the linearity of the previous analysis, the interaction of disturbances with different wavelengths is not ac-
counted for, and the drops produced by the jet breakup are predicted to be monodisperse in size. In particular, with
no imposed perturbation, the most probable wavelength, i.e. the wavelength with maximum growth rate, is often
used to get a good approximation for the main drop size in liquid jet breakup.
The effect of nonlinearities was first studied by Yuen [1]. In his weakly nonlinear analysis of an inviscid jet in
a vacuum he described the jet interface shape up to order three at small initial deformation amplitude. Plotting
jet surface profiles for various wave numbers and a fixed small initial amplitude perturbation, he observed the
appearance of an undulation between the primary crests of the initial perturbation in the low wave number case.
This observation is considered today as the first prediction of the formation of satellite drops. Good agreement of
the predictions of his model with experimental results was found for the deviation of the jet surface shape from the
single sinusoidal one [9], the satellite drop size [10, 11] and the growth rate of the two first nonlinear harmonics
for wave numbers less than the fastest growing mode [12]. For larger wave numbers (more precisely, greater than
the fastest growing mode), Yuen’s model does not predict the formation of satellite drops, even though they are still
observed in the experiment [10]. This stands as one limitation of the weakly nonlinear stability analysis.
Based on Yuen’s model, the effect of liquid viscosity on the formation of drops was deduced. For inviscid jets,
satellite drops are predicted to become smaller when the wave number converges to the fastest growing mode. With
increasing viscosity, the fastest growing mode is shifted to lower wave numbers, and consequently the amplitude of
the undulation is reduced, while its wavelength is increased, as pointed out by Goedde & Yuen [13]. This qualitative
description is in agreement with experimental and numerical results showing that satellite drops can be completely
suppressed for sufficiently high Ohnesorge numbers [14].
Recently, the effect of both liquid viscosity and nonlinearities was combined for the study of a liquid sheet, the
planar counterpart of the axisymmetric jet, revealing a complicated influence of liquid viscosity on the nonlinear
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Figure 1. Sketch of the geometry of a capillary jet under varicose deformation.

sheet stability [2]. In a 2016 ILASS paper [3], the jet geometry was considered by the present authors, introducing
the need for a polynomial approximation of one part of the viscous contribution, that could not be fully solved
analytically, due to the presence of Bessel function products with different arguments. However, in this weakly
nonlinear analysis, the two values of growth rates were incorrectly taken, as real numbers of the same absolute
value but opposite signs, like in the inviscid case.
Here, we revisit our weakly nonlinear model of the temporal instability of a viscous jet in a vacuum to gain insight into
the role of the jet liquid viscosity on satellite drop formation. The expansion of the jet interface shape is restricted to
second order terms in the small initial perturbation amplitude, the second-order solution being sufficient to predict
satellite drop formation [3]. In the following section we derive the equations of motion, as well as their boundary
and initial conditions. Thereafter we solve the equations derived in the sequence of the order and present our
method of approximation of one part of the viscous contribution containing products of Bessel functions with different
arguments. Results on surface shapes are then presented and the effect of both the liquid viscosity and the level of
approximation discussed by comparison to the inviscid solution of Yuen [1]. The paper ends with the conclusions.

Formulation of the problem
We study the weakly nonlinear temporal instability of a viscous liquid jet as sketched in Figure 1. The jet is assumed
to be axisymmetric around the z axis of the cylindrical coordinate system. The liquid is treated as incompressible and
Newtonian. The dynamic influence from the ambient air is neglected, i.e. we treat the ambience as a vacuum. Body
forces are not accounted for, since Froude numbers are large. The problem is formulated in cylindrical coordinates
to account for its geometry.
The flow variables and equations are adimensionalized with the undeformed jet radius a, the capillary time scale
(ρa3/σ)1/2 and the capillary pressure σ/a for length, time and pressure, respectively. Here, ρ is the liquid density
and σ the air-liquid interfacial tension. The jet surface is described as a place where rs(t, z) = 1 + η(t, z), where η
is the non-dimensional deformation against the undisturbed cylindrical shape (cf. Figure 1).
For the problem at hand, the equation of continuity and the two components of the momentum equation in the radial
(r) and axial (z) directions read

1

r

∂

∂r
(rur) +

∂uz
∂z

= 0 (1)

∂ur
∂t

+ ur
∂ur
∂r

+ uz
∂ur
∂z

= −∂p
∂r

+Oh

[
∂

∂r

(
1

r

∂

∂r
(rur)

)
+
∂2ur
∂z2

]
(2)

∂uz
∂t

+ ur
∂uz
∂r

+ uz
∂uz
∂z

= −∂p
∂z

+Oh

[
1

r

∂

∂r

(
r
∂uz
∂r

)
+
∂2uz
∂z2

]
(3)

where Oh = µ/(σaρ)1/2 is the Ohnesorge number, the characteristic dimensionless parameter distinguishing the
viscous from the inviscid case, with the liquid dynamic viscosity µ. The closed set of the above equations must be
solved subject to initial and boundary conditions. The kinematic boundary condition states that the material rate
of deformation of the jet surface equals the radial velocity component at the place of the deformed surface. The
kinematic boundary condition therefore reads

ur =
Dη

Dt
=
∂η

∂t
+ uz

∂η

∂z
at r = 1 + η (4)

The first dynamic boundary condition states that the shear stress parallel to the jet surface is zero, since the ambient
gas phase dynamic viscosity is very small, so that momentum cannot be transferred across the jet boundary at an
appreciable rate. The second dynamic boundary condition states that the stress normal to the jet surface, composed
from the flow-induced pressure and a viscous contribution, differs across the interface by the contribution due to the
surface tension. The zero-shear stress boundary condition reads

(~n · τ)× ~n = ~0 at r = 1 + η (5)

where the outward unit normal vector ~n is given as ~n =

(
~er −

∂η

∂z
~ez

)
/

√
1 +

(
∂η

∂z

)2

and the viscous extra stress

tensor τ in (5) is the one for the incompressible Newtonian fluid. The corresponding normal stress boundary
condition reads

−p+Oh (~n · τ) · ~n+
(
~∇ · ~n

)
= 0 at r = 1 + η (6)
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We obtain the divergence of the normal unit vector in this equation as

(
~∇ · ~n

)
= (1 + η)−1

[
1 +

(
∂η

∂z

)2
]−1/2

− ∂2η

∂z2

[
1 +

(
∂η

∂z

)2
]−3/2

at r = 1 + η (7)

The initial surface disturbance is assumed to be purely sinusoidal with the amplitude η0 and wave number k =
2πa/λ. With this assumption, volume conservation leads to the following expression for the initial non-dimensional
jet shape [1]:

rs(0, z) = 1 + η(0, z) = η0 cos kz +
(
1− η20/2

)1/2
= 1 + η0 cos kz − 1

4
η20 −

1

32
η40 − . . . (8)

As usual in weakly nonlinear analysis, the initial deformation amplitude is assumed to be small, i.e. η0 � 1.
For analyzing these equations in a weakly nonlinear form, the two velocity components and the pressure in the flow
field, as well as the deformed interface shape, are expanded into power series with respect to the parameter η0.
This means that we formulate the dependencies as for, e.g., the radial velocity, pressure and jet shape:

ur = ur1η0 + ur2η
2
0 + . . . ; p = p1η0 + p2η

2
0 + . . . ; rs = 1 + η1η0 + η2η

2
0 + . . . (9)

Furthermore, one important difference between the linear analysis and the present weakly nonlinear one is that the
boundary conditions are satisfied on the deformed jet surface, not on the undeformed, circular cylindrical shape.
For doing this, but still allowing for the functions in the boundary conditions to be evaluated on the undeformed jet
surface, their values on the deformed shape are represented by Taylor expansions, such as

ur|r=1+η = ur|r=1 +
∂ur
∂r

∣∣∣∣
r=1

η + . . . ; p|r=1+η = p|r=1 +
∂p

∂r

∣∣∣∣
r=1

η + . . . (10)

Substituting these approaches into the flow equations (1) - (3) and into the boundary conditions (4), (5) and (6),
and representing the flow properties and their derivatives as given in (9), we obtain sets of first and second order
equations of motion with the boundary conditions consisting of all the terms with the deformation parameter η0 to
the first and second powers, respectively.

First-order equations
To obtain the first-order equations we collect all the terms in the above expansions with the parameter η0 to the first
power. The first-order continuity and momentum equations read

1

r

∂

∂r
(rur1) +

∂uz1
∂z

= 0 (11)

∂ur1
∂t

= −∂p1
∂r

+Oh

[
∂

∂r

(
1

r

∂

∂r
(rur1)

)
+
∂2ur1
∂z2

]
(12)

∂uz1
∂t

= −∂p1
∂z

+Oh

[
1

r

∂

∂r

(
r
∂uz1
∂r

)
+
∂2uz1
∂z2

]
(13)

For the boundary conditions of first order we obtain

ur1 =
∂η1
∂t

at r = 1 kinematic (14)

∂uz1
∂r

+
∂ur1
∂z

= 0 at r = 1 zero shear stress (15)

−p1 + 2Oh
∂ur1
∂r
−
(
η1 +

∂2η1
∂z2

)
= 0 at r = 1 zero normal stress (16)

Furthermore, the initial conditions of first order are

η1(0, z) = cos kz and
∂η1
∂t

(0, z) = 0 (17)

Second-order equations
To obtain the second-order equations we collect all the terms in the above expansions with the parameter η0 to the
second power. The second-order continuity and momentum equations read

1

r

∂

∂r
(rur2) +

∂uz2
∂z

= 0 (18)

∂ur2
∂t

+ ur1
∂ur1
∂r

+ uz1
∂ur1
∂z

= −∂p2
∂r

+Oh

[
∂

∂r

(
1

r

∂

∂r
(rur2)

)
+
∂2ur2
∂z2

]
(19)

∂uz2
∂t

+ ur1
∂uz1
∂r

+ uz1
∂uz1
∂z

= −∂p2
∂z

+Oh

[
1

r

∂

∂r

(
r
∂uz2
∂r

)
+
∂2uz2
∂z2

]
(20)
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The boundary conditions of second order at r = 1 are

ur2 =
∂η2
∂t

+ uz1
∂η1
∂z
− η1

∂ur1
∂r

kinematic (21)

∂uz2
∂r

+
∂ur2
∂z

+ η1
∂

∂r

(
∂uz1
∂r

+
∂ur1
∂z

)
+ (22)

+ 2

(
∂ur1
∂r
− ∂uz1

∂z

)
∂η1
∂z

= 0 zero shear stress

−p2 − η1
∂p1
∂r

+ 2Oh

[
η1
∂2ur1
∂r2

+
∂ur2
∂r

− ∂η1
∂z

(
∂uz1
∂r

+
∂ur1
∂z

)]
− (23)

−

[
η2 +

∂2η2
∂z2

+
1

2

((
∂η1
∂z

)2

− 2η21

)]
= 0 zero normal stress

Furthermore, the initial conditions of second order are

η2(0, z) = −1/4 and
∂η2
∂t

(0, z) = 0 (24)

Solving these sets of equations will reveal the weakly nonlinear role of the viscous stresses in the jet liquid on the
capillary instability of a Newtonian viscous liquid jet in a vacuum.

Solutions of the governing equations
First-order solutions
The first-order equations describe the linear problem. They exhibit well known solutions expected to be recovered
by our equations. In particular, we expect to recover the special form of the dispersion relation of the viscous jet first
presented by Weber [8] without the ambient gas influence.
Since we are looking at two-dimensional flow fields, for determining the first-order velocity and pressure fields we
apply the method of the Stokesian stream function. The stream function ψ represents the liquid motion due to the
disturbance from the cylindrical form of the jet. The stream function is defined by its relations to the two velocity
components ur1 and uz1 as per [15]

ur1 = −1

r

∂ψ

∂z
, uz1 =

1

r

∂ψ

∂r
(25)

Using this definition of the velocity components as derivatives of the stream function, the resulting first-order velocity
field satisfies the continuity equation identically.
The first-order interface deformation is assumed to remain sinusoidal. η1 is thus searched under the form

η1 = η̂1 exp (ikz − α1t) (26)

with α1 the first-order angular frequency of the jet problem.
Taking the curl of the momentum equation in a vector form based on (12) and (13), we obtain the equation(

1

Oh

∂

∂t
− E2

)(
E2ψ

)
= 0, where E2 = r

∂

∂r

(
1

r

∂

∂r

)
+

∂2

∂z2
(27)

for the stream function. The solution of (27) for a flow field containing the position r = 0 reads [16]

ψ(r, z, t) = [C1rI1(kr) + C3rI1(lr)] exp (ikz − α1t) (28)

where l2 = k2 − α1/Oh. The two constants C1 and C3 are determined by the kinematic and the dynamic zero
tangential stress boundary conditions (14) and (15) and read

C1 = − iα1η̂1
kI1(k)

l2 + k2

l2 − k2 =
iη̂1

kI1(k)

(
2k2Oh− α1

)
, C3 =

i2α1η̂1
I1(l)

k

l2 − k2 = − i2η̂1Oh k
I1(l)

(29)

With these constants, the stream function of the disturbance is known, but the angular frequency α1 remains to be
determined. From the stream function we may calculate the velocity field in the jet due to the disturbance as

ur1 = −ik [C1I1(kr) + C3I1(lr)] exp (ikz − α1t) (30)

uz1 = [C1kI0(kr) + C3lI0(lr)] exp (ikz − α1t) (31)

The pressure due to the disturbance in the liquid field is obtained by integrating one component of the momentum
equation. For this, the z component is the right choice since it offers an easy integration with respect to the z
coordinate. The result is

p1 = −iα1C1I0(kr) exp (ikz − α1t) + f(t, r) (32)
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where f(t, r) must be equal to zero to satisfy the boundary condition (16). The dispersion relation of the jet is now
found by introducing the velocity field and the pressure in the jet into the dynamic zero normal stress boundary
condition (16). The result is the well-known relation

α2
1 − 2α1k

2Oh

[
1− 1

k

I1(k)

I0(k)
− 2kl

l2 + k2
I1(k)

I0(k)

(
I0(l)

I1(l)
− 1

l

)]
= k

(
1− k2

) I1(k)

I0(k)

l2 − k2

l2 + k2
(33)

which was first presented by Weber [8]. For zero liquid viscosity (Oh → 0), this relation reduces to the result of
Rayleigh [4] for the inviscid jet in a vacuum.
For disturbance wave numbers 0 ≤ k ≤ 1, the relation (33) has two real solutions α+

1 and α−
1 , one positive and one

negative, where, due to the formulation of the time dependency by the exponential function, the unstable behaviour
of the jet is associated with the negative one. Note that this is the main point of difference from our previous version
of the analysis [3], where the two solutions were incorrectly assumed to be of same absolute value like in the inviscid
case. For wave numbers k > 1, the relation has two conjugate complex roots with a positive real part. The two
values of α1 represent two waves on the jet surface travelling in different directions and with different phase velocity.
Accounting for both these waves, we formulate the first-order jet surface shape as

η1(z, t) = η̂+1 exp
(
ikz − α+

1 t
)

+ η̂−1 exp
(
ikz − α−

1 t
)

(34)

The first-order initial conditions (17) require that initially the jet surface is governed by the function cos kz and is at
rest. For the amplitudes η̂+1 and η̂−1 these conditions reveal the equations

η̂+1 = − α−
1

α+
1 − α

−
1

and η̂−1 =
α+
1

α+
1 − α

−
1

(35)

so that the amplitudes are known. The first-order stream function, velocity components and pressure are then
obtained. As an example, the radial velocity component reads

ur1(r, z, t) = η̂+1

[(
2k2Oh− α+

1

) I1(kr)

I1(k)
− 2k2Oh

I1(l+r)

I1(l+)

]
exp

(
ikz − α+

1 t
)

+

+ η̂−1

[(
2k2Oh− α−

1

) I1(kr)

I1(k)
− 2k2Oh

I1(l−r)

I1(l−)

]
exp

(
ikz − α−

1 t
)

(36)

=: η̂+1 f
+
r (r) exp

(
ikz − α+

1 t
)

+ η̂−1 f
−
r (r) exp

(
ikz − α−

1 t
)

where the modified wave number l appearing in the coefficients C1 and C3 was formulated with the two different
values of α1 and denoted with the superscripts corresponding to their signs. And analogously, the axial velocity
component reads:

uz1(r, z, t) =: iη̂+1 f
+
z (r) exp

(
ikz − α+

1 t
)

+ iη̂−1 f
−
z (r) exp

(
ikz − α−

1 t
)

(37)

For zero liquid viscosity, as already stressed, the two solutions of α1 exhibit the same absolute value, but have
different signs. Furthermore the two amplitudes of the first-order jet surface shape in (35) assume the same value
of 1/2. The two velocity components, pressure and jet surface shape therefore reduce to the inviscid solutions by
Yuen [1]. E.g., the inviscid first-order radial velocity component and pressure read

ur1,0(r, z, t) = α1
I1(kr)

I1(k)
exp (ikz) sinhα1t; p1,0(r, z, t) = −α2

1
I0(kr)

kI1(k)
exp (ikz) coshα1t (38)

This serves as a validation of the first-order viscous solution. The respective real solutions arise by reducing the
exponential functions exp(ikz) to their real parts.

Second-order solutions
We now proceed to the second-order equations. e.g., the second-order solutions for the radial velocity component
and the jet surface shape are sought under the forms

ur2(r, z, t) = u+
r21(r)e2ikz−2α+

1 t + u−
r21(r)e2ikz−2α−1 t + u±

r21(r)e2ikz−(α+
1 +α−1 )t +

+ upr22(r)e2ikz−α
p
2t + umr22(r)e2ikz−α

m
2 t (39)

η2(z, t) = F̂+
21e

2ikz−2α+
1 t + Ĝ+

21e
−2α+

1 t + F̂−
21e

2ikz−2α−1 t + Ĝ−
21e

−2α−1 t +

+ F̂±
21e

2ikz−(α+
1 +α−1 )t + Ĝ±

21e
−(α+

1 +α−1 )t + η̂p22e
2ikz−αp

2t + η̂m22e
2ikz−αm

2 t (40)

These forms result from the mathematical structures of the second-order equations of motion (18) - (20), with the
nonlinear terms of first order involved, and the boundary conditions (21) - (23). We look at wave numbers k < 1
yielding linear instability.
The various contributions to the second-order solutions are now determined. Looking at the second-order equations
of motion (18) - (20) we see that it is convenient to eliminate the second-order velocities from the momentum
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equations using the continuity equation (18) to obtain a differential equation for the second-order pressure p21. The
result is the equation

∆p21 = −div
[(
~v1 · ~∇

)
~v1
]

(41)

In this equation ~v1 represents the first-order velocity field. Using the Lamé identity for the convective derivative of
~v1, (41) becomes

∆
[
p21 + ~v21/2

]
= +div

[
~v1 ×

(
~∇× ~v1

)]
(42)

This is a Poisson equation for the total pressure P21 := p21 + ~v21/2. The structure of the solution in terms of
its dependency on the axial coordinate and on time is determined by ~v21/2 and by the terms on the right of (42).
Both groups of terms contain exponential functions of twice the two rates of growth or decay, −2α+

1 and −2α−
1 ,

and the sum of the two rates, −(α+
1 + α−

1 ), each multiplied by time. In view of the limited space, we present the
terms depending on exp(−2α+

1 t) only. The others are derived analogously. Using the representation of the stream
function by modified Bessel functions, we re-write (42) and obtain the form

∆
[
P+

21

]
=

l+
2 − k2

r2

{
C+

3

2
[(
l+

2 − 2k2
)
r2I21 (l+r) + l+

2
r2I20 (l+r)

]
+ (43)

+ C+
1 C

+
3

[
krl+rI0(kr)I0(l+r)− k2r2I1(kr)I1(l+r)

]}
e2ikz−2α+

1 t

for the dependency of time represented here. The solutions may be composed from the general solutions of the
homogeneous equations and the particular solutions of the inhomogeneous equations. The final form of the solution,
formulated for the pressure contribution p+21, reads

p+21(r, z, t) =

{[
−1

4
η̂+1

2
(
f+
r

2 − f+
z

2
)

+ C+
21I0(2kr) +

I∑
i=1

δ+2ir
2i

]
e2ikz +

[
P̂+
21 +

1

4
η̂+1

2
(
f+
r

2
+ f+

z
2
)]}

e−2α+
1 t

where the coefficients δ+2i(k, l
+, C+

1 , C
+
3 , q2i) arise from a polynomial approximation at order I of the Bessel func-

tions in the right-hand side of equation (43) according to I0,I(x) =

I∑
i=1

q2(i−1)x
2(i−1) and I1,I(x) = I

′
0,I(x). From

the second-order pressure field and the equations of motion (18) and (19), the corresponding second-order contri-
butions to the two velocity components are determined. The differential equation (19) for ur2 yields the solution

u+
r21 =

{
D+

21I1(2m+r) +
kC+

21

α+
1

I1(2kr) +

I−1∑
i=1

ζ+2i+1r
2i+1

}
e2ikz−2α+

1 t (44)

where m+2
= k2 − α+

1 /(2Oh) and the coefficients ζ+2i(k, l
+,m+, C+

1 , C
+
3 , Oh, q2i) again arise from approximations

of the Bessel functions in the right-hand side of the radial velocity component differential equation (not reported
here). From the velocity ur21 and the continuity equation (18), the contributions to uz21 are determined easily. The
part depending on exp(−2α+

1 t) reads

u+
z21 =

i

2k

{
D+

212m+I0(2m+r) +
2kC+

21

α+
1

I0(2kr) +

I−1∑
i=1

2(i+ 1)ζ+2i+1r
2i

}
e2ikz−2α+

1 t (45)

The coefficients C+
21 and D+

21, as well as the amplitudes P̂+
21, F̂+

21 and Ĝ+
21 (see equation (40)) are unknown con-

stants, which are determined using the three boundary conditions of the second-order problem. The terms de-
pending on exp(−2α−

1 t) and exp(−(α−
1 + α+

1 )t, and thus the amplitudes P̂−
21, F̂−

21, Ĝ−
21, P̂±

21, F̂±
21, Ĝ±

21 are obtained
following the same method.
The second parts of the second-order solutions, with subscripts 22, which depend on time through the frequency α2

of the second-order problem, are directly deduced from the equations for the linear problem, since they are of the
same structure as for first order, with the wave number k replaced by 2k, the angular frequency α1 by α2, and the
deformation amplitude η̂1 by η̂22. The frequency α2 is therefore obtained as a solution of a dispersion relation which
is formally equal to the first order relation (33), but formulated with double the wave number. The only unknown
remaining is therefore the amplitude η̂22. e.g., the equation for the radial velocity component with subscripts 22 read

ur22(r, z, t) = η̂p22

[(
8k2Oh− αp2

) I1(2kr)

I1(2k)
− 8k2Oh

I1(mp
2r)

I1(mp
2)

]
exp (2ikz − αp2t) + (46)

+ η̂m22

[(
8k2Oh− αm2

) I1(2kr)

I1(2k)
− 8k2Oh

I1(mm
2 r)

I1(mm
2 )

]
exp (2ikz − αm2 t)

where we have defined m2
2 = 4k2 − α2/Oh and denote the two solutions of the dispersion relation for α2 by

superscripts p and m, since they may be either real or (conjugate) complex, depending on the wave number k.
In the case of the real solutions, the superscripts denote the positive and negative values, and for the complex
solutions they denote the positive and negative imaginary parts. The real part is positive for all the wave numbers
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Figure 2. Surface shapes for various Ohnesorge numbers: a) Oh = 0 (inviscid case), b) Oh = 0.03, c) Oh = 0.1, d) Oh = 1 for
discrete times t = [0,∆t, 2∆t, . . . , tu, tu + ∆t] with ∆t = tu/10. The value of tu is indicated in each figure. Disturbance wave

number k = 0.3 and initial deformation amplitude η0 = 0.01. Lines are drawn as solid for surface shapes taking into account the
approximate viscous contribution with I = 6 and as dashed for neglecting it.

1 ≤ 2k ≤ 2. The values of η̂p22 and η̂m22 are deduced from the two initial conditions. From the first-order and second-
order contributions we finally construct the description of the velocity components, the pressure, and the deformed
jet surface to second order as defined in Eq. (9). For example, the deformed jet surface to second order reads:

rs(z, t) = 1 + η(z, t) = 1 + η0η1(z, t) + η20η2(z, t) (47)

where

η1(z, t) =
(
η̂+1 e−α

+
1 t + η̂−1 e−α

−
1 t
)

cos kz (48)

and

η2(z, t) =
1

2

(
η̂p22 e

−αp
2t + η̂m22 e

−αm
2 t + F̂+

21 e
−2α+

1 t + F̂−
21 e

−2α−1 t + F̂±
21 e

−(α−1 +α+
1 )t
)

cos 2kz + (49)

− 1

4
e−2(α−1 +α+

1 )t
(
η̂−1 eα

+
1 t + η̂+1 eα

−
1 t
)2

(50)

The problem of second-order weakly nonlinear viscous jet instability is thus fully solved. From our above equations,
the inviscid solution of Yuen [1] is retrieved for zero liquid viscosity (Oh→ 0).

Results and discussion
With the presently developed viscous weakly nonlinear model, the influence of viscosity on the phenomenon of
satellite drop formation is investigated. Satellite drop formation is here identified by the appearance of an undulation,
i.e., a local maximum between two consecutive crests, prior to jet breakup (η = −1). Based on the second-order
representation of the jet surface in (47), the undulation occurs as soon as 4η2η0/η1 = 1. We denote the time
for which the previous relation is satisfied as tu. Like in the inviscid case [1], the undulation is not predicted for
wave numbers greater than the fastest growing mode. Since the latter decreases with increasing liquid viscosity, a
relatively small value of k is selected to allow for comparison between different values of the Ohnesorge number.
The initial deformation amplitude is imposed too, since its influence on the jet surface wave does not depend on the
liquid viscosity and has already been studied by Yuen [1]. Jet surface shapes are thus calculated for a fixed wave
number k = 0.3 and initial deformation amplitude η0 = 0.01.
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In Figure 2, jet surface shapes are drawn at different times for four selected Ohnesorge numbers: 0 (inviscid case),
0.03, 0.1 and 1. For all these values, the non-dimensional fastest growing mode, given as [2 (1 + 3Oh)]−1/2 by the
long-wave approximation [8], remains greater than 0.3, which means that the formation of an undulation is expected
by the viscous model. For each case, the time increment between two consecutive shapes is ∆t = tu/10, the first
time is 0 and the last time is tu+∆t. Solid lines represent the viscous solutions for which the approximate terms are
considered up to order I = 6, whereas dashed lines correspond to the solutions for which the approximate terms
are omitted.
The comparison between jet surfaces drawn for different Ohnesorge numbers reveals a retarding effect of the jet
liquid viscosity on the apparition of the undulation. This is in agreement with experimental [13] and numerical [14]
results, where it is found that satellite droplets are fewer with jets of more viscous liquids. Moreover, the comparison
between solutions of different levels of approximation shows that the solution neglecting the viscous term on the
right-hand side of equation (42) is enough to represent the jet surface shape for the wave number investigated. This
result allows us to simplify the viscous model by ignoring the approximate terms.
These first results will be completed in the next future by considering the effect of the surrounding ambient medium
and liquid viscoelasticity.

Conclusions
A weakly nonlinear stability analysis of a viscous Newtonian liquid jet in a vacuum was performed. By including
the viscous stresses in the liquid, the model complements the results of Yuen [1] for the inviscid case and Yang
and co-authors [2] for a plane viscous liquid sheet. In a weakly nonlinear analysis, velocity, pressure and jet
surface shape are expanded in series with respect to a small deformation parameter, here the initial amplitude of
the jet deformation, yielding a set of equations with different powers of the parameter. Our analysis is restricted to
second order for the sake of simplicity, in a first attempt to solve the viscous jet problem. The first-order solution
corresponds to the linear one first derived by Weber [8] which converges to Rayleigh’s solution for the inviscid
case [4]. The second-order solution represents the nonlinear influence from the first-order fields and is obtained by
solving a Poisson equation for the second-order pressure field. A polynomial approximation was used to take into
account the viscous terms on the right hand side of this equation, leading to a viscous model with an approximation
representing a part of the viscous influence. At vanishing Ohnesorge number of the jet, our equations reduce
to Yuen’s inviscid results [1]. Varying the jet Ohnesorge number between 0.03 and 1 reveals a retarding effect
of the viscosity on the formation of the undulation, thus on satellite drop formation in liquid jet breakup. This is in
agreement with the experiment [13, 17]. The influence of the level of approximation was also explored by comparing
the solutions with and without the approximate part. The results suggest that the approximate part can be ignored,
thus yielding a simpler viscous weakly nonlinear model of capillary liquid jet instability. The analysis will be carried
further to include the influence from a gaseous ambient medium and viscoelastic liquid behaviour.

Acknowledgements
G.B. is indebted to I.M. and his team at the LOMC of the CNRS in Le Havre, and to Christophe Dumouchel at CORIA
in Rouen, for their hospitality during three sabbatical stays in September 2014, September 2015, and December
2016 and acknowledges the inspiring atmospheres at the two laboratories. MC.R. was supported by the LABEX
EMC3 under the project TUVECO.

References
[1] Yuen, M.C., 1968, J. Fluid Mech., 33, pp. 151-163.
[2] Yang, L. J., Wang, C., Fu, Q. F., Du, M. L., Tong, M. X., 2013, J. Fluid Mech., 735, pp. 249-287.
[3] Renoult, M. C., Brenn, G., Mutabazi, I., 2016, ILASS 2016.
[4] Rayleigh, J.W.S. Lord, 1878, Proc. London Mathematical Society, 10, pp. 4-13.
[5] Rayleigh, J.W.S. Lord, 1879, Proc. Royal Society London A, 29, pp. 71-97.
[6] Savart, F., 1833, Annales de Chimie et Physique, 53, pp. 337-386.
[7] Plateau, J., 1873, Gauthiers-Villars, Paris, pp. 450-495.
[8] Weber, C., 1931, Zeitschrift für Angewandte Mathematik und Mechanik, 11, pp. 136-154.
[9] Rutland, D.F., Jameson, G.J., 1971, J. Fluid Mech., 46, pp. 267-271.
[10] Rutland, D.F., Jameson, G.J., 1970, Chemical Engineering Science, 25, pp. 1689-1698.
[11] Lafrance, P., 1975, Physics of Fluids, 18, pp. 428-432.
[12] Taub, H.H., 1976, Physics of Fluids, 19, pp. 1124-1129.
[13] Goedde, E.F., Yuen, M.C., 1970, J. Fluid Mech., 40, pp. 495-511.
[14] Ashgriz, N., Mashayek, F., 1995, J. Fluid Mech., 291, pp. 163-190.
[15] Bird, R.B., Stewart, W.E., Lightfoot, E.N., 1960, “Transport Phenomena”. J. Wiley and Sons, New York.
[16] Brenn, G., 2017, “Analytical solutions for transport processes”. Springer, Heidelberg, New York.
[17] Brenn, G., Frohn, A., 1993, Experiments in Fluids, 15, pp. 85-90.

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0).
EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA

620



ILASS–Europe 2017, 28th Conference on Liquid Atomization and Spray Systems, 6-8 September 2017, Valencia, Spain 
http://dx.doi.org/10.4995/ILASS2017.2017.4846

Flexible Piezoelectric Drop-On-Demand Droplet Generation

Norbert Riefler∗1, Thomas Wriedt2, Udo Fritsching1

1Institute of Material Science (IWT), Bremen, Germany
2Particle and Process Engineering, University Bremen, Germany

*Corresponding author: riefler@iwt.uni-bremen.de

Abstract
The size of droplets generated by piezoelectric drop-on-demand (DOD) droplet generators can be varied to a cer-
tain degree within one order of magnitude. This variation means that the droplet size is not solely determined by the
nozzle diameter, and the droplet generation process is not restricted to drops extruded through a nozzle in conven-
tional operation. By varying the electronic driving pulse, different droplet sizes can be obtained. To investigate the
interaction of piezoelectric pulse excitation and the finally produced droplets, different approaches are applied. A
comparison of a modal analysis of a pure piezo based on mechanical admittance calculations proofs the usability of
electrical impedance measurements. This kind of measurements are then compared to finite-element simulations
of a coupled piezo system – one as actuator, the other as pressure sensor – to extend the usable methods with
the result that the fluid is of minor influence on the modal frequencies. Last, two phase fluid flow simulations with
consequent pressure wave evaluations of the fluid show different pressure wave frequency specta than the modal
analysis.

Keywords
Piezoelectic droplet-on-demand droplet generator, modal analysis, compressible two-phase flow

Introduction
Piezoelectric droplet generators are used commercially in inkjet printers as well as scientific instruments to, e.g.,
investigate single droplet phenomena like combustion [1] or drop collisions [2]. For controlled production of monodis-
perse droplets, drop-on-demand offer the possibility of generating droplets of different size solely by applying ap-
propriate electrical signals to the piezoelectric actuator in ’w’-waveform [3] or in the form of staircase voltages [4].
Temple [5] suppossed that droplets can be generated with a much smaller diameter than the nozzle orifice and this
is related to a ‘Faraday Resonance’, i.e. a resonance phenomenon that occurs in vertical oscillation of a column of
liquid with a free surface. These surface wave resonances are a consequence of a pressure rise near the nozzle
and lead to a transfer of energy and momentum from the acoustic field to the droplet.
The generation of droplets smaller than the nozzle orifice is of interest, e.g., to produce small droplets of a suspen-
sion. In this case, typical DOD droplet generators with a nozzle diamater well below 70 µm tend to clogg with the
consequence of a laborious cleaning process. Therefore, a dismountable droplet generator is developed to enable
simple cleaning. Additionally, the nozzle diameter is increased to 200 - 300 µm which is unusual for common fluids
like water [6]. The generation parameters (i.e. pulse voltage and pulse time) for fluids with different viscosities and
surface tension is experimentally tested. The transfer of momentum of a piezo actuator to the tube structure in the
way of a modal analysis is also investigated and delivers preferred excitation frequencies of the solid tube part to
the fluid. Last, the response of a compressible fluid to a pressure pulse is analyzed and interpreted as pressure
waves by Fourier transformation.

DOD generation experiments
A principal sketch of a piezoelectric droplet generator can be seen in figure 1. It consists of a titanium tube with
screw threads on each end, see figure 2, top, shown in upward directed operation in the bottom of this figure. In an
experimental series, fluids with varying viscosities η, densities ρ and surface tensions σ given in table 1 are used.

Table 1. Fluid properties and generated droplet diameters

η [mPa·s] ρ [kg/m3] σ [N/m] ddrop [µm]
DI water 1 1000 0.0725 24 . . . 170
water-glycerol 2 1054.35 0.0715 135 . . . 180
ethanol-glycerol 3 867.67 0.0225 113 . . . 130
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Figure 1. Sketch of a piezelectric droplet generator; the actuator moves the tube in radial direction (displacement ≤ 100 nm).

The generated monodisperse and – at least one hour – stable droplets show different diameters and velocites. The
dimensionless Reynolds and Ohnesorge numbers:

Re =
ρdvdrop

η
, Oh =

√
We

Re
=

η√
σρd

(1)

are calculated based on these data to characterize the operating regime [7] of the droplet generator. The findings
are shown in figure 3 together with the principal limits. The droplet diameters vary with driving signal in particular
with DI water almost one order of magnitude and emphasize the flexibility of piezoelectric droplet generators.

Figure 2. Droplet generator with the screwed off nozzle (7, top right) and piezo actuator in the middle (4); the red PEEK capillary
(2) on the left can be moved into the titan tube (5); image of a droplet with diameter of ddrop = 70 µm from a nozzle with

diamater of dnoz = 300 µm (below).

The restriction to a few stable operating points of the droplet generator for the ethanol-glycerol mixture is due to the
low contact angle of this fluid with many solid materials. This results in a strong tendency to nozzle wetting which
leads to a unstable generation process. The reason of the low number of operating points in case of deionized
water is mainly due to a restricted maximum voltage of the used power supply of ∆V = 200 V.
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Figure 3. Stable droplet regime of the used DOD device.

Modal analysis

One piezo system
The piezoelectric actuator is characterized using a vector network analyzer (VNA) in reflection mode to investigate
the electrical response of the system to different frequencies of the electrical drive signal. A low voltage sine signal
with frequency range from about 10 kHz to 1 MHz is applied first to the piezo alone and in a second measurement
to the piezo bonded to the titan tube. These measurements correspond to the excitation with a Dirac delta pulse
and are equivalent to the impulse response function. At resonance frequencies strong responses can be observed,
and these eigenfrequencies are the modes of the acousto-mechanical system [8]. From analytical considerations of
a finite cylindrical beam with the properties given in table 2 the mechanical admittance can be expressed by modal
summation [8]:

Y (ω) = iω

∞∑
n=1

φn(x)2

M(ω2
n(1 + iηloss)− ω2

(2)

with the angular frequency ω = 2πf , the modal mass M = ml with the mass per unit area m = ρ2πah, the mean
radius of the shell a = (do + di)/2, the shell wall thickness h = (do − di)/2, the second moment of area (areal
moment of intertia) I = πa3h, the damping coefficient ηloss, and the modal function of n-th order:

φn(x) =
√

2 sin
(nπx

l

)
(3)

for any position x along the beam and n = 1, 2, . . .. The natural frequencies are given by:

ωn =
n2π2

l2

√
EI

m
(4)

and they agree with the modal frequencies of a cylindrical beam. However, due to mechanical constraints, not all
modal frequencies can be excited. In our case, a voltage applied to the piezoelectric actuator excites the coupled
tube-piezo system mainly in radial direction, so it is expected that not every mode is experimentally observable.
The measured electrical impedances Z are compared to the mechanical admittances Y calculated by eqn. (2)
because the admittance of a lumped mass–spring system corresponds to the impedance of a corresponding elec-
trical equivalent, see Firestone [9]. However, not every acousto-mechanical mode contributes to the admittance
spectrum. Only by using modes number n = 1,2, 6 and 21 the admittance spectrum shown in figure 4 with an
estimated damping factor of η = 0.02; lower damping inflates the calculated peaks while larger values overdamp
the admittance curve.

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0).
EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA

623



ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain

Table 2. Geometrical and material properties of the used lead circonate titanate piezoelectric material PIC151 of length l, inner
diameter di, outer diameter do, Youngs modulus E and density ρ

l [mm] di [mm] do [mm] E [GPa] ρ [kg/m3]
30 2.2 3.2 10 7800

Figure 4. Comparison of measured impedance Z with calculated admittance spectra Y .

This modal analysis considers the piezo tube only. As far as the piezo is adhesively bonded to the titan tube, the
electrical impedance spectra changes as shown in figure 5.

Figure 5. Measured impedance spectra Z for the umcoupled piezo (blue, straight line) and the coupled system with air (red,
dashed line) and filled with ethanol (green, dash-dotted line).

The tube strongly damps the pronounced modes of the uncoupled piezo (see the dashed and dash-dotted lines).
However, the resonance frequencies changes only in case of the first resonance from about 42 kHz to 55 kHz, and
a new resonance at ≈15 kHz (leftmost) occurs. The kind of fluid within the tube seems to be of minor importance
to the system as can be seen from the curves with air and ethanol as fluid, that are only slightly different.

Two coupled piezos
The effect of the fluid – either air or ethanol – of the modal analysis on the droplet generator is small because
the response is dominated by the solid materials titan and the PZT piezo ceramic. However, the influence of the
mechanical vibrations on the fluid is crucial for a descrption of the fluidal droplet generation process. Therefore, it is
intended to perform a fully coupled fluid-structure interaction simulation based on the finite element method (FEM).
This will replace the analytical approach, and the reliability of the FEM simulations is therefore proved using a
specical double piezo system, where the mechanical response function can be compared to an electrical stimulated
excitation by a piezo actuator on the titan tube. I.e., the recording of the response on a second piezo, also bonded
to the same titan tube, serves as a mechanical sensor.
The mesh of the FEM system, generated by the ’DesignModel’ of ANSYS© Academic Research, Release 17.2 within
the Workbench framework, is shown in figure 6. A modal analysis is performed and compared to the resonance
spectrum of the electrical driven system, where one piezo is fed with a sine wave of U = 5 V and the second
piezo is connected to an oscilloscope for visualization and measurement of voltage. The resonance frequencies are
determined at the local maximum of the piezo sensor signal in the frequency domain.
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Figure 6. FEM model of a coupled system with two piezo actuators.

The modal frequencies from the FEM modal analysis and the frequencies at the resonance peaks show a strong
similarity, although some values in the sweep test are missing. This can be explained by the large outputs of the
piezo sensor in the frequency range starting from about 50 kHz up to about 110 kHz. However, the results indicate
that the FEM modal analysis is sufficiently precise and can be used for system characterizations.

Table 3. Comparison of modal frequencies from FEM analysis (fFEM ) and measured frequencies of peak signals (fsweep)
during frequency sweep; empty fields mean that there is mean no maximum detectable.

fFEM 10.5 12.1 14.4 16.2 23.1 25.6 33.0 33.1 41.9 kHz
fsweep 8.1 12.7 13.2 17.5 23.5 28.5 32.3 33.5 kHz
fFEM 45.2 53.9 59.7 65.9 66.0 66.6 68.2 72.7 75.2 kHz
fsweep 44.3 – – 63.0 63.2 66.6 67.2 – – kHz
fFEM 78.4 85.6 88.1 92.7 92.8 101.5 113.2 117.3 kHz
fsweep – – – – – – 115.3 – kHz

Compressible two phase flow
The fluid cell of the droplet generator employed above is mapped as a 2D simulation case with cylinder symmetry
in OpenFOAM, see figure 7. The transient simulation is performed with a compressible solver applying a volume
of fluid method for the two phases water and air (’compressibleInterFoam’). A pressure inlet in place of the piezo
actuator (indicated by the black line in figure 7) is charged with a trapezoidal pressure pulse . The symmetry line is
on the bottom and except the right inlet-outlet atmosphere patch, all other boundaries are walls.

Figure 7. Two phase flow simulation with a compressible solver; a) pressure distribution along the fluid cell at t = 37.3 µs after
start of the pressure pulse of length tpulse = 20 µs at the inlet (indicated with the black line); b) extruded fluid (green) with waves

on the surface; orifice, i.e. nozzle radius rnoz = 100 µm.

A pressure pulse of length tpulse = 20 µs and pressure increase of ∆p = 1 bar (additionally to the 1013 mbar
ambient pressure) excites the fluid in the chamber of figure 7 to oscillate at several frequencies. There is no

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0).
EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA

625



ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain

response on the water-air interface on the nozzle until about t = 30 µs, but then water starts to extrude and a
large droplet is generated. The free surface shows slight oscillations, however no Faraday resonances – proposed
by Temple [5] – are observable due to the 2D mesh geometry of the simulations. Furthermore, the extruded fluid
volume yields a droplet greater than those from experimental findings given in table 1.
To investigate the pressure values within the fluid cell in time, three pressure recording probes – positioned in
the middle close to the piezo (ppiezo), in the front cone close to the nozzle (pfront) and in the rear (prear) – are
represented in figure 8. The applied pressure pulse at the inlet can be clearly seen together with some overshoots
(blue, straight line). At about 12 µs the pressure wave arrives simultaneously at the front cone and the rear. However,
due to the conical constriction close to the nozzle on the right, the pressure wave form differ from the rectangluar
rear side (left) with the result of different pressure curves.

Figure 8. Pressure values at three probes located along the fluid cell after a pulse excitation length of tpulse = 20 µs (left); FFT’s
of the pressure waves (right).

If the pressure pulse is shorten to a triangular pulse, where the pressure rises up to ∆p = 1 bar at ∆t = 1 µs, and
falls afterwards back to ambient pressure at ∆t = 1 µs again, the response at the same probe locations delivers
different curves, see figure 9.

Figure 9. Same as in figure 8 but tpulse = 2 µs.

Each pressure curve given in the left parts of figures 8 and 9 are Fourier transformed and represented in the right
part. Therefore, the short pulse (tpulse = 2 µs) triggers a much larger frequency spectrum of pressure waves than
the longer pulse. A thorough evaluation of the pressure response in time at about 1000 different probe positions
distributed within the fluid cell serves as data basis for an evaluation of the frequency response of the fluid cell,
where the Fourier transformed pressure function of each probe is stored. Some of these resonance frequencies
appear many times and their occurence are counted.
To clarify if the the pressure wave frequencies and their number of counts can be reflected by the resonances in the
mechanical impedance spectra of figure 5, both results are represented in figure 10. Every frequency is projected
to the measured impedance value, and the number of counts, i.e. how often this frequency occurs in the FFTs of
the pressure waves, are represented by the size of the dots. It can be seen that the longer excitation pulse (tpulse =
20 µs, see figure 8) excites a lower frequency spectra, however with more pronounced single resonances, while
the shorter pulse (tpulse = 1 µs, see figure 9) excites a much broader spectra. However, the mechanical vibrations,
i.e. the eigenmodes of the mechanical (solid) coupled piezo-tube system, are not represented by the fluid flow
simulations. This means that the pressure waves within the fluid cell are not related to the mechanical piezo-tube
vibrational system, a result found already by the impedance spectra, see figure 5.

Conclusions
Analytic and FEM simulations are done to infer the eigenmodes of the solid material of the investigated droplet
generators showing good agreement of the peak resonances of the piezo. Further comparisons of FEM simulations
with electrical measured resonances on a system with two piezos coupled via a titan tube show also good agree-
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ment. These results permit the usage of the different methods to investigate the behaviour of the droplet generator
which is essentially dominated by the coupling of the piezo and the tube and to a minor degree the coupling with
the liquid in the tube chamber.
Additionally performed compressible and multiphase fluid flow simulations show rich spectra of pressure wave
frequencies, however they cannot be directly attributed to the mechanical modes. Therefore, a complete fluid-
structure-interaction model is actually developed to see the influence of the mechanical vibrations on the fluid and
the generation of droplets in DOD generator.

Figure 10. Comparison of the pressure wave frequencies after an excitation of tpulse = 20 µs (top) with those after tpulse = 1
µs; the dots are the frequencies from the FFT, and their size corresponds to their number how often they occur.

Acknowledgements
We would like to thank the German Research Foundation (DFG) for financial support of this project.

References

[1] C. D. Rosebrock, N. Riefler, T. Wriedt, L. Mädler, and S. D. Tse. Disruptive burning of precursor/solvent droplets
in flame-spray synthesis of nanoparticles. AIChE J., 59:4553–4566, 2013.

[2] O. Kurt, U. Fritsching, and G. Schulte. Secondary droplet formation during binary suspension droplet collisions.
Atom. Spray, 19:457–472, 2009.

[3] O. A. Basaran, H. Gao, and P. P. Bhat. Nonstandard inkjets. Annu. Rev. Fluid Mech., 45:85–113, 2013.
[4] N. Riefler and T. Wriedt. Generation of monodisperse micron-size droplets using free adjustable signals. Part.

Part. Syst. Charact., 25:176–182, 2008.
[5] S. Temple. Small fast inkdrop emission from a nozzle. Technical report, 43rd European Study Group with

Industry, Lancaster University, 2-5th April 2002, 2002.
[6] H. Ulmke, T. Wriedt, and K. Bauckhage. Piezoelectric droplet generator for the calibration of particle-sizing

instruments. Chem. Eng. Technol., 24:265–268, 2001.
[7] I. M. Hutchings and G. D. Martin, editors. Inkjet Technology for Digital Fabrication. Wiley, Chichester, 2012.
[8] F. Fahy and P. Gardonio. Sound and Structural Vibration. Elsevier, Academic Press, Amsterdam, 2006.
[9] F. A. Firestone. A new analogy between mechanical and electrical systems. J. Acoust. Soc. Am., 4:249–267,

1933.

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0).
EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA

627



ILASS–Europe 2017, 28th Conference on Liquid Atomization and Spray Systems, 6-8 September 2017, Valencia, Spain 

http://dx.doi.org/10.4995/ILASS2017.2017.4845 

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0). 

EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA 

A Comprehensive Predictive Model to Anticipate Droplets Size 
Distribution in Pressure Swirl Atomizer 

Sajad jafari1, Azadeh Kebriaee*1, Shahin sohrabi2 

1Department of Aerospace engineering, Sharif University of Technology, Iran 
2Department of Mechanical engineering Universitat Politècnica de Catalunya, Spain 

*Corresponding author: kebriaee@sharif.ir

Abstract 
A predictive model is proposed to determine the droplet size and velocity distribution at the beginning of the 
secondary breakup. Liquid bulk is subjected to three stages of atomization including flow inside the injector, primary 
atomization, and secondary atomization to change a spray. The flow inside pressure swirl injector consisting an 
axial air core is a strongly complex two phase flow studied by highly precision coupled level set and volume of fluid 
method (CLSVOF). Subsequently, breakup lengths, interface deformation, as well as the most unstable frequency 
mode are calculated by nonlinear stability theory applied to emanating liquid sheet. Application of maximum entropy 
principle (MEP) is the final stage to predict size and velocity distribution of spray droplets. Based on liquid sheet 
breakup and conservative equations involving continuity, momentum, and energy, Newton-Raphson method is used 
to solve MEP equations. The proposed model has no dependency on empirical data in comparison with the usual 
past researches. The predicted results are shown to be in good agreement with the experimental findings related 
to performance characteristics and droplets size. 
Keywords 
Atomization, CLSVOF, Nonlinear Planar Liquid Sheet Stability, MEP, SMD. 

1.Introduction
SPRAY modelling is a fundamental tool in the development of combustion chamber study. Fuel injectors have a 
key role on the combustion instability in gas turbine engines, internal combustion engines, and industrial furnaces 
[1]. Different correlations used to predict droplets size have no sufficient credit to apply in any arbitrary conditions. 
An objective procedure considering effective parameters, therefore, strongly helps designer in the parametric study. 
In the proposed method, representation of a comprehensive model for spray simulation leads to elicit the plenary 
information of injector performance with regarding the whole stages of atomization. Liquid bulk is subjected to 
different phases including flow inside the injector, primary atomization, and secondary atomization to change the 
spray droplets. Regardless of simple geometry of pressure swirl atomizer, the transition from a bulk of flow to the 
micron droplets is extremely complex. The atomization especially pressure swirl injector involves a transition two-
phase flow with recirculation region inside the injector and a complex unstable flow after issuing from injector [2]. 
The studies on injector are usually restricted to simulation and modelling a specific stage of atomization [3]. The 
numerical or experimental study on the flow inside the injector is the first step to determine macroscopic parameters 
of injector [4, 5]. Primary Atomization attributed to liquid sheet breakup is the second stage of atomization. The 
transition from liquid bulk to ligaments and subsequently parent droplets is a strongly complex phenomenon. Two 
traditional methods are instability theory and breakup visualization to understand breakup mechanism [6, 7, 8]. The 
last stage in atomization is attributed to the secondary atomization. Final Sauter mean diameter, mean velocity, and 
uniformity of spray are the most important microscopic parameters usually studied experimentally [9, 10].  In the 
present work, we introduce a comprehensive model to predict the droplet size distribution. The two phase flow of 
axial air core inside the injector is simulated by coupled level set and volume of fluid method CLSVOF [11]. CLSVOF 
is a remedy to resolve the problems of level set and VOF methods corresponding to mass conservation and 
interface construction, respectively. Since extending the flow domain to outside of injector is a costly solution to 
identify the primary atomization of liquid sheet, a more inexpensive method should be introduced to determine the 
breakup procedure. The nonlinear hydrodynamic instability theory is applied to calculate the breakup length as well 
as interface deformation induced by the most unstable frequency [12]. The requirements of nonlinear instability 
theory are thickness of liquid sheet and velocity magnitude of film derived by numerical simulation of flow inside the 
injector. The calculation of size and velocity distribution of droplets is the last stage to determine injector 
performance. Maximum entropy principle (MEP) is a method to directly compute probability density function of 
droplets size and velocity [13, 14]. What calculated is the spray information in the secondary atomization threshold 
and a designer can apply this straight forward procedure to predict injector behaviour. 

628

http://dx.doi.org/10.4995/ILASS2017.2017.4845
http://creativecommons.org/licenses/by-nc-nd/4.0/
mailto:kebriaee@sharif.ir


ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain 

 

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0). 

EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA 

2. Mathematical models and equations 
2.1 Flow Simulation inside the Injector 
The tangential slots in pressure swirl injector causes to form an air core in the axial zone of the atomizer. One of 
the most current methods to simulate multi-phase flow is volume of fluid (VOF) [15]. The low storage requirement 
makes VOF a popular method to apply in numerical two phase flow simulations. In VOF, zero value is attributed to 
empty cell of fluid and subsequently a cell included the interface is evaluated by a value in a range of zero to one 
[16]. Besides wide applications of VOF in two phase flow simulations, the disadvantages of VOF involve the difficulty 
of interface reconstruction, the lack of adequate precision in the location of interface, and high dependency of 
solution accuracy to domain grid. So, Level Set (LS) method was developed as the VOF alternative by Osher [17]. 
The LS function is a signed function defined to specify the cell distance from the interface [18]. Based on LS function 
definition, the point on the interface is set to zero and the positive value is attributed to one fluid and negative to 
another. Unlike VOF, the interface location and its characteristics can be predicted accurately in LS method. In 
contrast, the continuity equation is not satisfied due to non-conservative inherent of LS function. A remedy to 
eliminate of disadvantages of these two-phase flow simulation methods is to introduce a hybrid solution. In the 
method of VOF and LS coupling, two methods are simultaneously solved to cover the problems [18]. In our first 
attempt, results were validated with experimental finding of Horvay and Leuckel [19]. The injector evaluates our 
simulation as figure.1. 

2.2 Instability in Planar Liquid Sheet Emanating from the Nozzle 
The first theoretical study on non-viscous liquid sheet instability was reported by Squire [20].  Following Squire, 
various studies on instability of round jet and sheet were performed with more accurate considerations either about 
assumptions on liquid and gas flow or methods of solution. For example, nonlinear instability analyses on sheet 
and jet were performed to understand more details about breakup mechanism. Following, two-dimensional inviscid 

and incompressible liquid sheet with 2a∗
 thickness is schematically shown in Fig.2, where the liquid sheet with 

axial uniform velocity of lU  moves through the gaseous medium [12].  When the basic non-rotational flow is 

perturbed by small disturbances, the liquid-gas interfaces are shifted to the new location with 
* 1( 1) j

jy η+= − +
 

coordinates. Where 1j =  indicates the top and 2j =  the bottom interface. Based on none-dimensional velocity 
potentials, the continuity equations of liquid and gas phases are defined as equations (1, 2). 

, ,yy 2 10      for   1 1  l xx l yφ φ η η+ = − + < < +  (1) 

g, g,yy 10     for       1xx yφ φ η+ = + < < ∞  (2) 

 

  

  

Fig 1. Numerical simulation by CLSVOF code for capturing of the interfaces for Horvay & Leuckel’s injector 
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Where length, time, and density are normalized by half thickness of a∗
, convection time and liquid density, 

respectively. In addition, the interfacial boundary condition is derived as,  

i i i
i i

D d d
v U

Dt dt dx
η η η

= = +  (3) 

Where 
i

dU
dx
φ

=
 and 

i
dv
dy
φ

=
 are velocity components and the kinematic boundary conditions are simplified as,  

, , ,x ,x 0l y j t l jφ η φ η− − =  (4) 

g, , g,x ,x 0y j t jφ η φ η− − =  (5) 

The force balance at the interface leads to the dynamic boundary conditions as, 

2 2 2 2
,2

, , , , , , 3
2 2

,

( 1)1 1 1 1
( ) ( )

2 2 2 2
(1 )

j
j xx

g t l t g x g y l x l y

j x

U
We

η
ρ ρφ φ ρ φ φ φ φ

η

−
− + − + + − + =

+
 (6) 

Applying regular perturbations method to expand the interface displacement, the following forms can be assumed 
to specify the first and second order surface deformations, respectively, 

,1 1, 1, 1,( , ) cosh( )cos( )j s s sx t A t t kxη ω α= +  (7) 

,2 2, 2,( , ) ( ) cos(2 ) ( )sin(2 )j s sx t p t kx Q t kxη = +  (8) 

Where 1,sω
 and 1,sα

 are the growth rate and angular frequency, respectively, and 1,sA
 is the amplitude of disturbed 

deformation.  After sorting governing equations as well as kinematic and dynamic boundary conditions in terms of 
first order and second order in terms of η0, we have the equations of (10-20). By simplifying the calculations based 
on the coefficient of sinus and cosine for the first and second order of surface deformations, respectfully the 
equations are solved. After tedious mathematical manipulations, the growth rate of surface deformation can be 
determined in the eigenvalue equation as equation (15)  .The variations of growth rate vs. wave number are shown 

in Fig 3 for the case of 0.001ρ = , 4U =  , 40We = . As seen, 1,sω
 has a peak in terms of wave number, 

corresponding to the most unstable mode of liquid sheet breakup.  According to Fig 3, the most unstable frequency 

is related to 0.181k =  wave number for the first mode of instability discussed in [12]. In Fig.4, the growths of 

interface deformation in different times are depicted for 0.001ρ = , 4U =  , 40We = , and 0.181k = . Fig 4 

prescribes the temporal interface disturbance growth and consequently sheet breakup occurs about 145t ≈ . Based 

on Gaster’s transformation [21], Fig 5 represents the locus of interfaces deformation for the case of 0.001ρ = ,
4U =  , 40We = . 

0 ,
1

(x, t) (x, t)n
j j n

n
η η η

∞

=

=∑
 

(9) 

First order of η0 

1, 1,yy 0  for  1 1l xx l yφ φ+ = − < <  (10) 

g1, g1,yy 0  for  1 , 1xx y yφ φ+ = + < < +∞ −∞ < < −  (11) 

1, ,1, ,1,x 0l y j t jφ η η− − =
 

(12) 

1, ,1, ,1,x 0l y j t jφ η η− − =
 

(13) 

1, 1,t 1, 1, ,1,

( 1)
0

j

g x l g x l x j xxU
we

ρφ φ ρ φ φ η−
+ + − − =  (14) 

2

1,

tanh( )
tanh( ) ( 1)

tanh( )s

kk k U k
We

k

ρρ
ω

ρ

+
− −

=
+

 
(15) 
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Second order of η02 

2, 2,yy 0   for  1 1l xx l yφ φ+ = − < <  (16) 

2, ,2,t ,2,x ,1,x 1, ,1 1,yyl y j j j l x j lφ η η η φ η φ− − = −  (17) 

2, ,2,t ,2,x ,1,x 1, ,1l y j j j l x jφ η η η φ η φ− − = −  (18) 

2, ,2,t ,2,x ,1,x 1, ,1 1,yyg y j j j g x j gUφ η η η φ η φ− − = −
 

(19) 

,2,
2,t 2,t 2, l2, ,1,t 1, ,1 1,

2 2 2 2

,1,t 1, ,1 1, 1, 1,y ,1,x 1, ,1 1, 1, 1,y ,1,x 1, ,1 1,

( 1) [ ]

1 1
[ ] [ 2 U( )] [ 2( )]

2 2

j xxj
g l g x x j g y j g yt

j l y j l yt g x g j g y j g yx l x j l y j l yx

U
we

η
φ φ ρ φ φ ρ η φ η φ

η φ η φ ρ φ φ η φ η φ φ φ η φ η φ

− + − − − = − +

+ + − + + + + + + +

 (20) 

2.3 Velocity and Droplet Size Distribution in Spray 

The physics beyond the nozzle flow and sheet breakup are deterministic concepts [2], while spray atomization is a 
perfectly stochastic process with different size and velocity droplets [22,23] . As known, the probability density 
function (PDF) of droplets size and velocity is introduced to define spray characteristics. A solution to confront with 
difficulty of spray study is to use the Shannon maximum entropy principle (MEP), independent of experimental 
primary data [23]. This method was introduced by [13] and later developed by Li and Takin [24].  In addition, recent 
investigations attributed to Movahednejad have improved the modified momentum equations in MEP [25]. Shannon 
stated the form of entropy as, [23,25] 

lns f fκ= − ∑  (21) 

Where s is the statement of statistical thermodynamic entropy κ  is the Boltzmann's constant and f is the 
probability density function. Besides to establish the maximum condition of thermodynamic entropy, the 
conservation equations including mass, momentum, and energy should be satisfied in sheet breakup. Supposed 

spherical droplets, the conservation equations are introduced based on PDF as equations (22-26) 
max max

min min

3 1
D u

m
D u

fD dDdu s= +∫ ∫  (22) 

max max

min min

3 1
D u

mu
D u

fD u dDdu s= +∫ ∫  (23) 

max max

min min

3 2 2

1
D u

e
D u

D u BDf dDdu s
H H

 
+ = + 

 
∫ ∫  (24) 

 
 

Figure 2. Planar liquid sheet [1] Figure 3. Instability growth rate vs. wave number for 0.001ρ = , 

4U = , 40We =  
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Fig 4.  Temporal surface deformation evolution for 
0.001ρ =

, 4U =  , 40We = , and 0.181k =  

 

Fig 5.  How breakup of the liquid film after issuing from the nozzle  

 

2
3012

 , l lU D
B We

We
ρ

σ
= =  (25) 

According PDF concept, the following equation is also introduced, 

max max

minmin

3 1
D u

uD

fD dDdu =∫ ∫  (26) 

 

It is worthy to note that Eqs. (22-24) and (26) are non-dimensionlaized by 30D  and lU  known as mean diameter 

and the potential velocity of liquid sheet. Also, the probability density function using Lagrange multipliers method 
can be obtained as equation (27). 

( )3 3 3 2 23
0 0 1 2 expf f D D u D u BD

H
λ

λ λ λ 
= − − − − + 

 
 (27) 

If the velocity profile at the injector outlet is assumed uniform, the shape factor of velocity profile H  will be unity. 
But if the outlet flow from the injector is assumed to be fully developed and turbulent, this factor will be equal to [25, 
26]. The accuracy of this formulation is confirmed with comparing with experimental work of Li [27].   

3. RESULTS & DISCUSION 

As mentioned, following different stages of atomization will be conducted to determine the velocity and droplet size 
distribution at the secondary atomization threshold. The prediction of droplet size and velocity distribution is 
categorized in three stages including flow inside the injector, sheet instability near the nozzle, and primary 
atomization. The interaction of air core and highly swirling flow inside the injector is simulated by CLSVOF 
Capturing accurate location and geometry of air core. Two key findings of flow simulation inside the injector are 
liquid film thickness and liquid velocity used to calculate the sheet breakup length in nonlinear instability theory. 
Extending instability theory to nonlinear terms causes directly to predict deformation topology of sheet in the 
breakup of moment. At the last stage, the droplets velocity and size distribution are calculated by solving MEP 
equations. The probability density function of size and velocity is a comprehensive map to derive all of spray 
characteristics included mean diameter, Sauter mean diameter, mean velocity as well as the parameters of Rosin-
Rammler function to specify droplet size distribution [2].  
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Fig 6.  Geometrical schematic of injector [28] 
 
In this paper, the results of Eberhart’s experimental results were used to evaluate the proposed comprehensive 
model. Eberhat examined a pressure swirl injector to study spray angle, liquid film thickness, and droplets size by 
PDPA method, at different flow rates [28]. The geometrical schematic of injector has been illustrated in Fig 6 and 
injector dimensions are numerically shown in the figure in millimetre [28]. The case with mass flow rate 

32.809 10 /kg s−×  was chosen to simulate. As mentioned, CLSVOF was used to model two phase flow field of 

injector by 110000 structural grid cells after validating mesh dependency [4]. The method of RANS equations 
solution has been completely demonstrated in and the validation of solution was confirmed based on experimental 
results of [19]. Fig 7 illustrates how the air core is formed in the axial zone by representation of volume of water 
inside the injector. Attenuation of liquid sheet is seen due to accelerating axial velocity in orifice part by decreasing 
cross section of flow. The recirculating flow near the nozzle represents positive pressure gradient caused by free 
vortex flow inside the injector. The results in Fig 8 confirm the last claim about pressure distribution. As seen, free 
vortex flow leads to increase of swirl velocity near the axis and subsequently decrease of pressure in the whole 
length of injector. The numerical results of injector performance characteristics included injector discharge 
coefficient, liquid film thickness, and spray half angle are quantitatively compared with experimental results. Results 
describe the maximum error in the numerical simulation of injector is less than 13% to determine performance 
characteristics inside the injector. The most unstable wave number of liquid sheet is 1.158k =  based on Eq. (10), 

corresponding to 0.001ρ = , 0U = , and 1913We = . 

Where the magnitude velocity of flow at the exit of injector 28lU =  and half thickness of liquid sheet 2 0.41a mm∗ =  

are applied to non-dimensionalize the nonlinear instability equations. It is worthy to note that nonlinear instability 
analysis (NLISA) is an alternative of LISA (Linear Instability Analysis) for more accurate location of issuing the 

primary droplets in the computational flow field. In Fig 9, the shape of liquid sheet is depicted for 0 0.01η = , and 

consequently the length of breakup is predicted about 23mm  in NLISA. The experimental breakup length equals 

26mm  has been compared with NLISA. The more precise prediction of breakup in NLISA is obviously seen by 

quantitative calculation.  

  

Fig 7.  Contour of water volume in pressure swirl injector  Fig 8.   Contour of pressure in the flow domain 
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Fig 9.  Liquid interfaces simulation by nonlinear instability theory 

 
The droplets velocity and size distribution for current flow are achieved by solving MEP equations. After calculating 
Lagrange’s multipliers, PDF of droplets size (d) and velocity (u) are represented in Fig 10. PDF includes the whole 
information of spray characteristics. For example, the Sauter mean diameter (SMD) is numerically integrated by 
following equation. 

max max

min min

max max

min min

3

2

D u

D u
D u

D u

fD dDdu
SMD

fD dDdu
=
∫ ∫

∫ ∫
 (28) 

Based on PDF calculated by MEP equations, Sauter mean diameter is calculated about 80 mµ , reported about 

100 mµ  in experiment, [28]. Although the results depict an error about 20% in this calculation, it should be noted 

this is an accumulated error in different simulation stages. It should be noted that Sauter mean diameter is not a 
unique parameter to validate the solution and it may be some other parameters not reported in literature is 
completely near the simulation results like mean diameter or average velocity of droplets. 
 
4. Conclusion 

A comprehensive model is a unique solution to predict the injector performance in spray production. The 
tangential slot embedded on the injector body leads to a free vortex flow inside the injector causing air core in the 
axial zone. The complex two phase flow in the small size of the injector necessitates application of CLSVOF to 
determine thickness of liquid film, tangential and axial velocity in the injector nozzle. The output of flow simulation 
inside the injector is used in calculation of planar hydrodynamic instability to determine the manner of breakup 
process. The knowledge about the most unstable frequency calculated in this part helps to predict the size and 
velocity distribution function in spray. Probability density function of size and velocity in spray is computed by 
maximum entropy principle method. In MEP method, the maximum entropy is applied as a supplementary constraint 
to introduce a unique function of size and velocity distribution of droplets. Newton-Raphson is used to solve 
conservative governing equations. After calculating Lagrange’s multipliers, PDF is determined, and subsequently 
Sauter mean diameter is calculated. The acceptable results compared with experiments guaranty the idea of this 
model to predict macroscopic as well as microscopic parameters of injector. 
 

  

A)    Two-dimensional contour B)      Three-dimensional contour 

Fig 10.  PDF of droplets size and velocity 
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Abstract 
Spray cooling process has many parameters such as extended surface, angle of inclination, effect of gravity, 
diameter of nozzle, angle of spray, mass flux, geometry of cooled surface, thermal performance and critical heat 
flux of spray etc. Many effective parameters to carry out the experiments with conventional test methods are both 
expensive and time consuming. As a solution in these circumstances, Taguchi method, which is one of the modern 
experimental design and optimization methods and very effective in solving such problems, was used in this study. 
Taguchi method, as well as being in effective to improve the quality of products, also gives the opportunity to achieve 
better results with much less experiment. Using Taguchi method, as well as to reach the target value exactly, the 
sensitivity of the design against uncontrollable factors is reduced to a minimum. Thus, the optimum tolerance range 
in cost and quality factors is determined. When compared to conventional experimental design methods, Taguchi 
method has many advantages. 
In these experiments with using rectangular pin fin heat sinks, the effects of the longitudinal and lateral distances 
of the consecutively arranged nozzle or diffuser-like fin pairs, widths of the fins, angle of fins, heights of fins, spraying 
time, air flow rate, liquid flow rate (ALR, the ratio of air-liquid flow rate) and the ratio of the nozzle-heat sink distance 
to the nozzle diameter (h/d) on heat and flow characteristics have been investigated by using Taguchi experimental 
design method. For this reason, characteristics of flow and heat transfer are considered separately. Nusselt number 
considered as performance statistic, L27(311) orthogonal array has been selected as an experimental design plan 
for the eleven parameters mentioned above. The Nusselt number was calculated by taking into account the 
characteristic length of heat sink and the optimized results were found to be fin width of 45 mm, fin angle of 45o, fin 
height of 15 mm, x direction distance between fins of 20 mm, y direction distance between fins of 20 mm, x direction 
distance between slices of 15 mm, y direction distances between slices of 20 mm, air flow rate of 10-3 m 3/s, liquid 
flow rate of 5,83*10-6 m3/s, spraying time of 5 s and the ratio of the nozzle-heat sink distance to the nozzle diameter 
(h/d) of 667. 

Keywords 
Spray cooling, Taguchi Methods, heat sink. 

Introduction 
Atomization is used to transfer energy from wide surface areas in low temperatures throughout cooling applications. 
From the outlet of an atomizer, an unsteady liquid mass performs a fragmentation process respectively in the order 
of layer formation, ligament formation, and droplet formation. The velocity and diameter rates of the droplets to 
compose spray are important. When the droplets with a certain speed and diameter range are grouped, the droplet 
speed and diameter range occur, and these two ranges are fundamental to characterizing the spray. 
Effective energy transfer is ensured with spray cooling, a technology characterized by high heat transfer, heat 
convection homogeneity, and a low droplet impact speed, which are explored for engineering applications today. 
Having gained momentum especially in the last 20 years, studies on the atomization of liquids have been used 
widely in industry. The cooling of metal surfaces and electronic components, drying operations, humidification, 
washing, watering and fire extinguishing operations, pulverized fuel injection systems, surface coating and spray 
painting operations, agricultural disinfection, drug manufacturing, and spray medicine mechanisms taken orally and 
through the nose can be cited as applications of atomization. Because atomization has an extensive area of use, 
empirical studies are required so spray parameters can be analyzed qualitatively and quantitatively [10]. Analyzing 
the impacts of all determined parameters on the performances of thermal systems and system elements is almost 
impossible in terms of both time and testing costs when using the strategy of making tests by changing a parameter 
at any time. By not changing a parameter at every turn, it is possible to ensure a significant decline in the number 
of experiments by using only those selected carefully from full factorial designs. With this testing method, 
randomization is used to eliminate the impact of heterogeneity on testing methods. Thanks to such a course of 
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action, it is possible to reduce the adverse effects of unexpected changes (i.e., ambient temperature, humidity, 
pressure, etc.) on uncontrolled factors [11]. 
With the method first developed by Japanese engineer Dr. Taguchi, it is possible to minimize the variations in 
product and process by selecting the most appropriate levels of controllable factors against the factors that create 
these variations and that are uncontrolled. In his testing strategy, Taguchi uses high fractional experiments, 
including orthogonal sequences, to specify optimum values of controllable factors. With the analysis of the data 
obtained after the experiments, whether the anticipated result would be achieved is controlled for by conducting 
confirmation experiments in optimum conditions determined thereof. After the performance values and signal-to-
noise ratio—obtained following the experiments—are analyzed and this classification is made, variation is reduced 
with the help of control factors, and average targeted values are achieved with the help of correction factors. 
Furthermore, the most suitable and economic values of inefficient factors are selected. 
In Taguchi’s testing strategy, high fractional experiments, including orthogonal sequences, are used to specify the 

optimum values of controllable factors. With the analysis of the data obtained after the experiments, whether the 
anticipated result would be achieved is controlled for by conducting confirmation experiments in optimum conditions 
determined thereof [11]. Phadke [5], states Taguchi developed 18 different orthogonal sequences. Taguchi also 
developed linear graphics and triple charts to be based on to ensure the placement of factors and the combined 
effects in these sequences. In many problems, one of the standard orthogonal sequences may be used as an 
experimental design directly. By making use of linear graphics, triple charts, and similar instruments in some cases, 
an experimental design suitable for the problem may be developed with partial arrangements in standard orthogonal 
sequences. In other words, simplicity or perfect flexibility is ensured in planning multi-factor or multi-level 
experiments. 
After the performance values and signal-to-noise ratio—obtained following the experiments—are analyzed and this 
classification is made, variation is reduced with the help of control factors, and average targeted values are achieved 
with the help of correction factors. Furthermore, the most suitable and economic values of inefficient factors are 
selected [1]. 
In this study, the impact of 11 parameters with three levels on the optimum operation conditions of a heat sink was 
determined by means of Taguchi’s experimental design method, which was applied to spray cooling. Positive and 

negative aspects of the method were discussed in studies regarding the increase in the heat transfer in heat 
exchangers. 
 
Material and methods 
 
Experimental parameters and plan 
In this study, the optimum parameters of heat sink in Figure 1, which are sequenced in the form of a longitudinal 
and lateral distances were determined in terms of heat transfer using Taguchi’s experimental design technique. 
Parameters having an impact on heat transfer were selected as the fin width, fin angle, fin height, horizontal distance 
between fins, vertical distance between fins, horizontal distance between slices, vertical distance between slices, 
rate of nozzle-heat sink distance to nozzle diameter, air flow, water flow, and spraying time. As well, the L27(311) 
orthogonal array was selected as the experimental design. Experiments were performed in the spray cooling testing 
apparatus indicated in Figure 2. This study used a heat sink 300 × 300 mm in size with a testing pin fin on the heat 
sink and h/d distance, which is adjustable, on which an air-supported atomizer 1.2 mm in diameter can be mounted, 
along with a flow meter and manometer for air-water fluids. Air and water were preferred as fluids in the system. A 
15-liter water/oil bath that operates in a closed system was placed near the testing area so experiments could be 
performed at constant temperatures. With the experimental setup set (Figure 2), such parameters as nozzle outlet 
speed of spray, droplet diameter, distribution of spray droplets in the testing area, and amount of surface contact 
were obtained with the help of a charge coupled device (CDD) camera and stroboscope, and the temperature 
distributions were obtained via thermal cameras. 
  

 
Figure 1. Geometrical definitions of the tested models. 
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Figure 2. A schematic display of the experimental setup: 
(1) Flow meter, (2) manometer, (3) pressurized water tank, (4) reservoir, (5) compressor, (6) air tank, 

(7) CCD camera, (8) nozzle, (9) stroboscope, (10) background, (11) water/oil bath, (12) test-section, (13) reactor. 

 
Table 1 shows the controllable parameters selected in consideration of the fact that they are likely to affect the 
characteristics of heat transfer and the values of these parameters and that were analyzed in the tests. 
 

Table 1. Parameters and their values studied in the experiments. 
   Level   
     

 Parameter 1 2 3 
      

 A h/d ratio 166.6 333.3 666.6 
 B Fin width, b [mm] 15 30 45 
 C Angle of fin, α [degree] 15 30 45 
 D Fin height, H [mm] 15 25 35 
 E Horizontal distance between fins, a [mm] 10 15 20 
 F Vertical distance between fins, c [mm] 10 15 20 
 G Vertical distance between slices, e [mm] 10 15 20 
 H Horizontal distance between slices, f [mm] 10 15 20 

 I Air flow, Qa [m3/h] 2.1 2.9 3.6 
 J Water flow, Ql [m3/h] 0.012 0.021 0.03 
 K Spraying time, T [s] 5 10 15 
      

 
Table 1 shows that all parameters were selected to have three levels, and the L27(311) orthogonal array (OA) 
experimental design method was selected accordingly as the experimental plan [5]. 
 
Experimental plan shows that only 54 experiments were conducted with 27 heat sink unit using the L27(311) 
experimental design and Taguchi’s experimental design instead of conducting 311 = 177,147 experiments with a full 
factorial experimental design from the classical testing design methods. Each experiment was repeated twice at 
different times so the effects of deforming and the random factors in the experiments could be observed. 
“Performance statistics” was selected as the optimization criteria. Performance values in terms of the Nusselt 

number were calculated to be able to observe the impacts of the parameters on the optimization criteria. The Nusselt 
number was calculated based on nozzle diameter in consideration of the convection heat transfer coefficient, which 
is calculated based on the total area of the heat transition surface, and a general optimum was found. The “the 

bigger the better” performance statistic was used for Nusselt numbers. 
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Kackar [6], states that many (more than 60) performance statistics likely to be used based on the analysed problem 
were developed. The following performance statistic, was developed for the “the bigger the better” status and is 

one of the alternatives that could be selected for the optimization criteria, where ZB and ZK indicate performance 

639

http://creativecommons.org/licenses/by-nc-nd/4.0/


ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain 

 

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0). 

EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA 

statistics, n indicates the number of repetitions made in an experimental combination, and Yi shows the performance 
value of the test. 
In the Taguchi method, the experiment corresponding to the optimum working conditions might not have been 
undertaken during the whole period of experimentation. In such cases, the performance value corresponding to 
optimum working conditions can be predicted by utilizing the balanced characteristic of the OA. For this aim, the 
additive model may be used [7] 
  

iii eXY                                                                                                                                    (2) 
where indicates the general average performance value, Xi indicates the fixed impact of the parameter-level 
combination in the test, and ei indicates the random fault in the experiment. As the equation is a point estimation, 
calculated using experimental data, a confidence interval must be calculated to determine whether this value is 
significant. A confidence interval at the selected error level may be calculated with the help of the following equation 
[8], 
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                                                                                            (3) 
where F refers to chart value, α indicates the error level, DFMSe indicates the total degree of freedom for the average 
of the error squares, m refers to the total degree of freedom for the parameters used in estimating optimum working 
conditions, N refers to the total number of tests/experiments, and ni indicates the number of repetitions in the 
confirmation experiment. If the experimental results are in terms of percentage (%), an omega conversion of 
percentage values is performed with the help of the following equation before calculating Equations (3) and (4). 
After, the values of concern are determined by applying a reverse-conversion with the help of the same equation 
[9], 
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                                                                                                                     (4) 
where Ω(db) indicates the decibel value, which was found with the omega conversion of the percentage value, and 
p indicates the percentage value of the experimentally obtained product. 
 
Calculating the heat transfer coefficient 
For this study, the Bi number was found to be significantly low for the aluminum heat sinks with rectangular fins at 
a constant surface temperature in the non-boiling regime, and it was decided to use a total mass approach. 
Accordingly, the amount of heat generated on the aluminum surface was calculated with the following equations, 
 

vapradkonvtotal QQQQ                                                                                                      (5) 

and 
 
𝑄 = 𝑚𝐴𝑙𝐶𝑝∆𝑇                                                                                                                          (6) 

Where ΔT refers to average surface temperatures of the surface before and after spray. 
Tahat et al. [2] reported that radiative heat-transfer rate from a pin-fin depends on: (i) the temperature of its radiating 
surface; (ii) the temperature distribution of its surroundings; (iii) the emissivities of the fin, base and environment; 
and (iv) the shielding effect of adjacent fins. The radiating surface temperature and the shielding effect determine 
the grey-body shape-factor F. 
The total steady-state rate of radiative heat-transfer can be evaluated from 
 
𝑄𝑟𝑎𝑑 = 𝐹𝐴𝑆(𝑇𝑆

4 − 𝑇𝑎
4)                                                                                                                     (7) 

In similar studies Tahat et al. [2], Tahat et al. [3], El-sayed et al. [4], etc., reported that the total radiative heat-losses 
from a similar test surface would be about 0.5% of the total heat-input. Also the base plate and fins were of 
aluminum; their surfaces being highly matted using black spray painting and so of low emissivity. Therefore, the 
radiative heat loss could be neglected. Using these findings, together with the fact that the test section was well 
insulated and the readings of the thermojunction placed at the outer surface of the heating section was nearly equal 
to the ambient temperature, then one could assume with some confidence that the last two terms of Eq. (6) may be 
ignored. Then, the Eq. (6) reduces to 
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𝑄𝑡𝑜𝑡𝑎𝑙 = 𝑄𝐶𝑜𝑛𝑣                                                                                                                                   (8) 
As for the heat transfer coefficient for the spray, sent via the air-supported nozzle, it was identified as follows; 
 

ℎ𝑠𝑝 =
(𝑄−𝑄𝑟𝑎𝑑−𝑄𝑏𝑢ℎ.)

𝐴𝑦(𝑇𝑦−𝑇𝑠𝑝)
                                                                                                                      (9) 

When the studies in the literature are reviewed, both the projection area and total heat transfer area are used as 
the heat transfer surface area. In this study, the total heat transfer area was used. This area refers to the total heat 
transfer surface area created by the fins and base plate, and it can be identified as follows: 
 

 )2()2( kks thbhNWLA 
                                                                                                   (10) 

The Nusselt number was considered a performance statistic; it was calculated with the following equation based on 
the inner diameter of the nozzle while calculating the Nusselt number: 
 

𝑁𝑢 =
ℎ𝑠𝑝𝐷ℎ

𝑘
                                                                                                                           (11) 

In addition, the heat thrown due to vaporization was calculated for several spraying times, according to the change 
in the relative humidity on the surface. This value was determined to be 14.72%, 16.92%, and 19.31%, respectively, 
for 5 s, 10 s, and 15 s of spraying.  The forces playing a role in the fragmentation of unsteady liquid masses may 
be identified as inertia forces, surface tension, and viscous forces. This is why pure numbers to characterize these 
kinds of flows consist of different combinations of these three different forces. The first that comes to mind among 
the pure numbers used to characterize any forced flow problem is the Reynolds number, which is known as the rate 
of inertia forces to viscous forces: 
 


orthUD

Re
                                                                                                                                        (12) 

In the equation, thermo-physical specifications and the average speed Uort of the liquid in the nozzle cross-section 
were determined in consideration of the segment of the fluid in the nozzle outlet. 
 
Results and discussion 
Following the tests and measurements, the collected data were analyzed using the ANOVATM packet program to 
determine the impact of each parameter on the performance statistic. The average surface temperatures were 
calculated for all experiments with a thermal camera before and after the spraying operation. An example, 
performed for Experiment-4, is included in Figure 3 below. 
 

 
Figure 3. Thermal camera images. 

The impact of each parameter on optimization was calculated and results are presented in Figure 4. The order of 
graphics was determined in accordance with the degree of the impact of the parameters on the performance 
statistic. In the graphics, the numerical value of the maximum point indicates the best value of the respective 
parameter, and the numerical value of the minimum point indicates the worst value of the respective parameter. In 
the effect graphic to the Nusselt number (Figure 5), the maximum points for all parameters indicate the optimum 
levels of the parameter selected in the experimental study conducted thereof. 
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Figure 4. The effect of each parameter on the Nusselt number. 

It seems difficult and complex to understand experimental results from the graphics at first glance. If the procedure 
is reviewed with an example, the fin width and variation in the performance statistic B are indicated in Table 1. The 
fin width is 15 mm at the first point, and this corresponds to the first level of the parameter (see Table 1). Experiments 
corresponding to Level 1 can be found in experimental plan. Test numbers from experimental plan are 1, 2, 3, 10, 
11, 12, 19, 20, 21. The performance statistic value is the average of the data obtained from these tests. In Figure 
4, the experimental conditions for the second data point in th plan and the average of the experiments are indicated 
with 2 in experimental plan (i.e., 4, 5, 6, 13, 14, 15, 22, 23, and 24). The numerical value of the maximum point in 
each graphic gives the best value of the respective parameter. These values are included in Table 3 for each 
parameter, referring to the optimum value of each parameter under experimental conditions. Besides, performance 
values of the combinations corresponding to optimum conditions, estimated with the help of Equation (2) in Table 
3 and the confidence interval at a 5% error level of these estimations, were calculated with the help of Equation (4), 
and they are included in Table 3. Moreover, confirmation experiments were conducted under the determined 
optimum conditions to be able to test the accuracy of these estimations, and the results are presented in the “Real” 

line. Because the performance values obtained in confirmation experiments are within the calculated confidence 
interval, it can be stated that experimental results are acceptable at a 5% error level. 
 

    Table 3. Optimum conditions and performance values for tested models.     
                    

  Parameter            Performance value    
                    

  A  B C D E F G H I J  K Nusselt number    
                   

  
h/d 

 
b α H a c e f Qair Qliq 

 
T Prediction 

Confidence  
Real     interval   

                   
                    

 Optimum 
3● 

 
3□ 3♦ 1+ 3◊ 3▲ 3▀ 2☼ 3∆ 2° 

 
1* 

 
304.8301 

  

Nusselt level      
             347.4517 -   332.9729 

Number 
                

Optimum                

666.7  45 45 15 20 20 20 15 3.6 0.021  5  390.0733   

 value      

                   
                  

*: The first effective parameter  +: The second effective parameter  ●: The third effective parameter o: The fourth effective parameter ∆: The fifth effective 
parameter □: The sixth effective parameter ◊: The seventh effective parameter ☼ : The eighth effective parameter ♦: The ninth effective parameter 
▲:  The tenth effective parameter ▀:  The eleventh effective parameter            

               

Contribution percentages of the impacts of each parameter on the selected performance characteristic are indicated 
in Figures 5. Contribution percentage indicates the impact of the respective parameter on the performance statistic, 
and it is calculated as follows:  
  
KY= ([Squares total-(Degree of freedom*Total errors)])/(Total of squares)                                           (14) 
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Figure 5. Contribution ratio of each factor to the Nusselt number. 

The parameters having the greatest impact on the Nusselt number are, respectively, spraying time (T), fin height 
(H), the rate of nozzle-heat sink distance to nozzle diameter (h/d), water flow (Qliq), air flow (Qair), fin width (b), 
horizontal distance between fins (a), horizontal distance between slices (f), fin angle (α), vertical distance between 

fins (c), and vertical distance between slices (e). It was determined that the parameter having the greatest effect on 
the Nusselt number is spraying time. Based on the surface geometry, the highest Nusselt number was calculated 
as 234.4 when the spraying time was 5 s. This indicates there is no additional spraying operation to achieve an 
optimum cooling load. It was determined that fin height is the parameter having the second-greatest effect on the 
Nusselt number. In cases where the fin height is 15 mm, the highest Nusselt number calculated was 234.4 based 
on surface geometry. While the Nusselt numbers were being calculated, the average heat convection coefficient 
was determined according to the total heat transition area. In the equation, the heat transition surface area from the 
fins was also considered, and the heat convection coefficient was reduced, as the heat transition area would 
increase in the event that fin height increases.  
The parameter having the third-greatest effect on the Nusselt number was the rate of the nozzle-heat sink 
distance to nozzle diameter (h/d). The highest Nusselt number calculated was 234.4 based on the surface 
geometry at the point where the h/d ratio is a maximum 666.7.  

Conclusions 
This experimental study was conducted to determine the heat transfer and flow characteristics of a spray cooling 
application for a heat sink consisting of rectangular fins with a longitudinal and lateral geometry. Performance criteria 
regarding the Nusselt number were calculated to be able to observe the impacts of parameters on the optimization 
criteria by making use of the Taguchi  experimental design method and the L27(311) experimental design, and the 
optimum heat sink geometry was obtained. Results for a general optimum heat sink , obtained based on the Nusselt 
number, were determined to include a 15-mm fin height, 45-mm fin width, 45° fin angle, 20-mm distance between 
fins, 20-mm vertical distance between fins, 20-mm horizontal distance between slices, 15-mm vertical distance 
between slices, 666.7 rate of nozzle-heat sink distance to nozzle diameter, 3.6-m3/h air flow, 0.021-m3/h water flow, 
and 5-s spraying time. The parameters having the greatest impact on the Nusselt number are, respectively, spraying 
time (T), fin height (H), the ratio of nozzle-heat sink distance to nozzle diameter (h/d), water flow (Qliq), air flow (Qair), 
fin width (b), horizontal distance between fins (a), horizontal distance between slices (f), fin angle (α), vertical 

distance between fins, (c) and vertical distance between slices (e). It was determined that spraying time is the 
parameter having the greatest effect on the Nusselt number. Studies to determine spray flow characteristics are 
rather complex. Therefore, it is essential to measure via a laser that enables a detailed analysis of the flow structure 
(PIV). Florinert liquids, such as FC-72 and FC-87, can be used in spray cooling as an operation liquid. The heat 
transfer process must be reviewed by adding surface-active agents. This study was performed below the boiling 
point, but studies hereafter may be conducted above the boiling point or at the Leidenfrost temperature. It is 
essential to research air-supported nozzles, which are also used in this study to design different nozzle geometries. 
Heat transfer and the flow process can be analyzed mathematically using such software as ANSYS-FLUENT.  
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Nomenclature 
A heat-transfer area  
b fin width  
Cp specific heat for air  
ei random error in ith experiment  
Fα value of F table  
Dh hydraulic diameter  
h heat-transfer coefficient  
H height of the fins  
I current  
k conductivity of air  
L length of base plate  
m degrees of freedom used in the prediction of Yi  
MSE mean square error  
n number of repetitions done for an experimental combination  
nr number of repetitions in confirmation experiment  
N the total number of experiments  
Nu Nusselt number (hDh/k)  
P percentage of product obtained experimentally  
Q heat rate  
R resistance of the heater element  
Re Reynolds number (UDh/υ)  
Tjet jet temperature  
Ts,av average surface temperature  
U mean velocity of the air 
U0          jet inlet velocity  
V voltage width of the base plate 
Xi fixed effect of parameter level combination used in ith experiment  
Yi performance value of the ith experiment  
Zl, Zs performance statistics  
α angle of fins  
ΔP pressure difference  
υ kinematic viscosity of air  
μ overall mean performance value  
ρ density of air  
Ω (db) decibel value of percentage subject to omega transformation  
cp pressure coefficient 
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Abstract 

In the event of a hypothetical core disruptive accident in nuclear power plants, the molten core may flow out the 
reactor vessel and interact with the cold water. The evolution of the accident is strongly affected by the 
fragmentation of the jet of molten metallic fuel due to its interaction with the water (i.e. this situation is known as 
fuel coolant interaction, FCI). In order to evaluate and predict the various consequences of a FCI, many 
researches are conducted with either corium or high melting temperature molten metal, where premixing stage 
evolves with an important production of steam. This steam production that is unavoidable because the high 
temperature of corium leads to difficulties for using optical diagnostics. Hence, in our case, we use a eutectic alloy 
(Field’s metal) with a low melting point (62°C) in order to be able to visualize correctly the droplet fragmentation 

processes. 

The present work focuses on the fragmentation of a single Field’s metal liquid droplet with mass equals to 0.27g 
(±0.01g). The liquid droplet interacts with a water pool whose temperature range between 20°C to 60°C. 
According to its Weber number, it fragments in different ways. For each experiment, a single droplet has been 
visualized using a high-speed camera (at 8000 fps). All measurements (drop size, velocity, impact parameter and 
geometrical properties of the drops after the penetration) into the pool are evaluated using an open source image 
processing. Solidified fragments can then be sieved and the size PDF determined. Focus of the present work is 
put on the evolution of the Sauter Mean Diameter with increasing Weber number and varying bath pool 
temperature. It is shown that using a simple crust model during solidification and defining an effective Weber 
number which include the crust elasticity all the curves collapse on the same master curve for all the water bath 
temperature considered. 

Keywords 
Liquid Metal Spray, Nuclear Safety, Powder production, Fragmentation, Solidification 

Introduction 

One of the worst sequels of nuclear accident is nuclear core meltdown. In the event of primary 
containment vessel failure, the melted core (or corium) can pour outside and interact with the surrounding water 
(presence of surrounding water is uncertain and is related to the handling of the accident). The size and the 
distribution of the resulting fragments is still a scientific open problem. Yet it may be related to atomization and 
spray studies and to the field of metallic powder production as the interplay between fragmentation and 
solidification is a common mechanism. Present work focuses on what is traditionally called secondary atomization 
or more exactly to the fragmentation mechanism of a single droplet in a surrounding flow field. However, the 
problem will be simplified as vapour production (which may result in a vapour explosion in the hottest cases and 
prevent using simple optical diagnostics) will be prevented. Therefore present work will be quite close to previous 
studies by Hsiang and Faeth [1], Landeau et al. [2] or Ranger and Nicholls [3] for instance. However these works 
focus on either very high or very low density ratio, whereas for the intermediate density ratio (around ten) results 
are scarcer (see Gelfand [4], Kim et al. [5] for instance). Present work will therefore focus on the fragmentation 
and solidification mechanisms of a mildly hot single liquid metal droplet in water with a density ratio between 
phases close to 8. 

Fragmentation mechanisms are strongly impacted by value of the Weber, Ohnesorge and Reynolds 
numbers and fragmentation regimes are determined as a function of these numbers: 
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However, in order to take into account solidification during fragmentation, an apparent Weber number is 
proposed, following Haraldsson [6]. In this model surface tension is increased during solidification to take into 
account the elasticity of the solidified crust. Thought initially proposed to modify Kelvin-Helmholtz during 
solidification, it will be shown that it can also be used to propose a correlation for the Sauter Mean Diameter of the 
solidified fragments as a function of this new Weber number.  
As present work is dominantly experimental, the experimental setup will be detailed and results discussed but a 
comparison with recent results obtained using Direct Numerical Simulation with the Open Source Code Basilisk 
(cf. Popinet [7]) will illustrate the similarity between experiments and simulation.  
Last section will present how introducing a modified Weber number leads to an efficient data reduction.  
 
Material and methods 
 
Experimental setup is detailed on figure 1, a droplet generator is located above a 500L liquid water pool that can 
be maintained at a given temperature thanks to a plunging heating element. Measurements are made using 
shadowgraphy thanks to a LED projector and a high speed camera. Solidified fragments are then collected (after 
several hundredth droplet impingements) and sieved to obtain the fragments size distribution. The liquid metal 
used in present experiments is Field’s metal whose properties are given in Table 1. It is a eutectic alloy of Tin, 

Bismuth and Indium whose melting temperature is 62°C. Therefore dropping 85°C liquid metal droplets into water 
does not produce any vapour.  

 

Figure 1. Picture of the experimental setup. 

Liquid metals have commonly a very high surface tension, σ = 0.4 N/m, in the present case. However they are 
very sensitive to oxidation, cf. Xu et al. [8]. A thin oxide layer can appear that gives them yield stress rheological 
behavior. Therefore their initial shapes are close to yield stress fluid droplets (cf. figure 2). However value of this 
yield stress threshold is low enough to have no effects on the ulterior behavior of the droplet. Yet the initial shape 
of the droplet is close to a prolate spheroid whose length to width ratio equals 2 (up to 4% deviation). 

Table 1. Liquid properties. 

  k µ Cp Hf 

 kg.m-3 W/(m.k) Pa.s J/(Kg.K) J/Kg 

Field Metal 7994 5.44 0.01 300 26415 

Water 997 0,6071 0.001 4185 334000 
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Figure 2. Liquid Metal Droplet Pinch-Off. 

Experiments range over six different Weber number and 3 bath temperatures (28°C, 40°C and 50°C). After 50°C, 
fragments remains liquid long enough to merge in a pool and cannot be collected anymore. Initial temperature 
and mass of the droplets are kept constant at, respectively, 85°C and 0.27 g (D0 = 4mm). Initial velocity of the 
droplet range from 0.5 m/s à 3.5 m/s according to their initial height above the bath (cf. table 2). As drag effects 
are negligible over such small heights, their impact velocity can be estimated to be  

2U gz          (2) 

Table 2. Different Weber numbers tested. 
 

 

Time will be non dimensionalized with the Ranger and Nicholls [3] characteristic atomization time given by  
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Results 
 

Figure 3 shows the impact of the droplet on the water surface. On such small height (i.e. less than 60 
cm), neither large water deformation nor air entrainment is observed.  
 
 
 
 
 
 

Figure 3. Liquid Metal Droplet Impact on the water surface 

Figure 4 depicts the ulterior behaviour of the droplet. According to the Weber number the droplet can either 
oscillate or deform into a spherical bag (whose concavity is opposite to the gas-liquid case). Fragmentation 
mechanism is therefore very similar to classical bag breakup in gas liquid case except the reversed concavity of 
the bag. This may be related to the production of an intense vortex ring in the wake of the droplet (Castrillon-
Escobar [9]). Rayleigh-Taylor waves can be observed but the breakup of the bag is closer to the bursting of soap 
bubble as can be seen on figure 4. This produces very small droplets while larger ligaments eventually destabilize 
to produce larger droplets leading to a multi-peaked distribution.  

We z (cm) U (m/s) Re 

118 60 3.43 13809 

99 50 3.13 12606 

79 40 2.80 11275 

59 30 2.42 9765 

39 20 1.98 7973 

20 10 1.40 5637 
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Figure 4. Deformation and fragmentation of the droplet without solidification. TL = 85°C. TA=50°C. 

 
According to the Weber number, different behaviors are observed. For We < 12, droplet oscillates 

between an oblate and a prolate shape while for 12<We <20 this oscillation may produce fragmentation when 
oscillating in the prolate shape. After We > 20 and up to the maximum tested value of 120, the droplet deforms 
into a spherical hollow cap which can eventually be solidified when the water temperature is cold enough (cf. 
figure 5). This bubble can then burst leading to a population of fine droplet and large ligaments threaded into 
cobweb like structures.  

 

Figure 5. Liquid Metal Droplet Frozen during the reverse bag formation. TA = 20°C 

 
Thought not detailed in present paper, figure 6 shows a comparison between a DNS obtained using the Basilisk 
solver and present experiments. Lambda 2 criterion is used to visualize the vortex ring that appear in the wake of 
the droplet (cf. Castrillon Escobar [9]). That criterion looks for the eigenvalue of the tensor S²+² which can be 
considered as a good approximation of the pressure Hessian. Zones where the second eigenvalue is negative 
(λ2< 0) are likely to be low pressure region owing to the presence of a vortex. As the density ratio between droplet 
and surrounding liquid is lower than in the gas liquid case, the inertia created by this rotary motion can strongly 
affect the droplet shape. This seems in agreement with early 2D DNS results obtained by (Han and Tryggvasson, 
[10]) who however did not look for these vortices. 
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Figure 6. Comparison between experimental results and numerical simulations with Basilisk. 

 
Figure 7 shows the values of measured Sauter Mean Diameter (SMD) and Mass Mean Diameter (MMD) after 
sieving and weighting the solidified fragments (the sieve sizes are 20, 50, 100, 500,1000 and 2000 µm). For 
Weber number 20, the droplet fragments during its prolate elongation generating two main daughter droplets of 
roughly equal shape, therefore SMD/D0 ratio equals ½. Ratio between SMD and MMD range from 1 to 1,5 in 
agreement with DNS results of Jalaal and Mehravaran [11]. As Weber number increases these average size of 
fragments decreases and it can also be seen that, as expected, the colder the water, the larger the fragments. A 
possible interpretation to these graphs is that, as surrounding temperature decreases, a larger solidified crust can 
form at the interface between liquid metal and water. This crust will then increase the apparent surface tension of 
the droplet. Therefore the real Weber number should be lower owing to this increased surface tension and the 
corrected curve should shift to the left. This will be the focus of next section. 
 

  

Figure 7. Sauter Mean Diameter and Mass Mean Diameter of the solidified fragments as a function of Weber number. 

 

Vortex 
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Discussion 
 

Owing to the previous results, it seems to be interesting to find a model that can account for the shift to 
the right of the curve as the bath temperature is decreased. Haraldsson et al. [6] gave us a hint as they devised a 
simple model for the crust growth and used it to see how it could affect the growth rate of Kelvin-Helmholtz 
instability. However this crust does grow over time, therefore a specific time instant must be selected to create a 
new Weber number. In the present work, it has been decided to use the fragmentation inception time given by eq. 
7.  

 0.25 1.68( 12) (1 2.2 )frag RNt We Oh t         (7) 

In the following the droplet is assumed to be still spherical and the crust thickness  is assumed to be thin. The 
solidification time is supposed to be the sum of the time needed to remove the sensible heat from the droplet and 
the time needed for the crust to grow.  
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The heat flux q” is obtained from a classical correlation for a sphere:  
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This thin solidified shell is elastic and possesses a Young modulus E of 9.25 GPa (cf. Shan et al. [12]). Following 
Haraldsson et al. [6], it is possible to convert the elastic energy of deformation into a surface energy thanks to 

 
3

2 3 3
012(1 )

elas

E

D








        (9) 

where  is Poisson ratio (taken to be 1/3). Lastly, the new Weber number is 
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where apparent surface tension is the sum of the liquid surface tension and of this elastic surface tension 

app elas            (11)  

Figure 7 shows the evolution of the ratio SMD/D0 as a function of this new Weber number. As expected all curves 
are shifted to the left and seem to collapse on a common master curve.  

 

Figure 8. Sauter Mean Diameter of the solidified fragments as a function of the modified Weber number. Initial droplet 
temperature is 85°C. 

650

http://creativecommons.org/licenses/by-nc-nd/4.0/


ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain 

 

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0). 

EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA 

Conclusions 
 

In this work, a single heated liquid metal droplet impact into cold water has been studied thanks to a 
specifically designed experimental setup. The temperature of the water bath has been increased from 20°C to 
50°C. The initial temperature of the droplet has been kept constant 85°C way above the liquid metal solidification 
point 62°C). For the lowest value of the bath temperature (20°C) and for high enough value of the Weber number 
(We>20), the droplet can be frozen before its breakup during its initial deformation into a hollow shell showing that 
this experiment is well designed to study the interplay between solidification and fragmentation. For the higher 
value of the water temperature, different fragmentation regimes have been put into evidence: below We<12, the 
droplet does not fragment and oscillates. Between 12<We<20, the droplet oscillates and fragments during the 
prolate part of its oscillation. It mainly produces two daughter droplets of equal size. Bag breakup happens when 
We >20, but the concavity of the bag is opposite to the liquid-gas case owing to the strong influence of the vortex 
ring that is produced in the wake of the droplet by flow separation. The liquid metal bubble then bursts and 
produces a mixture of fine droplets and a cobweb of ligaments which then fragments into bigger droplets. As the 
temperature of the bath is lowered, the size of the fragments increases. This can be related to a stronger 
influence of solidification on the fragmentation mechanism. A simple way to account for this is to create a new 
Weber number which sums up the surface tension and the elastic energy of the solidified crust at the inception of 
the droplet fragmentation. This allows the different curves (SMD and MMD as a function of the droplet Weber 
number for the different bath temperature) to collapse on a common master curve.  
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Nomenclature 
Cp heat capacity [J.kg-1.K-1] 
D diameter [m] 
Hf melting heat [J/kg] 
k thermal conductivity [W.m-1.K-1] 
MMD Mass Mean Diameter [m] 
q" heat flux [W/m2] 
S strain rate [s-1] 
SMD Sauter Mean Diameter,[m] 
t time [s] 
T temperature [K] 
U speed [m/s] 
Pr Prandtl number 
Re Reynolds number 
We Weber number  
Oh Ohnesorge number 
Greek Symbols 

δ  crust thickness, [m] 
μ viscosity, [Pa.s] 
ρ density, [kg.m-3] 
σ surface tension, [N/m] 

 anti-symmetric part of the velocity gradient tensor 
Index 

0 initial conditions 
A Ambient liquid (water) 
L Liquid 
app apparent  
elas crust elasticity 
frag fragmentation 
fus fusion 
sup metal superheat (TL-Tfus) 
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Abstract 
Optical techniques are widely employed for their non-intrusive behavior and are applied to two-phase flow 
investigations. Until now, the most commonly used technique to determine the droplet size is the Phase Doppler 
Anemogranulometry, although it is time consuming for an overall injector characterization. An imaging technique 
called Planar Droplet Sizing has been used to offer an alternative and provide a spatially-resolved 2D map of the 
Sauter Mean Diameter (SMD). The measurement is based on the ratio between laser-induced fluorescence and 
scattered light intensities which are assumed to be proportional respectively to the droplet volume and droplet 
surface area. However, previous studies revealed that the dependence of fluorescence intensity on the droplet 
volume can be altered by the absorption of light in the liquid. The scattered light intensity depends on the 
scattering angle and intensity variations within the field of view must be avoided. 
The aim of this study is to make the PDS technique operational for a Jet A-1 kerosene spray. A strong absorption 
of liquid kerosene appears under UV excitation at 266 nm making the technique unsuitable. Under visible 
excitation at 532 nm, a fluorescent tracer (Pyrromethene 597) must be added to the kerosene to enhance the 
fluorescence signal. To prevent scattered light intensity variations within the field of view, an optimal scattering 
angle close to 115° is required. An image processing algorithm is proposed in order to reduce the effects of 
multiple scattering. 

Keywords 
Planar Droplet Sizing, kerosene, spray, Sauter Mean Diameter 

Introduction 
Context 

Sprays are used in many industries where, depending on the application, there are particular demands on the 
atomization of the liquid. In aeronautical gas turbines, the injection of liquid fuel into the highly turbulent gas flow 
of a combustion chamber gives rise to many complex physical phenomena: the liquid stream is stretched into 
ligaments and atomized into droplets that are then transported further downstream, while evaporating and 
enabling the combustion process. Fine atomization is required to promote vaporization and combustion. In this 
context, knowledge of the particle size and velocity distribution of both phases is a key factor for the design of an 
injection system. 
The application of CFD codes to such unsteady and dense sprays is still challenging; if numerical parameters 
need to be tuned to fit experimental results, these data must in turn be reliable. In this respect, experiments yield 
essential information for the development and evaluation of atomization and spray flow models. 
In order to fulfill the accuracy requirement, laser-based optical diagnoses are in steady progress. These 
techniques are preferred to physical probes because they do not disturb the spray and can be applied in a harsh 
environment where a physical probe would not survive. Although a classical pointwise technique, Phase Doppler 
Anemogranulometry, has been widely investigated over the last decades, whole-field measurement techniques 
are a promising means to reduce the test duration and cost. 

Planar Droplet Sizing (PDS) 
The Planar Droplet Sizing method also called LIF/Mie firstly appeared in 1993 for the characterization of a 
transient fuel spray [1]. This technique consists in illuminating a spray with a laser sheet. Contrary to the  classical 
techniques as PDA (Phase Doppler Anemogranulometry) or ILIDS (Interferometric Laser Imaging for Droplet 
Sizing), PDS does not yield the individual particle size, but a statistical value at each point, namely the SMD, 
which is widely used to characterize injection devices. The pros and cons of PDS and traditional techniques are 
summarized in the table 1. This is an important quantity for mass transfer processes: a small SMD indicates fine 
evaporation, weak penetration, efficient mixture and combustion processes. This technique is based on Mie 
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scattering and fluorescence emission from droplets. The fluorescence and scattered light intensities 𝐼𝐼𝐹𝐹 and 𝐼𝐼𝑀𝑀 are 
assumed to be proportional respectively to the volume and the surface of the illuminated droplet [1]. A ratio of 
both images is therefore proportional to the SMD, also called 𝑑𝑑32, of the size distribution of the N measured 
droplets. Thanks to this technique, a two-dimensional map of 𝑑𝑑32 can be obtain in a few minutes. 

𝐼𝐼𝐹𝐹
𝐼𝐼𝑀𝑀

=
𝑘𝑘𝐹𝐹  ∑ 𝑛𝑛𝑖𝑖𝑑𝑑𝑖𝑖3𝑁𝑁

𝑖𝑖

𝑘𝑘𝑀𝑀  ∑ 𝑛𝑛𝑖𝑖𝑑𝑑𝑖𝑖2𝑁𝑁
𝑖𝑖

= 𝑘𝑘.𝑑𝑑32 (1) 

where 𝑘𝑘𝐹𝐹, 𝑘𝑘𝑀𝑀 and 𝑘𝑘 are coefficients determined experimentally. A numerical and experimental study allowed 
Domann and Hardalupas to analyze the accuracy of this technique [2]. More recently, Lempereur and al. [3] 
followed this approach in order to characterize a real aeronautical engine spray under atmospheric conditions. 
This work showed that the scattering angle (Figure 1.c), the droplet size and the refractive index modify the 
proportionality between the scattering intensity and the droplet surface. In parallel, the influence of the 
concentration of fluorescent dye on the proportionality between the fluorescence intensity and the droplet volume 
[4] was demonstrated. Optimum values of the scattering angle and the fluorescent dye concentration were 
obtained to improve the sizing measurement accuracy [5,6] and recent studies compared the PDS measurements 
with the PDA ones [3, 7]. Nevertheless in that study, ethanol was used as a surrogate fluid. 
 

Table 1. Pros and cons of main technique used for measuring droplet diameters. 

 
 
 

Technique 

Laser diffraction 

 

PDA [8,9] 

 

ILIDS [10] 

 

PDS [3] 

 

 
 
 
 

Pros 

• Convenient to use 
• Large diameter 
range (0,1 − 900 𝜇𝜇𝜇𝜇) 

• Particule 
concentration >100 𝑝𝑝/
𝑚𝑚𝑚𝑚3 
• Large diameter range  
(0,5 − 1000 𝜇𝜇𝜇𝜇) 
• Simultaneous 
measurement of 
velocity and diameter 

• 2D measurement 
(10 𝑥𝑥 10 𝑚𝑚𝑚𝑚2) 
 

• 2D measurement 
(100 𝑥𝑥 100 𝑚𝑚𝑚𝑚2) 
• Fast 
measurement  
• High particule 
concentration 
(limited by multiple 
scattering) 
 

 
 

Cons 

 
• Integrated 
measurement 
 

 

 
• Point measurement 
• Time consuming 

 

 
• Particule 
concentration < 
10 𝑝𝑝/𝑚𝑚𝑚𝑚3 
• Limited diameter 
range (20 − 1000 𝜇𝜇𝜇𝜇) 

  
• Calibration with 
PDA required  
 

 
 Focus of the study 
The aim of this paper is to extend the Planar Droplet Sizing technique to a spray of Jet A-1. The first part of this 
article highlights a review of the implementation of this technique on a swirled spray using ethanol and 
Rhodamine 6G [3, 6]. The extension to the Jet A-1 requires knowledge of its optical properties in order to 
accurately define the experimental setup. These issues will be discussed in the second part. The PDS technique 
implementation and first results will be the topic of the last part.  
 
PDS implementation on an aeronautical swirled spray 
Recent investigations at ONERA focused on the implementation of this technique to characterize the spatial 
droplet size distribution in the spray of an aeronautical swirled injection system used in actual combustion 
chambers [3, 6]. Tangential air intakes create a swirl around the injection axis in order to promote flame 
stabilization and flow mixture. Experiments are conducted at ambient temperature on the unsteady spray 
generated downstream of the injector. The liquid used for the simulation is ethanol, because its surface tension is 
close to that of kerosene (𝜎𝜎𝑒𝑒𝑒𝑒ℎ = 22 𝑚𝑚𝑚𝑚/𝑚𝑚 and 𝜎𝜎𝑘𝑘𝑘𝑘𝑘𝑘 = 23,3 𝑚𝑚𝑚𝑚/𝑚𝑚). Since ethanol is not naturally fluorescent, it 
was doped with a dye. Rhodamine 6G was chosen because of its optimal excitation wavelength (529 nm) and its 
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high quantum yield (0.95) in these conditions. An intensified camera was used with filters for fluorescence and 
scattered light images. The study focuses on the parameters which alter respectively fluorescence and scattered 
light as the particle number concentration, the scattering angle or the dye concentration. The main parameter that 
affects the relation between fluorescence intensity and particle volume is the dye concentration c. The relation 
can be rewritten as follows: 

𝑰𝑰𝑭𝑭 = 𝒌𝒌𝑭𝑭�𝒏𝒏𝒊𝒊𝒅𝒅𝒊𝒊
𝑭𝑭(𝒄𝒄) (2) 

On one hand, fluorescence intensity is generally low and the dye concentration must be large enough in order to 
yield a sufficient signal. On the other hand, the light absorption increases with the dye concentration. A 
concentration of Rhodamine 6G of 1 mg/L was sufficient to give an exploitable fluorescent signal on the 
intensified camera. [4]. 

 
The droplet size and the scattering angle 𝜶𝜶 alter the relation between the scattered light intensity and the droplet 
surface area. The relation can be expressed as follows: 

𝑰𝑰𝑺𝑺 = 𝒌𝒌𝑺𝑺�𝒏𝒏𝒊𝒊𝒅𝒅𝒊𝒊
𝑴𝑴(𝒅𝒅𝒊𝒊,𝜶𝜶) (3) 

Investigations on mean scattered light images enabled to determine the parameters that affect the measurement 
accuracy. As can be seen in Figure 1, contrary to the fluorescence image, the scattering image was not 
symmetric on both sides of the nozzle axis and an attenuation of more than 20% between the amplitudes of the 
two peaks A and B can be measured. This attenuation was due to the variation of the scattering angle within the 
field of view (scattering angle centered at 90°). To limit this effect, two corrections were proposed. First, the angle 
of view was reduced by increasing the focal length and observation distance. Then, a favourable mean scattering 
angle was determined (close to 100°) to lessen the intensity variation within the field of view. In this angular 
range, the exponent M only depends on the droplet diameter. A theoretical approach enables to estimate the 
relation between the scattered intensity and the surface area. In the range of interest (1-100 µm), the d² law is 
invalidated: the M exponent steadily increases from 1 to 2 with the diameter. The best power law fit for diameters 
between 5 and 100 µm is obtained for M=1,7.  

 

Figure 1. (a) Mean Mie scattered light image  (b) vertical Y-profiles on Mie and LIF images at Z = 20 mm from the injection point 
(c) definition of the local scattering angle for 𝜶𝜶𝟎𝟎= 90°. 

  
PDS and PDA measurements were compared in order to validate the PDS results. The knowledge of exponents 
M and F helped understanding the differences between both techniques: the diameter 𝑑𝑑𝐹𝐹𝐹𝐹 calculated with the 
PDS technique has the unit of a diameter at a power roughly equal to 1,3 for 𝐹𝐹 = 3 and 𝑀𝑀 = 1,7. 

(𝑑𝑑𝐹𝐹𝐹𝐹)𝐹𝐹−𝑀𝑀 =
∑𝑑𝑑𝐹𝐹

∑𝑑𝑑𝑀𝑀  (4) 

Since the PDS ratio was not found to be proportional to 𝑑𝑑32, a calibration is required for the whole diameter range. 
The method consists in creating a correspondence between values of Sauter Mean Diameter measured with PDA 
and ratios obtained by PDS image processing at the same points. A power law fit was obtained and can be used 
to build a Look Up Table (LUT) to convert PDS images into 𝑑𝑑32 maps. This calibration has been validated on 
several diameters beyond a distance of 𝑍𝑍 = 20 𝑚𝑚𝑚𝑚 from the injection point. Closer to the injection, some 
discrepancies occurred between PDS and PDA measurements due to the presence of large, non-spherical liquid 
structures. Moreover, a higher density of particles may induce multiple scattering. As a result, none of those 
techniques is reliable close to the injector where the density of particles becomes high.  
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For more applied studies involving on the influence of fluid properties variation over the atomisation process, it is 
necessary to transpose these results obtained with ethanol to the Jet A-1. 

PDS extension to Jet A-1 
Characterization of jet A-1 optical properties  

Before implementing the PDS technique on a Jet A-1 spray, some investigations of its optical properties have to 
be carried out in order to define precisely the experimental setup (excitation wavelength, camera orientation, …) 
and to estimate the exponents M and F. The idea is to quantify the absorption coefficient k and to insure that the 
kerosene fluorescence is high enough to obtain reliable fluorescence images. 
 
The first attempt consisted in exciting in the UV (at 266 nm) because of the well-known fluorescence of the 
aromatics contained in kerosene vapours [11]. In order to extend these results to liquid kerosene, experiments are 
realized with a 10mm-side cubic quartz test cell containing liquid kerosene. As shown in Figure 2.a, a 
spectrometer and an intensified camera are placed on opposite sides of the cell to enable simultaneous 
fluorescence and absorption measurements. The laser is a Quantel Brilliant one, the spectrometer is a HR2000+ 
from Ocean Optics and the intensified camera is a Princeton PIMAX II. 
The normalized fluorescence spectrum of liquid kerosene, plotted in Figure 2.b, exhibits the same shape as the 
vapour spectrum one obtained in previous studies [11]. The first fluorescent band is due to the mono-aromatic 
molecules whereas the di-aromatics ones are responsible for the second band [11]. However, a shift of the 
emission spectrum of liquid kerosene to higher wavelengths is observed, probably due to the differences in 
energy levels between liquid and vapour phases. 

 

 

Figure 2. (a) Experimental set-up for the fluorescent and absorption measurements (b) Normalized fluorescence spectra of 
liquid and vapour Jet A1. 

 
The images point out a strong absorption of the liquid kerosene at this excitation wavelength: laser beam 
extinction appeared a few millimetres downstream from the entrance window. In order to quantify this absorption, 
the parameter of interest is the extinction coefficient k which is the imaginary complex part of the refractive index. 
This parameter is involved in the Beer-Lambert law: 

𝐼𝐼 = 𝐼𝐼0exp (−
4𝜋𝜋𝜋𝜋
𝜆𝜆 𝑥𝑥) (5) 

where 𝐼𝐼0 is the laser intensity at the entrance window of the test cell, x the optical path in the medium and 𝐼𝐼 is the 
laser intensity at the probe volume. The factor k is obtained from the processing of the images of the laser beam 
propagation in the cell. For a 266 nm excitation wavelength, the value of the extinction coefficient 𝑘𝑘 is high, close 
to 1,3.10−2. The exponent F involved in the relation between fluorescence intensity and droplet volume can be 
estimated thanks to simulations of internal laser field excitation [12]. It is not equal to 3 but close to 2: as a result, 
the fluorescence intensity is not proportional to the volume of the droplet but rather to its surface area. Therefore, 
the PDS technique using this excitation wavelength seems to be unsuitable because the ratio of fluorescence to 
scattered light intensities is not proportional to the Sauter Mean Diameter but is roughly constant. To solve this 
problem, the excitation wavelength is changed from 266 nm to 532 nm. At this wavelength, a low absorption is 
measured (𝑘𝑘 = 7,9.10−9) and the coefficient F is much closer to 3 (𝐹𝐹 = 2,91). Nevertheless, considering an 
excitation wavelength of 532 nm, the fluorescence signal is very low and will be a limiting factor. The use of a 
fluorescent dye is thus required as in the ethanol case. Rhodamine 6G was used with ethanol but is not miscible 
with kerosene; Pyrromethene 597-8C9 is selected: its wavelength absorption peak is centered on 525 nm 
corresponding to a fluorescent emission between 540 nm and 700 nm.  Several concentrations are tested in order 

Laser Test cell 

Camera 

Filter 

Spectrometer 
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to determine the best compromise: a concentration of 1 mg/L leads to an extinction coefficient of 3.10−7 and a 
coefficient F of 2,90. Table 2 summarizes the values of the absorption coefficient and coefficient F according to 
the mixture types and excitation wavelengths. 

 
Table 2. Extinction and F coefficients for the different mixtures and excitation wavelengths. 

Mixture Excitation wavelength (nm) Extinction 
coefficient k 

Coefficient F 

Kerosene 266 1,3.10−2 1,99 
Kerosene 532 7,9.10−9 2,91 

Kerosene + Pyrromethene (1𝑚𝑚𝑚𝑚/𝐿𝐿) 532 3.10−7 2,90 
 

PDS implementation and measurements 
Experimental set-up 

A hollow-cone Jet A-1-spray, generated from a Delavan nozzle, is investigated at ambient temperature, 
atmospheric pressure and with a liquid injection pressure set to 5 bars which corresponds to a liquid flow rate of 
8 𝐿𝐿/ℎ. In this case, the properties of liquid kerosene are the following: 𝜎𝜎 = 23,30 𝑚𝑚𝑚𝑚/𝑚𝑚, 𝜌𝜌 = 798,78 𝑘𝑘𝑘𝑘/𝑚𝑚−3 and 
𝜈𝜈 = 1.6405.10−6 𝑚𝑚²/𝑠𝑠. In the present study, visualisations in longitudinal sections of the spray are considered.  As 
shown in Figure 3, the spray core is illuminated at 532 𝑛𝑛𝑛𝑛 with a Quantel Twins BSL Nd:Yag laser. A Princeton 
PIMAX IV camera with a GenIII intensifier is chosen for these experiments. The quantum efficiency (QE) of the 
camera is close to 50 % in the dye emission spectral range (>532 nm). For the fluorescence signal, a high pass 
filter with a cut-off wavelength at 540 nm is used (the optical density is equal to 7 in the blocking range), whereas, 
for the Mie signal, a band pass filter centered at 532 nm (FWHM 10nm) is used (the optical density is equal to 6 in 
the blocking range). The optical settings are facilitated thanks to sequential acquisitions. Both LIF and Mie signals 
come from the same camera and viewing point, which suppresses potential discrepancies originating from the 
sensors, the dewarping or from different optical paths. Moreover, to ensure reproducible measurements, the 
pressurized tank is equipped with an expansion valve which limits the pressure fluctuations under 0,01 bar. The 
dynamic range of the camera is, for the LIF signal, a critical parameter to visualize the largest droplets without 
saturation while enabling the detection of the smallest ones, keeping in mind that the intensity is proportional to 
the volume of the particle. The best figures are obtained when operating the camera at the lowest pixel readout 
rate, in order to generate the lowest readout noise. Thus, the frame rate is kept at its minimum, namely 5 
images/s in these experiments. The LIF and Mie averaged images should be obtained from several thousands of 
images to ensure a good statistical convergence. The top of the fluorescence and scattered images corresponds 
to the nozzle exit. In order to prevent saturations the spray formation region is not illuminated by the laser sheet. 
All of the images are dewarped in the measurement plane and presented in millimeters. 

 

Figure 3. Experimental set-up for the LIF/MIE technique implementation. 
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Scattered light images 
Since the variation of the scattering angle within the field of view may be responsible for strong intensity 
variations, it is interesting to look for an optimal configuration where this fluctuation is minimized. The theoretical 
evolution of the scattered light intensity versus 𝛼𝛼 is calculated for α ranging from 60° to 120° and for various 
droplet diameter distributions. As shown in Figure 4, the slope of 𝐼𝐼(𝛼𝛼) is important in forward scattering and tends 

towards zero in the 110 –  120° range. For this PDS implementation on kerosene, a mean scattering angle close to 
115° is chosen. To study the effect of the scattering angle on the scattered light intensity, two critical values are 
considered: the camera is placed at 70° and 115°. With a 105 mm focal length and a 13 mm x 13 mm CCD 
sensor, an angle of view of ± 2,5° is achieved. At a distance of 840 mm, a 90 mm-side field can be visualized. 

 

Figure 4. Variation of the scattered light intensity versus 𝛼𝛼 for several log-normal droplet distributions (radius mean values equal 
to 10 , 20, 30 µm and standard deviation equal to 10%). The calculations have been computed with an laser excitation 

wavelength of 532 𝜇𝜇𝜇𝜇 and a refractive index of 1,45.  

As can be seen on the averaged images (Figure 5), for a scattering angle of 70°, a strong dissymmetry appears 
on the Mie image only. In each case (70° and 115°), the laser sheet is coming from the left side. The left side of 
this image exhibits higher levels than the right one due to the angular sensitivity described in Figure 4. At a 
scattering angle of 115°, the scattered image is roughly symmetrical about the injection axis. The choice of this 
angle results from a theoretical study to limit the angular effect. As expected, the fluorescence signal does not 
depend on the scattering angle because fluorescence is supposed to be an isotropic phenomenon. For the 
following experiments and investigations, a scattering angle of 115° is chosen. 

                                                                                         

                                             

                                                                

Mie 

LIF 

70° 115° Scattering angle 

Laser sheet direction 

Figure 5. LIF/Mie averaged images for α = 70° and 115°. 
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In both configurations, the intensity level of the Mie images seems overestimated inside the spray. Signal is 
detected where no droplets are present because the light scattered by a droplet illuminated by the laser may in 
turn be scattered by droplets that are not contained in the laser sheet. This multiple scattering effect is here 
mainly visible on the Mie images. Actually, when the density of droplets becomes high, a method based on spatial 
intensity modulation of the laser sheet, SLIPI [13] has proved effective to differentiate between the contributions 
arising from direct and multiple scattered light. The approach enables the removal of undesired diffuse light 
coming from the spray itself or from reflections in the background. This technique will be implemented in a near 
future on this spray.  
 
Meanwhile, in order to reduce the contribution of multiple scattering in the signal, an image processing algorithm 
based on top hat filtering is applied to the images. The idea consists in filtering out the low frequency image 
information which corresponds to the surrounding background (from multiple scattering) while preserving the high 
frequencies. Since the spray is not too dense, individual droplets are visible in each image and can be extracted 
by this procedure which removes the contribution of the local background as illustrated in Figure 6. The result is 
still noisy here and should be obtained from a longer sequence of images – at least a few thousand - in order to 
achieve a better description of the spray. The idea of high pass filtering in spray images was firstly shown by [14]. 
Some precautions have to be taken because this approach can also remove some relevant information. Anyhow, 
this method seems promising and requires further investigation and comparison with the SLIPI solution. 
  

                                              
Figure 6. (a) Averaged scattered image (b) Averaged image from top hat filtered images of the sequence. 

  

Sauter Mean Diameter mapping 

The LIF/Mie ratio calculated from averaged images is presented in Figure 7. Although the Mie image needs to be 
improved, the result is qualitatively satisfactory: the map is roughly symmetrical about the injection axis, the 
minimum value of the ratio obtained in the spray core is three to four times smaller than the one at the edges, 
which is consistent with the SMD measured by PDA. Complementary PDA measurements will enable to achieve 
absolute PDS mapping. 

       

Figure 7. LIF and MIE images and their ratio proportional to the droplet SMD.  

 
 

𝑑𝑑32 
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Conclusions and perspectives 
Planar Droplet Sizing is an imaging technique providing a spatially-resolved 2D map of the Sauter Mean Diameter 
in a few minutes contrary to point measurement techniques. A preliminary study enabled to adapt it to an ethanol 
spray by investigating the influence of optical and geometrical parameters on the measurement accuracy.  The 
present investigation highlights its extension to Jet A-1 spray. The optical properties of liquid kerosene result in a 
strong absorption under UV excitation which makes the PDS technique unsuitable. The use of fluorescent dye 
appears necessary in order to increase the fluorescence signal of liquid kerosene under visible excitation at 532 
nm. The effect of the scattering angle is also investigated with theoretical and experimental approaches. A 
scattering angle close to 115° seems to be adapted to prevent scattered light intensity variation within the field of 
view. Under these conditions, the LIF/Mie ratio exhibits the symmetry of the spray around the injection axis and 
provides a relevant order of magnitude of the SMD variations within the spray. Since scattered light images are 
altered by multiple scattering, an image processing algorithm is proposed to reduce this effect, prior to the 
implementation of the SLIPI technique. 
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Nomenclature 
𝜎𝜎𝑒𝑒𝑒𝑒ℎ Ethanol surface tension [𝑘𝑘𝑘𝑘/𝑠𝑠2]. 
𝜎𝜎   Kerosene surface tension [𝑘𝑘𝑘𝑘/𝑠𝑠2]. 
𝜌𝜌   Kerosene density [𝑘𝑘𝑘𝑘/𝑚𝑚3]. 
𝜈𝜈   Kerosene kinematic viscosity [𝑚𝑚2/𝑠𝑠]. 
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Abstract
A new method for instantaneous measurement of temperature, size and velocity of micro-droplets has been de-
veloped. The method is based on the well-known 2-color laser-induced fluorescence (2cLIF) technique, but uses
a pulsed laser for 2-dimensional imaging without motion blur and an adjusted dye mixture for suppression of LIF-
MDRs by utilizing the MDR-enhanced energy transfer effect. This work presents the development steps that are
necessary to verify feasibility of pulsed 2D-2cLIF-EET for micro droplet and hollow-cone spray applications.

Keywords
droplets, temperature, 2cLIF, morphology dependent resonances, Pyrromethene 597-8C9, Oil Blue N

Introduction
Temperature measurements of micro droplets are an important tool to understand various physical processes, e.g.
mixture formation of fuel and air in an engine’s cylinder. Most contact-free temperature measurement approaches
for micro droplets are based on the so called 2-color laser-induced fluorescence (2cLIF) thermometry method
developed at LEMTA [1]. The technique uses a fluorescence dye dissolved in a liquid of interest. After excitation by
a continuous wave (CW) laser, the dye re-emits absorbed laser light as spontaneous fluorescence with temperature
dependent intensity1(Fig 1, A). Fluorescence intensity is evaluated in two wavelength bands (two colors): one
wavelength band with a strong and one with weak temperature dependence. The ratio of both signals remains
temperature sensitive, but is ideally independent of local and temporal fluctuations in laser light excitation, droplet
size and dye concentration.[1] Fluorescence from two separate wavelength bands may be recorded by different
types of detector-configurations [2]:

− 0D-2cLIF uses two photomultiplier tubes (PMT) for point-wise fluorescence detection (first shown by [1]).

− 1D-2cLIF is based on a spectrograph coupled to an intensified CCD. The detector’s entrance slit allows one
dimensional fluorescence detection. Fluorescence bands can be flexibly selected during post-processing [2,
3]. As a CW laser is used for excitation, recorded images are affected by motion blur.

− 2D-2cLIF uses two CCDs for two dimensional (planar) fluorescence detection. Motion blur becomes a major
issue due to long CCD exposure duration and processes can only be investigated on average: e.g. images of
a micro droplet chain appear jet-like shaped with the width of the droplets [4] or in case of spray investigations,
turbulent effects such as vortices are lost [5].

To explore more specific types of problems, basic 2cLIF has been continuously extended or modified: e.g. different
types of fluorophores for various liquids [6, 7] or a third PMT for an additional wavelength band that accounts for
self-absorption effects of a single dye [8]. More interestingly, latest 2cLIF publications consider a pulsed laser
for fluorescence excitation [2, 9, 10]. Pulsed lasers solve the issue of motion blur. In case of a planar detector-
configuration, instantaneous measurements of temperature and size are possible. However, high excitation power
of a pulsed laser inevitably leads to so called morphology dependent resonances (MDRs) inside micro droplets
[3, 11]. MDRs occur regardless of the presence of any fluorescent dye. If a fluorescent dye is present, its emission
spectrum is changed by the MDRs and reliable 2cLIF thermometry is prevented [2, 12, 13]. The term MDR describes
light being trapped inside a droplet due to almost total internal reflection at the droplet’s inner surface and going into
resonances. The droplet acts as micro-cavity and causes constructive interference of light waves with an increased
photon density of state [11]. A higher density of state increases the probability of nonlinear optical processes. In
fact, fluorescence starts to resonate during MDR occurrence as well. This phenomenon is called MDR-lasing (or
simply lasing) and is caused by the increased density of state. The dye’s cross-section becomes increased and
stimulated fluorescence emission starts as soon as the cavity round-trip gain succeeds cavity losses due to leakage
and absorption [14]. This is always the case for high excitation power provided by a pulsed laser. The process of
lasing is represented in images by ring-like bright structures at the droplet surface with two additional opposing bright
spots in case of plane wave illumination (Fig. 1, C). The bright spots are a consequence of the super-position of
light circling in standing waves around the droplet surface.[14] Modes of light resonances become visible at specific
frequencies in the dye’s emission spectrum (Fig 1, B), depending on droplet size [15], physical properties [16] and
excitation power [15, 17].

12cLIF-theory is specifically formulated for spontaneous fluorescence emission of a single dye only.
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Figure 1. Fluorescence spectra and images of 70 µm droplets consisting of PM597 dissolved in Ethanol (10 µM). Details about
the measurement setup are listed at a later section. Diagram A: Illumination by a CW laser causes spontaneous emission.

Wavelength regions (I1,I2) for 2cLIF thermometry are highlighted. Diagram B: Pulsed excitation causes MDRs. Fluorescence
spectra become a super-position of spontaneous and stimulated emission. A single droplet spectrum allows identification of MDR

modes. Image C: MDR-lasing appears as ring-like structure with two additional bright spots.

MDR-lasing makes 2cLIF thermometry unfeasible, especially for planar detection, where bright intensity peaks limit
the usability of intensified CCDs. In order to clear the emission spectrum of pyrromethene 597-8C9 (PM597) from
MDR-lasing, Perrin et al. suggest using an additional dye called Oil Blue N (OBN) [13]. The two-dye combination
allows MDR-enhanced energy transfer (EET) from one dye to another. Energy that would originally be spend on
PM597-lasing is transferred to OBN instead. In turn, lasing occurs for OBN at higher wavelengths. Spectroscopic
pulsed 1D-2cLIF measurements approve this theory and also show that pulsed 2cLIF thermometry is feasible.[2].
Until now, pulsed 2D-2cLIF with MDR-enhanced energy transfer has not been tested on droplets or sprays. How-
ever, due to the importance of temperature determination of sprays, more simple 2cLIF setups have been tested:
Occurrence of MDRs has only been considered in a single publication [12], where liquid spray temperature is de-
termined point-wise using CW-0D-thermometry. The same type of setup has been used in numerous approaches
afterwards, but without consideration of MDR-lasing (e.g. [18]). The average temperature field of a hollow cone
spray has been measured by Mishra et al. [5] using CW-2D-2cLIF in combination with SLIPI2. MDR-lasing has
not been discussed in that work. Only a single pulsed 2D-2cLIF approach has been found in commonly available
literature [9]. The pulsed laser that is used in the approach definitively causes MDR-lasing of the fluorophor, but the
phenomenon has not been considered at all.
In the following, basic 2cLIF theory is explained and experimental setups are described. Afterwards, three devel-
opment steps are presented, describing how pulsed 2D-2cLIF with MDR-enhanced energy transfer (pulsed 2D-
2cLIF-EET ) is designed: i) Dyes need to be selected for targeted MDR-enhanced energy transfer and tested in well
defined droplet chain experiments using 1D-spectroscopy. ii) The 2cLIF setup is upgraded with a planar detector-
configuration (pulsed 2D-2cLIF-EET ). The setup is tested in well-defined droplet experiments. iii) The new setup is
put to the test in with a complex hollow cone-spray under engine-like conditions.

Theory of 2cLIF thermometry for spontaneous emission of a single dye
2cLIF thermometry requires a fluorescent dye with wavelength dependent temperature sensitivity. Fig. 1(A) shows
fluorescence emission of pyrromethene 597-8C9 for a set of temperatures measured in bulk. The dye’s spontaneous
emission spectrum I(λ) [W/m2] can be described by eq. 1. The equation contains an Arrhenius approach to model
temperature dependence of the absorption cross-section and quenching effects [1]:

I(λ) = Kopt(λ)Kspec(λ)V I0C exp

[
β(λ)

T

]
(1)

The equation contains optical and spectral constants Kopt(λ) [-] and Kspec(λ) [1/mol], the illuminated measurement
volume in the focal plane V [m3], excitation intensity I0 [W/m2], temperature T [K] and the dye’s molecular concen-
tration C [mol/m3] and temperature sensitivity β(λ) [K] [6]. For a wavelength range from λi1 to λi2, fluorescence Ii
is described by the integral [1, 6]

Ii =

∫ λi2

λi1

Kopt(λ)Kspec(λ)V I0C exp

[
β(λ)

T

]
dλ = Kopt,iKspec,iV I0C exp

[
ai
T 2

+
bi
T

]
(2)

where β(λ) is approximated by a second order polynomial with coefficients ai and bi. The 2cLIF thermometry
approach uses the ratio R(T ) [-] of two different wavelength regions (I1, I2), to cancel out fluctuating values such
as excitation intensity I0, measurement volume V and dye concentration C [1]:

R(T ) =
I2
I1

=
Kopt,2Kspec,2

Kopt,1Kspec,1
exp

[
a2 − a1
T 2

+
b2 − b1
T

]
= exp

[
a21
T 2

+
b21
T

+ c

]
(3)

2Structured Laser Illumination Planar Imaging
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This simplified equation contains only three unknown parameters: temperature sensitivities a21 [K2], b21 [K] and
setup constant c [-]. All parameters are determined by calibration at known temperatures. Wavelength bands are
selected by evaluating the measured temperature sensitivity β(λ) of a dye (see [6, 2] for details). One wavelength
band is selected as temperature independent reference (I1 in Fig. 1(A)), the other wavelength band must be strongly
temperature dependent (I2).
The theory above is derived for spontaneous fluorescence emission of a single dye only. This boundary condition
is not necessarily given for pulsed laser excitation of dye-seeded micro droplets due to occurrence of MDR-lasing.
Nevertheless, our latest publication has proven validity of this theory for pulsed excitation combined with a two dye
MDR-enhanced energy transfer [2]. Therefore, validity of 2cLIF theory is assumed to be given for this works pulsed
2D-2cLIF-EET setup as well.

Experimental setups
Four slightly different experimental setups are used for the pulsed planar 2cLIF development: i) & ii) CW & pulsed
1D spectroscopy of droplets iii) pulsed 2D-2cLIF of droplets and iv) pulsed 2D-2cLIF of hollow-cone sprays.

A   1D setup B   2D setup

EMCCD

spectro-
graph

 objective

 injector

laser light
 optic

CW & pulsed 
laser (532nm)

beam splitter
energy/power

meter

air heater

notch filter

CFP vessel

EMCCD + 
band pass filters

dichroic 
beam splitter

Figure 2. Experimental setup contains either a pulsed or CW laser for fluorescence excitation. Before the beam reaches the
droplets, its cross section is expanded to about the size of the detector. After passing a high pass filter, a fluorescence image is

magnified with a far-field microscope. The detector is a spectrograph that is connected to an electron multiplied CCD.

Micro droplets are produced by a vibrating orifice generator with an outlet diameter of 35 µm. Droplets with a
size of approximately 70 µm consist of Ethanol and are created with a constant frequency of 77 kHz. Droplets
are injected into quiescent air with a pressure of 2.5 bar, corresponding to a measured droplet velocity of about
10.5 m/s. Liquid temperature is controlled by a heating cartridge with an integrated thermocouple. Cooling is
provided by a surrounding water circuit. The droplet generator is placed in the central position of the head of a
heatable constant pressure-flow (CPF) vessel (Fig. 2, A). The CPF chamber is only required for spray experiments.
Ambient conditions remain atmospheric during the droplet experiments (293 K, 1 bar). The droplet measurement
position lies 6 mm under the generator’s outlet. This proximity guarantees isothermal conditions of liquid inside the
injector and droplets. During spray experiments, a piezo-driven hollow-cone injector replaces the droplet generator.
Ethanol as fuel is injected with a pressure of 150 bar and an injection duration of 2 ms. The injector is temperature
controlled at 305 K by a water circuit. The true injector outlet temperature is assumed to be higher due to heated air
flowing (<0.1 m/s) through the chamber. Experiments are conducted with an ambient temperatures of 400 K and an
ambient pressure of 10 bar.

Table 1. Optical setting of the experimental setups.

CW 1D-spec. pulsed 1D-spec. pulsed 2D-2cLIF pulsed 2D-2cLIF
object of interest droplets droplets droplets spray

illumination spot circular beam circular beam circular beam light sheet
illumination dimension Ø7 mm Ø2.7 mm Ø2.7 mm 0.3 mm x 50 mm

I0 0.25 W/cm2 55 MW/cm2 55 MW/cm2 55 MW/cm2

exposure time 1 s 10 µs 10 µs 10 µs
image height 2.15 mm 2.15 mm 2.15 mm 47.89 mm
image width - - 2.15 mm 47.89 mm
magnification 6.2 6.2 6.2 0.61

image resolution 0.477 px/µm 0.477 px/µm 0.477 px/µm 0.0467 px/µm
wavelength scale 7.24 px/nm 7.24 px/nm - -

images per condition 20 50 200 30 (injections)

A continuous wave (CW) and a pulsed Nd:YAG laser (pulse duration: 4 ns) are available for fluorescence excitation,
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both operating at a wavelength of 532 nm and identical polarization (Fig. 2, A). The CW laser is applied for spec-
troscopic reference experiments of micro droplet chains only, where spontaneous fluorescence emission must be
guaranteed. The pulsed laser is operated differently for micro droplet chain and spray investigations. Micro droplets
are excited with a laser beam (flat-top intensity profile) and a pulse repetition rate of 2.5 Hz. The laser beam is
reshaped to a light sheet for the spray experiments and synchronized to the injection events. The light sheet allows
to illuminate a thin cut-out section of the spray’s hollow-cone. The specific laser excitation intensity of the pulsed
laser is kept constant during droplet chain and spray experiments. Changes of the specific excitation intensity due
to a different illumination spot size (circular beam for droplet and light sheet for spray) are compensated by alteration
of the laser output energy. Laser output power is monitored continuously using a beam splitter that separates 15 %
of the laser output intensity (laser stability deviation <3 %). See table 1 for details of the laser configuration.
Fluorescence of micro droplets is collected by a far-field microscope (Infinity optics K2/SC) (Fig. 2, A). A Notch filter
(Thorlabs NF533-17) removes scattered laser light from the spectrum. The spectroscopic setup that is used for
droplet investigations only, uses a spectrograph (Princeton Instruments, Acton SP 2300i) attached to an electron
multiplied CCD (EMCCD, Andor iXon3 DU-888) for fluorescence evaluation. The spectrograph’s entrance slit is
opened far enough to collect light from entire droplets (1 mm) 3. The 2D-2cLIF imaging setup uses two identical
EMCCDs (model as before) for fluorescence detection (Fig. 2, B). After passing the Notch filter, fluoresce is sepa-
rated at 573 nm wavelength using a dichroic beam splitter (Chroma ZT561rdc). Each light path is further band pass
filtered before reaching the EMCCDs (Semrock 549/15 nm BL, Semrock, 586/15 nm BL). Band pass filters (wave-
length bands) are selected in accordance with our previous investigations of PM597 [2]. EMCCDs amplify detected
light with a gain of 200 x and are cooled to 178 K for an optimum signal to noise ratio. Spray investigations require
a larger field of view and thus a switching of the microscope for a macro objective (Zeiss Makro-Planar T 100mm
ZF.2). Depending on the particular setup, EMCCDs record a different number of images to justify reproducibility.
Image numbers and details of the optical setup are listed in table 1.

Development steps of pulsed 2D-2cLIF with MDR-enhanced energy transfer

Step I: Dye selection and 1D-spectroscopic verification of MDR-enhanced energy transfer for droplet chains
Pyrromethene 597-8C9 (PM597) is selected as temperature sensitive fluorescent dye for all experiments. The dye is
dissolved in Ethanol with a molar concentration of 10 µM 4. PM597 is known for its low probability of self-absorption
[6], sufficient solubility and an invariable emission spectrum for many liquids [7]. Fig. 1(A) illustrates the emission
behavior of the dye for spontaneous emission at different temperatures and the spectrum change due to MDR-lasing
(B). In order to clear the temperature dependent wavelength region of PM597 from lasing, MDR-enhanced energy
transfer is enabled by adding Oil Blue N (OBN) with a concentration of also 10 µM [2].
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Figure 3. In bulk absorbance (A) and emission (B) spectra of pyrromethene 597-8C9 and Oil Blue N dissolved in Ethanol (each
10 µM. Diagram C: droplet chain fluorescence emission of an PM597-OBN mixture with and without MDR-EET in comparison with
an MDR-free PM597 reference spectrum (operating conditions are listed in the previous chapter). Droplet results are averaged.

OBN is hardly excited by laser light (Fig. 3, A), such that energy absorption occurs almost exclusively by energy
transfer from PM597 [2]. However, the shown emission spectrum of OBN (Fig. 3, B) is based on an excitation
wavelength of 532 nm 5. An energy transfer of both dyes takes place in the overlap region of the emission spectrum
of PM597 and the absorption spectrum of OBN6 (compare Fig. 3 A & B). The major part of transferred energy is
subsequently quenched or self-absorbed and only a minor part of energy is re-emitted. OBN emission based on
energy transfer produces a much more red-shifted spectrum compared to the graph shown in Fig. 3(B), because dye
excitation is not monochromatic and occurs at wavelengths much higher than 532 nm. An energy transfer occurring

3The relatively large slit-width causes spectral averaging that needs to be remembered during result interpretation.
4The unit µM is a common abbreviation for µmol/L.
5Showing normalized emission removes the fact that absolute emission of OBN is almost negligible compared to PM597.
6Energy transfer happens only by radiation not by Förster resonant energy transfer, since molecule distances are large (low concentrations).
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in a droplet would cause an emission of OBN that includes a high amount of energy originally responsible for PM597-
lasing (compare Fig. 1, B), but becomes transferred to OBN before visible emission. As a consequence, PM597-
lasing is suppressed and OBN starts lasing instead, whereas lasing wavelengths are significantly red-shifted. One
important condition for complete suppression of PM597-lasing is a targeted matching of both dye concentrations
[2]. The selected concentrations of 10 µM per dye, or rather their ratio of one, secure similar absorption cross-
sections and thus comparable probabilities of absorption. Stimulated emission of PM597 becomes interrupted and
no cavity-round trip is completed.
Fig. 3(C) shows a comparison of fluorescence emission of droplets with and without energy transfer7. The emission
spectrum with MDR-EET (pulsed laser, PM597+OBN) proves complete suppression of PM597-lasing. Due to the
energy transfer, emission is a super-position of both dyes. Up to wavelengths of 600 nm, the normalized emission
spectrum is identical to spontaneous emission of PM597 that is based on CW excitation. Negligible OBN emission
is caused by three facts: i) comparably weak emission of PM597, ii) weak absorption of OBN and iii) a strong
self-absorption tendency of OBN. For wavelengths higher than 600 nm, energy transfer conditions are different.
Emission of OBN becomes visible in addition to PM597’s fluorescence. Lasing that occurs for OBN now, is not
visible in the given diagram, but definitively takes place for wavelengths higher than 660 nm 8.
Validity of 2cLIF theory for the chosen dye concentrations and subsequent energy transfer has been proven in our
previous investigations [2]: although EET causes saturation of spontaneous fluorescence emission in the 2cLIF
wavelength bands, self-similarity of the normalized emission spectrum remains and thus 2cLIF theory yields. This
conclusion is valid regardless of the chosen excitation intensity and droplet size. [2]

Step II: Applicability of pulsed 2D-2cLIF with MDR-enhanced energy transfer for micro droplets
Spectroscopic investigations of the chosen dye combination (PM597 and OBN, both seeded with 10 µM in Ethanol)
proof successful shifting of MDR-lasing from PM597 to OBN and validity of 2cLIF theory. In this development step,
the spectrograph is replaced by two EMCCDs to enable imaging of temperature fields (Fig. 2, B). Stereo camera
vision requires calibration to secure an identical field of view. Images of a reference target are matched using
bi-linear interpolation. Calibration results are applied to every set of recorded images. The calibration is highly
sensitive to miss-alignments, such that mistakes on the sub-pixel scale result in severe measurement errors (see
[4] for details). After successful camera calibration, images of both devices are divided pixel by pixel. Camera
calibration is followed by a temperature calibration that requires measurements of average droplet intensity ratios
for a set of known temperatures under isothermal conditions. Average droplet ratios are determined as the follows:
i) Droplets of each ratio-image are isolated and saved as images one after another in an array, whereas droplet
centers are aligned. ii) The array is averaged to receive a locally resolved average droplet ratio-image. A following
occurrence-refining9 improves the image quality at the droplet surface. iii) Further horizontal and vertical image
averaging allows determining an overall droplet-ratio for each temperature (Fig. 4, B).
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Figure 4. Temperature calibration results of the pulsed 2D-2cLIF-EET droplet investigation. Images (A): Average droplet
temperature images under isothermal condition are affected by a nonphysical, but systematic temperature fluctuation across the
droplet. The cause of this effect is still unknown. Diagram (B): The corresponding temperature calibration that is used to convert

ratio into temperature images. Uses experimental operating conditions are listed in the section Experimerntal setups.

The measured temperature-ratio function is used to determine polynomial constants in eq. 3. Eq. 3 is then applied
pixel-wise to ratio-images to convert them into temperature fields. Fig. 4(A) shows average temperature-images of
isothermal droplets. Although different temperatures can clearly be distinguished, an unexpected inhomogeneity
pattern is evident for each measured temperature. The inhomogeneity explains the standard deviation of the cali-
bration that corresponds to about 3 to 4 K. Locally increased temperatures are found to be nonphysical, because the
laser pulse itself causes only a negligible temperature change of ∆T=0.07 K for the given experimental configura-
tion10. The cause of the emerged inhomogeneity pattern is more likely caused by a locally changed laser excitation
intensity that affects the fluorescence spectrum of one detection wavelength band stronger than the other. Excitation

7How to evaluate CW and pulsed 1D-spectroscopic images can be found at [2].
8This fact will be shown in a future work.
9Averaged pixel values that are based on information of less than half of the total number of evaluated droplets are sorted out.

10This value can be determined by a simple approximation.
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intensity may be reduced due to strong light absorption by the dyes on the light entering side of the droplet (con-
centration effect). On the opposing side, laser intensity may be increased due to focusing effects as the droplet acts
as lens (hypothesis according to [19]). Nevertheless, the cause for changes in the fluorescence emission spectrum
due to fluctuations in laser intensity remains unknown and requires further research.
In total, pulsed 2D-2cLIF-EET of micro droplets shows convincing results. Although droplet temperature-images
show evidence of an unexplained physical mechanism, average droplet temperature can be reliably measured.
Applying pulsed 2D-2cLIF-EET for a macroscopic case, i.e. a spray, makes influences of inhomogeneities inside
droplets negligible. Reduced optical magnification makes droplets appear as objects smaller than a single pixel
with a single average intensity value. Moreover, the amount of droplets and the depth of field contribute to a further
averaging. Applying pulsed 2D-2cLIF-EET for a complex spray seems therefore feasible.

Step III: Applicability of pulsed 2D-2cLIF with MDR-enhanced energy transfer for hollow-cone sprays
In the third development step, pulsed 2D-2cLIF-EET is applied to a complex macroscopic droplet phenomenon:
a poly-disperse, evaporating hollow-cone spray. Dye seeded Ethanol is injected into heated and pressurized air
(400 K, 10 bar). EMCCDs record single-shot images for four different moments of the injection (from 0.5 ms to
2.0 ms in steps of 0.5 ms). For each of the four moments, 30 consecutive fuel injections are recorded with a time
separation of five seconds. After stereo-camera calibration, temperature calibration is conducted by placing a closed
cuvette filled with fuel in the focal measurement plane. Step-wise increased ambient air temperature heats up the
liquid to isothermal and known temperatures (up to the normal boiling point of Ethanol, 351 K). Measurements lead
to a linear calibration (similar to Fig. 4, B), but with low standard deviation. An additional calibration is performed for
varying ambient pressure, showing no intensity-ratio change for the tested range up to 15 bar.
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Figure 5. A shows both single-shot intensity images of the hollow-cone spray 2 ms after start of injector energizing. Dense spray
regions are identified by high intensity values. Disruptive multiply scattered light causes severe “noise”. B shows the

corresponding single-shot ratio image. Ratio values below 0.9 are nonphysical and thus sorted out. Operating conditions:
150 bar injection with a duration of 2 ms; atmosphere with 10 bar and 400 K.

Recorded images are evaluated with regard to temperature only. The post-processing is simplified compared to the
droplet evaluation, because no droplets need to be isolated. Fig. 5(A) shows both single-shot intensity images of
the spray and Fig. 5(B) their corresponding ratio. Since rotational symmetry of the spray is assumed, only half the
illuminated cut-out section is recorded11. Both intensity images are affected by multiply scattered light, detected as
“noisy” fluorescence on the inside of the hollow-cone. Multiply scattered light is a common phenomenon of hollow-
cone sprays and can only be suppressed by applying SLIPI12. The ratio of both intensity images is affected by
multiply scattered light as well. Division of two “noisy” intensity values results in a ratio of in average one. According
to the temperature calibration, a ratio value of one corresponds to a fluid temperature of about 350 K and thus a valid
temperature13. Therefore, regions of multiply scattered light cannot be clearly distinguished from the actual spray.
In order to minimize influences from multiply scattered light, ratio images are filtered. Pixels with ratio values lower
than 0.9 are sorted out. This value has been chosen for two reasons: i) Corresponding temperature values of 365 K
and above are too high to occur in the spray and thus, are nonphysical. This is obvious, when the temperature field
of the multiply scattered light region is compared with the temperature values of the actual spray. ii) It is commonly
known, how liquid spray formation has to look like in the near nozzle region without multiply scattered light. Using
the ratio-threshold of 0.9 allows to cut-out regions where liquid is not supposed to be (compare fig. 5 A and B).
Fig. 6 shows four average temperature-images for differernt moments of the fuel injection. Although images are
refined by the ratio-threshold filter, regions of multiply scattered light are still visible as zones of nonphysical high
temperatures. Temperature images allow identification of consequences of flow phenomena such as a temperature
change due to a toroidal vortex (Fig. 6, C).
In the following, measured temperature fields are judged with regard to credibility. During mixture formation of
the spray, droplets are expected to increase their temperature continuously14. However, spray images reveal the

11The injector is therefore located in the top right corner of the images.
12Structured Laser Illumination Planar Imaging, see [5] for CW-2D-2cLIF thermometry combined with SLIPI.
13Ambient pressure of 10 bar causes an increased boiling point of Ethanol of 424 K.
14The initial droplet temperature is assumed to be below adiabatic droplet temperature.
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Figure 6. Average temperature images of the spray propagation in four time steps after start of injector energizing (A-D). All
images show signs of multiply scattered light on the cone’s inside. Comparison of different time steps needs consideration of the

fact that not droplets, but positions are followed over time. As the spray propagates, the spray-sheet-core becomes more and
more insulated by liquid and vapor. As a consequence droplet heating is slowed down. Diagrams (E) to (G) quantify the spray’s
diffusion-limited mixture formation by comparing temperature profiles 18 mm below injector outlet. Operating conditions: 150 bar

injection with a duration of 2 ms; atmosphere with 10 bar and 400 K.

opposite: a more or less isothermal spray-sheet-core that cools down with an advancing time after start of injection
(Fig. 6 A to D). To resolve this contradiction, content of temperature-images must be interpreted: Comparing images
of different times steps need consideration of the fact that only fixed positions are compared and not droplets over
their lifetime. A thought experiment helps to understand this statement: Only one fixed position below the injector
outlet shell be evaluated. Fuel droplets that arrive at this position are pushing away previous droplets, which become
an insulating layer of liquid and vapor for the new droplets. Due to the insulation layer, no hot unsaturated air
reaches the new droplets. Heating at the fixed position is therefore decelerated. Basically, this progress describes a
diffusion-limited mixture formation, where evaporation is much faster than heating and air-vapor mixing is hindered.
Occurrence of this mechanism depends on the type of nozzle and injection and ambient conditions.
Diagrams E to G of fig. 6 quantify the insulation-effect for the recorded spray temperature fields of this work. The
diagrams show temperature profiles of the spray, evaluated 18 mm vertically below the injector outlet for three
different time steps of the injection. All graphs show the coldest spray region in the center of the spray-sheet.
Horizontal positions further distant from the sheet-core have higher temperatures, because the insulation layer is
thinner. For a later moment of the injection (E to F), the spray-sheet becomes wider. A wider spray-sheet has a
thicker insulation layer and thus a lower sheet-core temperature. The entire process is superimposed by horizontal
movement of the spray-cloud and occurrence of a toroidal vortex that is positioned at the outer side of the hollow-
cone. Diagram 6 (F) indicates the influence of the vortex as local temperature increase. The vortex transports hot
unsaturated air inside the spray-sheet-core. A higher heat flux is assumed to increase droplet heating.
In total, temporal changes of the spray temperature seem to be reasonable. The overall temperature level is credible
as well: Coldest spray temperatures are always above injection temperature (305 K). Highest spray temperatures
(excluding regions of multiply scattered light) are below the boiling point of Ethanol (424 K at 10 bar) and more
importantly below adiabatic droplet temperature of the selected ambient condition (340 K)15.

Conclusions
This work presents the development of a new temperature measurement method named pulsed planar two color
laser-induced fluorescence thermometry with MDR-enhanced energy transfer or in short: pulsed 2D-2cLIF-EET.
The method is based on a previous 1D-spectroscopic version that is specifically designed for droplet applications,
where morphology dependent resonances (MDRs) are suppressed to enable a reasonable temperature measure-
ment. Novelty of this work is the planar detection setup. The second detection dimension extends the number
of possible research-applications significantly – fast and turbulent processes, e.g. engine-like sprays, can now be
measured at once in size and temperature. The method design of this work is presented step-wise from initial dye
selection that is required for MDR-shifting, over explanation to the required equipment, to two application cases that
led to new findings and open questions:

15The value is determined by applying an analytic one dimensional single droplet evaporation model.
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− Droplet application: Temperature imaging of micro droplets shows overall reliable results. However, locally
resolved average droplet images reveal a systematic temperature fluctuation across isothermal droplets that
is nonphysical and thus must be caused by the measurement technique. The cause of this phenomenon
is presumably based on local changes of fluorescence excitation intensity. Further research would allow to
optimize the droplet application and also answer open research questions of other publications.

− Macroscopic spray application: Spray investigations show reasonable temperature results as well. Temporal
temperature changes of the hollow-cone spray reveal a diffusion-limited mixture formation process. Main
challenge of the spray application are issues due to multiply scattered light that causes “noisy” fluorescence.
Corresponding spray regions on the spray-cone’s inside appear as zones with nonphysical high temperatures.
Only a SLIPI extension of the setup may solve the problem.
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Abstract
Investigation of the primary breakup region of gasoline sprays is important for future nozzle development. It im-
proves the principal understanding of inner nozzle flow and spray breakup. It also allows validating and developing
CFD models. Due to the high optical density common measurement techniques like Phase Doppler Anemometry
reach their limit in optical dense sprays as in the primary breakup region. High Speed X-Ray Imaging is capable to
measure 2D velocity distributions directly at the spray hole exit. For generating the intense X-Ray beam the syn-
chrotron Advanced Photon Source at Argonne National Laboratory is used. Passing through the spray the X-Ray
beam is changed by two different physical principles: absorption and phase contrast. Absorption can be applied to
measure the density of the spray. Phase contrast is used to visualize the borders of droplets and ligaments with
high contrast. The accelerated electron bunches inside the synchrotron have a constant period length to each other.
This leads to an accurate pulsed X-Ray beam (periodicity: 68 ns). The use of multi exposure with very short X-Ray
pulses (17 ns) shows the traveled distance of the spray droplets and ligaments. The spray speed (150-250 m/s) is
calculated by dividing these distances with the time gap between two X-Ray pulses. The X-Ray measured density
distributions and velocity distributions are combined to calculate the spray force rate. The so gained force rate is
validated with a spray force measurement performed at the Spray Momentum Test Bench (SMTB) at Continental
Automotive GmbH. The study is focusing on the measurement setup of High Speed X-Ray Imaging at Argonne
National Laboratory and the evaluation algorithms.
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High Speed X-Ray, Gasoline Direct Injection, Gasoline Spray, Primary Breakup, Spray Density, Spray Velocity

Introduction
The spray performance of a GDI injector is highly influencing the efficiency and pollutant emissions of modern
gasoline combustion engines. To optimize the whole process from injection over mixture formation and the final
combustion, the behavior of a single spray plume has to be understood. To find a direct link between nozzle geom-
etry and generated spray, the primary breakup region has to be analyzed. The primary spray velocity and density
distribution are the key factors for further spray breakup. Measurement techniques like Phase Doppler Anemom-
etry and Laser Induced Fluorescence reach their limit in optical dense sprays as in the primary breakup region.
Therefore no information about the velocity and density distribution at the nozzle exit is available for comparison of
nozzles and as input for CFD simulations. High Speed X-Ray Imaging is able to capture both. Out of the density
and velocity distributions, the spray momentum can be calculated and for verification compared with a mechanically
measured spray momentum distribution. [1, 2, 3, 4]

Hydraulic Injector and Spray Parameters
The correlation between massflow, flow velocity and resulting momentum can be theoretically calculated by the law
of Bernoulli. Equation 1 gives the theoretically massflow ṁth depending on the flow cross section A the fuel density
ρ and the relative fuel pressure ∆p. Equation 2 shows the correlation between the flow speed vth, the relative fuel
pressure ∆p and the fuel density ρ. [5]

ṁth = Avρ = A
√

2ρ∆p (1)

vth =

√
2∆p

ρ
(2)

Due to phenomena like turbulence and cavitation, the flow velocity and massflow in real nozzles is smaller. For
this reason different types of discharge coefficients are defined. CD is giving the ratio of the effective massflow
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ṁeff to the theoretically calculated massflow ṁth. (Equation 3) The CA is defining the ratio of the effective used
hydraulic flow cross section Aeff related to the theoretical flow cross section A0. (Equation 4) This equation is
directly linked to the model of the vena contracta. The ratio of the theoretical flow velocity to the real flow velocity is
given by Equation 5. The product of CV and CA delivers the CD. (Equation 6) [5]

CD =
ṁeff

ṁth
(3)

CA =
Aeff
A0

(4)

Cv =
veff
vth

(5)

CD = CA · Cv (6)

By adding these discharge coefficients to the Bernoulli equations the following correlations are developed. (Equa-
tion 7, Equation 8) [5]

˙meff = CDA0

√
2ρ∆p (7)

veff = Cv

√
2∆p

ρ
= CD

A0

Aeff

√
2∆p

ρ
(8)

By multiplication of the massflow and the velocity the momentum flow ṗeff is calculated. (Equation 9) [5]

ṗeff = C2
D

A2
0

Aeff
2p (9)

Basics on X-Ray Radiation and its Interaction with Fuel
Hard X-Ray radiation describes light with a wavelength from < 5 − 250 pm which corresponds to a photon energy
of 5 − 250 keV . For the measurements at ANL X-Ray radiation with a photon energy of up to 9 keV is used. X-Ray
radiation can be produced in different ways: [6]

• highly energetic transients in electron shells of atoms or molecules: In X-Ray tubes a cathode is producing
free electrons. These electrons are accelerated by an electromagnetic field towards a target. If a free electron
has enough energy and pushes out an orbital electron of an atom in the target, by hitting the atom, the vacancy
of the left electron has to be filled up with an higher energetic electron. While filling up the vacancy, the higher
energetic electron has to emit a photon to reach the correct energy level. This photon is the produced X-Ray
photon and has a material characteristic wavelength.

• deceleration of charged particles like electrons and positive ions: Particles which are getting deflected by
an electrical field send out so called Bremsstrahlung: This effect delivers X-Ray radiation with a continuous
spectrum.

• synchrotron radiation is a special type of Bremsstrahlung: In a synchrotron charged particles are bent at every
edge of the ring. This bent equals a deceleration of the particle in one direction while acceleration in another
direction. A consequence of this is Bremsstrahlung. Undulators and wigglers are used for adding oscillations
on the electron bunches and to produce synchrotron radiation with a broad spectrum. As the electron bunches
in a synchrotron are highly collimated, a very intensive and collimated beam can be produced. The radiation
is linearly or circularly polarized.

The used synchrotron, the Advanced Photon Source (APS) at the Argonne National Laboratory, is providing a
special running mode: the hybrid-singled mode. Figure 1 illustrates the used measurement setup. In the APS
electron storage ring with its perimeter of 1104 m, nine bunches of electrons are circulating in a ring with nearly
the velocity of light. This results in a running frequency of 274 kHz. Eight of the nine bunches build up a so called
bunch train. The ninth bunch with a current of 16 mA is brighter than the single bunches in the bunch train with a
current of 11 mA each. The periodicity of the bunches of the bunch train is 68 ns. The overall bunch train duration
is 500 ns. The duration of each bunch is 17 ns. [7] The time gap between the super bunch and the bunch train
is in each direction 1.569 µs. When one bunch is passing the undulator of the used beamline, X-Ray radiation is
decoupled into the laboratory. The produced X-Ray radiation has a continuous spectrum and is characteristically
collimated. [7] A setup of different shutters is used to cut off the not needed X-Ray pulses. The injector is mounted
tip down into a spray chamber. The X-Ray pulses are passing and interacting with the spray. The X-Ray images
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Figure 1. Measurement setup for High Speed X-Ray Imaging at the Advanced Photon Source of the Argonne National
Laboratory based on [7]

are converted to visible light images by a fast scintillator. The visible light is reflected into a high speed camera by a
mirror. [7]
The interaction of X-Ray radiation with matter can be separated into two different phenomena: absorption and phase
contrast. The phenomena of absorption is described by the law of Lambert-Beer-Bonguer. Light looses a constant
fraction of its intensity by passing a constant material thickness. This results in a exponentially relationship between
the light intensity (I(x)) and the material thickness the light passed through. I(x) is calculated by its material specific
and wavelength depended absorption coefficient α and the passing distance of the light x. (Equation 10) [8]

I(x) = I0e
−αx (10)

The second phenomena, the phase contrast, is caused by refraction of a coherent X-Ray beam on phase borders
where a gradient in X-Ray refraction indices is occurring. The reflection angle is depended on the X-Ray spectrum’s
wavelenghts and the difference of the refraction indices. Phase contrast imaging in common is used to separate
small structures in material compounds where both materials have very similar absorption coefficients. The refrac-
tion leads to high contrast on the image. Its visibility on the captured image is mainly influenced by the distance
between the measurement object and the detector, or in the here used setup of the scintillator. Detailed information
about phase contrast imaging can be found in [9].

Basics of the Used Measurement Process and Evaluation Algorithms
For obtaining the velocity of the spray in the near field a multiexposure of the injection is captured by using three X-
Ray pulses of the described bunch train. By knowing the time interval between the single bunches and by measuring
the distance a structure traveled during the exposures, its’ velocity can be calculated. To enhance the phase contrast
intensity and therefore to visualize the structure edges clearly, a longer distance between spray and scintillator is
used. For obtaining the density distribution of the fuel in the spray the effect of phase contrast is minimized by
shortening the distance between spray and scintillator and by using an X-Ray mirror inside the beam path to select
only low-energy photons at 7 keV.

Algorithm for the Spray Velocity Evaluation
For evaluating the spray velocity a novel algorithm is developed to enhance the spatial and temporal resolution
of the velocity result. Like common Particle Image Velocimetry algorithms, it is based on auto correlation of the
image. Figure 2 gives an exemplaric overview of the single evaluation steps. The raw image (1) gets background
corrected by subtracting an image without any spray. (2) Furthermore the contrast of the image gets enhanced. In
(3) the image is divided into 26 by 25 squares and the resolution of the image is enlarged by calculating subpixels.
The square size defines the spatial velocity resolution in the final evaluation. A parameter study with synthetic
generated velocity images was done to find a suitable velocity resolution without a systematic result distortion. The
viable resolution is mainly influenced by the average spray velocity, the pixelsize and the exposure gap. The single
squares are getting autocorrelated (4). To identify the realistic peaks from the autocorrelation the image gets rotated
that the flow is roughly from upside down. (5) The rotation angle is defined at 30 ◦ (= height angle of the single
spray jet). In (6) the autocorrelated image is cropped to the relevant part of the image for the velocity information.
As the main peak of an autocorrelation image is always in the middle of the image it is cut to a region which is able
to show all 5 peaks of a multiexposed structure with a maximum velocity of 300 m/s in axial (z) and 50 m/s (y) in
radial direction. The experiments shown in this paper are done with n-heptane at 200 bar injection pressure which
results in a Bernoulli velocity of 240 m/s. In a next step the positions of the peaks are getting located. Plotting
the row/column position of the maxima against their number and applying straight fits delivers the average slopes,
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which are the corresponding average moved distances the spray passed during two exposures in axial and radial
distance. With this information the velocities are calculated. A reversing of the before done image rotation (5) by
using basic trigonometry is delivering the correct axial and radial spray velocities. The theorem of Pythagoras is
used to calculate the absolute spray velocity.
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Figure 2. Basic process of the velocity evaluation algorithm

Algorithm for the Spray Density Evaluation
Although the effect of phase contrast is minimized by shortening the distance between spray and scintillator, the
phase contrast signal still is by order of magnitudes higher than the absorption signal in the image. For this reason
the developed density evaluation algorithm has to filter the phase contrast. One basic idea of the spray density
evaluation is that the effect of phase contrast is not producing any light, it just leads to a local redistribution of
the intensities. Therefore the integrated intensity of the X-Ray is not influenced by the effect of phase contrast.
Figure 3 shows the two steps which are used for the density evaluation. The raw image gets background corrected
by subtracting an image without any spray. For the filtering of the background corrected image different types of
filters and filter settings are analyzed on synthetic density images which are distorted by phase contrast. As a result
a median filter is chosen. Also in literature the recommended filter for phase contrast is a median filter. [10]
The filter error has to be corrected by adjusting the overall grey value sum of the image to the grey value sum of the
background corrected image.
For calibrating the measurement setup, capillaries of different diameters filled with n-heptane are used. By knowing
the density of the n-heptane and the size of the capillaries the absorption coefficient of the fuel for the used setup and
evaluation calibration can be calculated. Figure 4 shows the X-Ray transmission against thickness of a n-heptane
pillar. By applying the law of Lambert Beer-Bonquer the transmission coefficient µ can be calculated. Applying this
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Figure 3. Basic process of the density evaluation algorithm

coefficient to the image the density distribution inside the spray is delivered. (e.g. Figure 5) The scale can be given
in fluid path length and projected spray density. The fluid path length describes how thick a liquid fuel pillar has to
be to deliver the same absorption. The projected spray density gives the density distribution integrated in the line of
sight.
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Figure 4. Calibration result of the used measurement setup for different capillaries filled with n-heptane
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Figure 5. Example for the spray density evaluation, left = fluid path length the X-Ray is passing; right = projected spray density

Calculation of the Momentum out of X-Ray Measurements
Figure 6 illustrates the information the X-Ray measurement is providing. The velocities and densities are depended
on the two spatial coordinates z and y and the point of time t. For calculating the spray momentum, spray force and
massflow rate, a cut through the spray rectangular to the flow direction is done. For each pixel on this cutting line
the spray parameters are getting calculated.
The massflow in z direction is calculated in Equation 11 by the product of the density ρ′(y, z, t), the velocity
vabs(y, z, t) and the pixelsize.

ṁabs(y, t) = ρ′ · vabs · lpixel (11)
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Figure 6. Information provided by the X-Ray measurement

The spray force is calculated by the product of the massflow ṁabs(y, t) and the velocity vabs(y, t). (Equation 12)

Fabs(y, t) = ṁabs(y, t) · vabs(y, t) (12)

By integrating the spray forces Fabs(y, t) in y direction, the overall spray force rate is calculated. Integrating this
force rate over time delivers the spray momentum. (Equation 13)

pabs =

∫ ∫
Fabs(y, t)dydt (13)

Basics of Spray Momentum Measurements
The measurement principle used on the SMTB is illustrated in Figure 7. A target pin is mounted on a piezoelectric
force sensor and can be freely positioned in a spherical coordinate system around the injector tip. As the target
pin in the used setup has a diameter of 1 mm a shielding cap is used to ensure the force sensor only measures
the force which is induced on the pin and not the force of spray which is hitting the sensor itself. The target pin
surface is always faced to the origin of the spherical coordinate system. Therefore only the axial force of the spray
can be measured. Force on the piezoelectric sensor is producing electric charge. This charge gets amplified and
converted into a time depended voltage signal which corresponds to a force rate. The force rate has to get filtered
at the sensor’s critical frequency. By integration of the force rate, the momentum is calculated. As a small pin is
used which is not able to capture the whole spray, the momentum of a plume has to be calculated out of several
measurement points. A basic theory about the mathematical principle can be found in [5].
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Results
Figure 8 shows an exemplaric mass and velocity rate for a gasoline spray an the distance of 400 µm to the sprayhole
exit. By averaging the rates the discharge coefficients are calculated by using Equation 3 (CD), Equation 5 (CV )
and Equation 6 (CA).

• Cv = 0, 85

• CA = 0, 65

• CD = 0, 55
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Figure 8. Exemplaric mass and velocity rate measured with High Speed X-Ray Imaging for a Gasoline Spray at 200 bar

For the comparison of the resulting spray force rates and the spray momentum the mechanically captured force rate
has to be aligned. The SMTB runs with Exxsol D40. The High Speed X-Ray measurements are performed with
n-heptane. For this reason the spray momentum force rate is corrected by the density ratio of n-heptane to Exxsol
D40. Also the measurements are done at different positions due to the limitations of the measurement techniques.
The X-Ray evaluation cut is at 400 µm distance to the nozzle hole exit. The local spray momentum measurement
is done on a sphere with a radius of 10 mm distance. The calculated force rate out of the local spray momentum
measurement and the calculated force rate out of the X-ray measurement are given in Figure 9. Additionally the
integrated spray momentum curves are displayed.
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Figure 9. Comparison of the calculated spray momentum of High Speed X-Ray Imaging and the SMTB

The spray force rate of the SMTB is shifted to later points in time as the spray has to pass the distance of 10 mm
before reaching the measurement pin. Also the filtering of the raw spray force signal will result in a jitter. It can be
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seen that both measurement techniques deliver spray momentum values in the same range. The SMTB delivers a
slightly smaller spray momentum due to dissipation while traveling the distance to the measurement pin.

Conclusions
Within this study methods for evaluating velocity and density measurements captured with High Speed X-Ray Imag-
ing are developed. The algorithms are applied exemplary. The results are compared and validated with measure-
ments of a mechanical SMTB. High Speed X-Ray Imaging turns out to be a powerful tool to measure velocity and
density distributions inside a GDI spray in the nearfield. The measurement of the density and velocity distributions
inside a gasoline spray allow to split up the mechanically easily measurable spray momentum distribution to find the
main drivers for momentum differences in different gasoline jets. It will reach its limits in far away distances as the
structural velocities and therefore the traveled distances of the structures between two exposures are too small for
the very high pulse frequency of the X-ray source.
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Abstract
The ability of a computational fluid dynamics (CFD) simulation to reproduce the diesel-like reacting spray ignition
process and its corresponding flame structure strongly depends on both the fidelity of the chemical mechanism
for reproducing the oxidation of the fuel and also on how the turbulence-chemistry interaction (TCI) is modeled.
Therefore, investigating the performance of different chemical mechanisms not only in perfect stirred reactors but
directly in the diesel-like spray itself is of great interest in order to evaluate their suitability for being further applied
to CFD engine simulations.
This research work focuses on applying a presumed probability density function (PDF) unsteady flamelet combus-
tion model to the well-known spray A from the Engine Combustion Network (ECN), using three chemical mech-
anisms widely accepted by the scientific community as a way to figure out the influence of chemistry in the key
characteristics of the combustion process in the frame of diesel-like spray simulations. Results confirm that in spite
of providing all of them correct trends for ignition delays (ID) and lift-off lengths (LOL), when comparing with exper-
imental results, the structure of the flame presents noticeable differences, especially in the low and intermediate
temperatures and high equivalence ratio regions. Consequently, the selection of the chemical mechanism has an
impact on the zones of influence of key species as observed in both spatial coordinates and also in the equivalence
ratio-temperature maps. These differences are expected to be relevant considering the implications when coupling
pollutant emissions models. The analysis of temperature and oxygen concentration parametric studies evidences
how the observed differences are consistent and moderately dependent on the ambient conditions.

Keywords
Combustion modeling, Chemical mechanism, Spray A, Flamelet

Introduction
The improvement of the combustion technologies in industrial devices, such as diesel engines, in terms of effi-
ciency and pollutant emissions, evidence that a comprehensive knowledge of the processes involved is mandatory.
Between the different processes that concur in the energetic transformation, turbulent non-premixed combustion
appears as one of the most relevant. Nevertheless, its modeling is a complex issue due to the different length and
time scales of the turbulence, the fuel oxidation and the interaction between them [1].
These considerations point out that for a proper modeling of the turbulent non-premixed combustion two main
aspects are essential. The first one is the chemical mechanism, that determines the fuel oxidation, while the
second one is the turbulence-chemistry interaction (TCI).
Promoted by the need of gaining a very detailed knowledge in these issues in diesel spray conditions, the Engine
Combustion Network (ECN) has proposed a set of experiments in controlled conditions that shed light for these
concerns by means of experiments and numerical simulations.
More particularly, the well-known spray A models a diesel-like spray with n-dodecane as a surrogate diesel fuel. The
boundary conditions encompass low temperatures and moderate EGR in correspondence with boundary conditions
of interest for modern diesel engines.
On the one hand, with regard to experimental measurements, different institutions have carried out experiments with
different facilities that are classified in constant-volume pre-burn (CVP) combustion vessels and constant-pressure
flow (CPF) rigs [3]. With such facilities, measurements of global combustion parameters, such as ignition delay
(ID) and lift-off length (LOL), together with more detailed information, such as species spatial evolution by means of
planar laser-induced fluorescence (PLIF), can be captured. This valuable data permits to validate the combustion
models and figure out the main aspects of the turbulent combustion.
On the other hand, with regard to the combustion modeling, it is desirable that the model reproduces the combustion
structure as well as the TCI with low computational cost while managing complex chemical mechanisms for the sake
of a chemically accurate evolution. These aspects are covered by flamelet models used together with tabulated
chemistry and, more particularly, by the Approximated Diffusion Flamelet (ADF) approach [4]. This model, used in
the present work, has been demonstrated to offer powerful capabilities and provides satisfactory results in the frame
of diesel sprays and diesel engines simulations [5, 6].
Nevertheless, the fuel oxidation process, given by the chemical mechanism, arises as one of the cornerstones in
the combustion numerical simulation and is one of the inputs to the problem which causes a greater uncertainty.
These reasons justify the effort invested by the scientific community for properly describing the chemistry evolution
that is patent in the great variety of chemical mechanisms available for a given fuel. Encouraged by this situation,
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a comparison between different chemical schemes is carried out not only in homogeneous conditions, as in homo-
geneous reactors (HRs) calculations, but on the diesel spray itself in order to figure out the final implications of the
selection of the chemical mechanism.
The aim of this work is to simulate the spray A by means of the presumed PDF ADF unsteady flamelet model
with different chemical mechanisms of interest in order to clear up the implication on the choice of each of them.
Experimental results were measured in CPF experimental facility available at CMT-Motores Térmicos [7, 8].
This work starts with a brief description of the model and the spray A parametric studies included. The validation
is sequentially performed, first, by means of HRs and flamelet solutions and, second, by the comparison of the
spray evolutions. In this case, a first analysis is given by the ID and LOL parameters, later a more detailed insight
is accomplished by the species fields in spatial coordinates and equivalence ratio-temperature maps. Finally, a
temporal evolution of the production of species of interest in the whole domain closes the comparison. The work
ends with the main conclusions extracted from the analysis.

Methodology
Model description
Spray A has been modeled and computed in the open tool-box OpenFoam environment [9]. Cylindrical symmetry is
supposed and, consequently, calculation is performed on a meridian cut, with dimensions 54 × 108 mm. The mesh
is structured with constant cell size of 0.25 × 0.5 mm as in previous works [6, 10].
A RANS (Reynolds Averaged Navier-Stokes) approach is used for simulating the turbulence. More particularly, a
standard k−ε model with Cε1 =1.52 [11] is applied to calculations (the rest of constants with standard values) . The
liquid phase is modeled with a DDM (discrete droplet method) based on the Kelvin-Helmholtz and Rayleigh-Taylor
instabilities for describing the atomization and breakup processes in conjunction with the Ranz-Marshall model for
droplet evaporation. A detailed description of the model constants used for these simulations can be found in a
previous work of the authors [6].
The combustion model is based on the flamelet concept which describes the turbulent combustion as an ensemble
of laminar flames, called flamelets, embedded in the turbulent flame. The flamelet equations lead to the Diffusion
Flamelet (DF) model. This flame description has been successfully applied for diesel engine and gas turbines
simulations [12].
The DF model solves eq. (1) for all the species (N ) appearing in the chemical mechanism [1].

∂Yk
∂t

=
χ

2

∂2Yk
∂Z2

+ ω̇k k = 1, . . . , N (1)

where Yk is the mass fraction for species k, Z is the mixture fraction, χ is the scalar dissipation rate and the chemical
source term is represented by ω̇k, which is obtained from the chemical ODE system.
The initial mixture fraction-temperature profile for the laminar flamelet calculations is obtained assuming an adiabatic
mixing process between the air and the fuel streams, which accounts for the enthalpy exchange due to the fuel
evaporation. Thus, the initial temperature for each mixture fraction decreases compared to the non-evaporative
adiabatic mixing process ([13]). As the fuel is injected in liquid phase and Z only accounts for the contribution of the
gas phase, Z varies between 0 and the saturation mixture fraction Zsat, defined as the maximum mixture fraction
for which the fuel does not condensate.
The value of χ is given by χ = 2D|∇Z|2, with D the molecular mass diffusion. If a steady profile is imposed, it
follows the formula [1]

χ(a, Z) =
a

π
Z2
sat exp[−2(erfc−1(2Z/Zsat))

2] (2)

where a is the strain rate.
When complex mechanisms are used for diesel engine simulations, where boundary conditions vary significantly,
the number of flamelets to be calculated is in the order of several hundred or thousand and solving the ODE system
given by the chemical mechanism together with the PDE system given by eq. (1) is unaffordable [14]. This situation
appeals for the introduction of new hypotheses that reduce the computational cost while still managing complex
chemical mechanisms.
With this purpose, the ADF (Approximated Diffusion Flamelet) model was suggested several years ago in order
to perform diesel engine simulations while keeping the combustion flamelet structure and using complex chemical
schemes. Based on the fact that eq. (1) shows that the flamelet evolution corresponds to a homogeneous reactor
(HR) when the strain rate tends to zero, the ADF model decouples the chemistry from diffusion taking the chemical
source term from an equivalent homogeneous reactor. Equation for the ADF model reads

∂Yc
∂t

=
χ

2

∂2Yc
∂Z2

+ ω̇HRc (Z, Yc) (3)

In eq. (3), Yc is the progress variable, defined as a mass species fractions linear combination, which describes the
chemical evolution. Consequently, the ADF model establishes two hypotheses, namely, to solve only the flamelet
equation for the progress variable and to decouple the chemical source term of the diffusion processes. Although,
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at first glance, it may seem very restrictive constrains this model has been successfully applied to diesel-like sprays
[6], diesel engines and furnaces [5, 14, 15]. For this work, the progress variable is defined as Yc = YCO + YCO2 [4].
Once the flamelet solutions are available, that depend on (Z, Yc, a) for both DF and ADF models, the TCI is ac-
counted for by means of presumed probability density functions (PDFs). In order to obtain the turbulent flame
manifold, a beta PDF is used for mixture fraction fluctuations while a log-normal PDF is used for the variability in
the scalar dissipation rate direction [1]. No fluctuations are accounted for the progress variable dimension. This TCI
description leads to

ψ̃(τ, Z̃, S, χst, σ) =

∫ ∞
0

∫ Zsat

0

ψ(τ, Z, χst)PZ(Z, Z̃, S)Pχst(χst, χst, σ) dZ dχst (4)

where ψ represents any variable and τ corresponds to the flamelet time. Mixture fraction PDF is defined by the
mean mixture fraction, Z̃, and its variance, Z̃′′2, parametrized with the segregation factor S determined by S =

Z̃′′2/((Zsat − Z̃)Z̃). The variance of ln(χ), σ2, is assumed to be constant and equal to 2 [16].
The same procedure is applied to the scalar dissipation rate profile which gives χ̃. The ratio χ̃ and Z̃′′2 is usually
related to the inverse of a turbulent mixing time by a constant (Cχ) which leads to

χ̃ = Cχ
ε

k
Z̃′′2 (5)

where k and ε are the turbulent kinetic energy and the rate of dissipation of turbulent kinetic energy, respectively.
In the CFD calculation, transport equations for Z̃, Z̃′′2 and for species mass fractions are solved together with
the continuity, Navier-Stokes and enthalpy equations. The species chemical source terms are retrieved from the
turbulent flame manifold, obtained from the integration by means of presumed PDFs of the flamelet database,
following the formula:

ω̇k =
Ỹk

tab
(Z̃, S, χst, Ỹc(t+ δτ))− Ỹk(t)

δτ
(6)

where Z̃, S, χst and Ỹk(t) are values related to the CFD cell and Ỹk
tab

is tabulated in the turbulent flame manifold.
δτ is the time step for advancing in this manifold. The value Ỹc(t+ δτ) is obtained from

Ỹc(t+ δτ) = Ỹc(t) +
∂Ỹc
∂t

(Z̃, S, χst, Ỹc(t)) δτ (7)

For this work, the flamelet manifolds have been solved with around 160 points in the mixture fraction direction (it
depends on the Zsat value) and a mesh of 504 points has been imposed for the progress variable with the aim
of reducing uncertainties. For the turbulent combustion manifold around 32 values for Z̃ have been kept, 17 for
S ranging between 0 and 0.3 and around 35 values in the χst direction are retained. The mesh imposed for the
progress variable direction has 51 values following a parabolic distribution. The CFD time step is fixed at 10−7 s,
which is considered enough small for describing the auto-ignition process and then, δτ is chosen equal to the CFD
time step.
Finally, this work pretends to shed light on the influence of the chemical mechanism in turbulent spray simulations.
For this purpose, three well-known mechanisms for the n-dodecane fuel, which is a diesel surrogate, available in
the literature, have been used to carry out this study. The largest of them is the Narayanaswamy et al. with 255
species and 2289 reactions [17]. The Yao et al. mechanism, which has been specially addressed to the spray A, is
an skeletal mechanism that consists of 54 species and 269 reactions [18]. Finally, the Wang et al. mechanism with
100 species and 432 reactions is the third and last mechanism that has been analyzed in the present work [19].

Parametric study
Experimental results correspond with those measured in the CPF facility available at CMT - Motores Térmicos [7, 8].
Two representative parametric sweeps have been chosen to accomplish this work. Boundary conditions are varied
around the nominal conditions that is defined by an ambient temperature of Tamb = 900 K, an oxygen concentration
of XO2 = 0.15 and a density of ρ = 22.8 kg/m3. The first sweep is a parametric temperature variation with XO2 =
0.15 and ρ = 22.8 kg/m3. The second one varies in the oxygen concentration direction while keeping the ambient
temperature at Tamb = 900 K and the density at ρ = 22.8 kg/m3. The injection pressure is 150 MPa and the fuel
temperature is 363 K for all the cases. The parametric cases description is gathered in table 1.
The injector has a nominal diameter of 90 µm, with nozzle reference 210675 [2]. The injection rate lasts for more
than 4 ms in order to describe the quasi-steady fields. More details about the injection rate can be found in [6, 20].
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Table 1. Definition of the spray A parametric studies.

XO2 Tamb (K) ρamb (kg/m3) pamb (MPa) pinj (MPa) Zst Zsat

0.13 900 22.8 5.98 150 0.040 0.326
0.15 750 22.8 4.97 150 0.046 0.251
0.15 800 22.8 5.3 150 0.046 0.278
0.15 850 22.8 5.63 150 0.046 0.303
0.15 900 22.8 5.96 150 0.046 0.326
0.21 900 22.8 5.91 150 0.063 0.325

Results and discussion
The set-up of the model is adjusted from the experimental inert spray A solution. For the sake of brevity this
comparison is here omitted and the interested reader is referred to [6] whose set-up configuration has been directly
taken for the present work.
Given that a flamelet model is used which in turn is based on the HRs solutions, the reactive comparison starts by the
analysis of the ignition delay for the different chemical mechanisms provided by the HRs and the flamelet solutions.
In this way, the behavior of the mechanisms is analyzed at different levels of complexity and the discrepancies
between them can be tracked from the very beginning of the process until the final stage, that is, the turbulent spray.
Figure 1 shows the ignition delay for the HRs and the flamelet with strain rate a =100 1/s, belonging to the repre-
sentative strain rates of the flamelets related to the high temperature region of the turbulent flow [21], for the nominal
case. The ignition delay is defined as the time of maximum rate of rise of the temperature for each mixture fraction,
adopting a similar definition to that suggested by the ECN [2].
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Figure 1. Ignition delay curves as a function of the mixture fraction for the HRs (left) and the flamelet with strain rate a =100 1/s
(right) ignition for the nominal case.

As it can be deduced from figure 1, the Narayanaswamy and Wang mechanisms provide similar ignition delay
profiles, in lean and slightly rich mixtures for the case of the ignition of the HRs and in the whole range of mixture
fraction for the case of the flamelet, while the Yao mechanism exhibits the fastest ignition, with a minimum value
around 200 µs, as it has been reported in the frame of the ECN [25].
The previous comparison is followed by the global parameters of the turbulent reactive spray, namely, the ignition
delay and lift-off length. The ECN ignition delay criterion, namely, the time spent from start of injection (SOI) until
the maximum rise of maximum Favre-averaged temperature takes place [2], is here applied. Although different
definitions can be found for the LOL in the literature [2, 22], in this work, the criterion based on the minimum axial
distance to the nozzle where 14 % of the maximum value of ỸOH in the domain is reached is adopted, given the
satisfactory results that provides [6]. Figures 2 and 3 show the ID and LOL results for both parametric studies for
the different chemical mechanisms. Additionally, experimental results are included with the nominal value and the
uncertainty, given by error bars. In the temperature parametric variation none of the LOL values stabilized during
the injection time (>4 ms) for the 750 K case and, hence, no value has been assigned.
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Figure 2. ID (left) and LOL (right) parameters for the temperature parametric variation (XO2 = 0.15, ρ = 22.8 kg/m3).

Attending to figure 2 it is clear that the Yao mechanism provides excellent results for ID even though, as it was
mentioned before, it is addressed for spray A calculations [18]. Both Narayanaswamy and Wang mechanisms
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Figure 3. ID (left) and LOL (right) parameters for the oxygen parametric variation (Tamb = 900 K, ρ = 22.8 kg/m3).

overestimate the ID and the values provided by the Narayanaswamy are greater than those corresponding to the
Wang mechanism [23]. Nevertheless, the experimental trends are correctly reproduced. In terms of LOL, the
Narayanaswamy mechanism is the one which better fits the LOL although the others give reasonable results.
With regard to oxygen sweep the Yao and Wang mechanisms follow a similar trend for the ID although the first one
underestimates it while the second one overestimates it. The Narayanaswamy overestimates ID measurements
[23] and is the mechanism which shows less sensitivity with the oxygen variation. For the LOL parameter, all three
mechanisms provide very close values between them that are far from the experimental result for XO2 = 0.21 and
show low sensitivity when changing the oxygen concentration compared to the experiment.
In conclusion, in qualitative terms, the three mechanisms show acceptable trends for ID and LOL. In quantitative
terms, the Yao mechanism seems that is the one that best fits the ID, especially for the temperature parametric
variation [18]. As it is observed, in general, the Yao mechanism shows the fastest ignition followed by the Wang
mechanism and, finally, by the Narayanaswamy mechanism, in line with the trends given by the ignition for the HRs
and the flamelet shown in figure 1 for the nominal case.
Finally, it is important to note that the previous results show that when the ID is decreased the LOL is reduced too
[26], pointing out to the auto-ignition phenomenon as an stabilization flame mechanism and, hence, to the relevance
of the chemical kinetics involved in the combustion process for diesel engine conditions [1].
Apart from the global parameters trends, a deeper insight is provided by analyzing the temperature and species
spatial fields for the different chemical mechanisms. For that purpose, figure 4 shows the solutions for the nominal
case for the temperature and three representative species, namely, formaldehyde (CH2O), a tracer of the low and
intermediate temperature reactions, hydroxide (OH), a tracer of the high temperature reactions and, finally, acetylene
(C2H2), a soot precursor. The experimental and modeled LOL values are included together with the stoichiometric
level curve. The fields correspond to very advanced time instants (3000 µs) when a considerable section of the
spray has reached quasi-steady regime.
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Figure 4. Temperature (top) and species mass fractions fields of CH2O (middle top), C2H2 (middle bottom) and OH (bottom) for
the nominal case (Tamb = 900 K, XO2 = 0.15 and ρ = 22.8 kg/m3) for the Narayanaswamy (left), Yao (center) and Wang (right)
chemical mechanisms. LOL values are included with dashed lines: experimental (white) and 14% ỸOH

max
(red). Additionally,

the stoichiometric line is shown (solid white).

Attending to the results gathered in figure 4, it is clear how the three mechanisms provide similar results for the high
temperature regions and, consequently, the spatial fields and the maximum values for the temperature and OH fields
do not show noticeable discrepancies. Nevertheless, the low temperature regions are the zones where differences
are more stringent as can be deduced from the CH2O field and, in a less accused way, from the C2H2 field. The
CH2O field considerably changes among mechanisms as well as its maximum value reached in the domain.
In general, the fields provided by the Narayanaswamy and the Wang mechanisms are similar [23] and the Yao mech-

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0).
EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA

682



ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain

anism is the one that shows greater differences, especially for the CH2O that extends in a wider region compared
to the other mechanisms.
A clearer description of the combustion process is evidenced when the species are represented in the equivalence
ratio-temperature or φ-T maps. Species CH2O, C2H2 and OH are drawn, only including the points of the domain
that verify the condition Yi > 0.3 ·Y maxi where i represents the species CH2O, C2H2 or OH and the superscript max
refers to maximum value in the domain. Additionally, the curve of maximum temperature as a function of φ during
the combustion onset is included. Figures 5 and 6 show these φ-T maps for the parametric variation in temperature
and oxygen concentration. Results correspond to very advanced instants (>3500 µs).

0 1 2 3 4 5

600

800

1000

1200

1400

1600

1800

2000

2200

equivalence ratio [−]

T
 [

K
]

 

 

YCH2O [−]

YC2H2 [−]

YOH [−]

0 1 2 3 4 5

600

800

1000

1200

1400

1600

1800

2000

2200

equivalence ratio [−]

T
 [

K
]

 

 

YCH2O [−]

YC2H2 [−]

YOH [−]

0 1 2 3 4 5

600

800

1000

1200

1400

1600

1800

2000

2200

equivalence ratio [−]

T
 [

K
]

 

 

YCH2O [−]

YC2H2 [−]

YOH [−]

0 1 2 3 4 5

600

800

1000

1200

1400

1600

1800

2000

2200

equivalence ratio [−]

T
 [

K
]

 

 

YCH2O [−]

YC2H2 [−]

YOH [−]

0 1 2 3 4 5

600

800

1000

1200

1400

1600

1800

2000

2200

equivalence ratio [−]

T
 [

K
]

 

 

YCH2O [−]

YC2H2 [−]

YOH [−]

0 1 2 3 4 5

600

800

1000

1200

1400

1600

1800

2000

2200

equivalence ratio [−]
T

 [
K

]
 

 

YCH2O [−]

YC2H2 [−]

YOH [−]

0 1 2 3 4 5

600

800

1000

1200

1400

1600

1800

2000

2200

equivalence ratio [−]

T
 [

K
]

 

 

YCH2O [−]

YC2H2 [−]

YOH [−]

0 1 2 3 4 5

600

800

1000

1200

1400

1600

1800

2000

2200

equivalence ratio [−]

T
 [

K
]

 

 

YCH2O [−]

YC2H2 [−]

YOH [−]

0 1 2 3 4 5

600

800

1000

1200

1400

1600

1800

2000

2200

equivalence ratio [−]

T
 [

K
]

 

 

YCH2O [−]

YC2H2 [−]

YOH [−]

Figure 5. φ-T maps for the temperature parametric variation (XO2
= 0.15, ρ = 22.8 kg/m3) for 750 K (top), 800 K (middle) and

900 K (bottom) for the Narayanaswamy (left), Yao (center) and Wang (right) chemical mechanisms. The onset of the combustion
in terms of maximum temperature as a function of φ is included in solid black line. Scales are common for all cases.

Figures 5 and 6 show that the low and intermediate temperatures and rich mixtures (CH2O and C2H2) are the
zones more affected by the selection of the chemical mechanism while the high temperature region (OH) is very
similar for all the mechanisms, as was pointed out in figure 4. Consequently, the formaldehyde is especially affected
by the chemistry as well as the contour of the map, which delimits the region of reactive mixtures, that is clearly
different for rich mixtures between mechanisms. The zone where the reactive mixtures extend in the φ-T map is
important because it determines the prediction of pollutant emissions by the model [24]. It is observed that the
Wang mechanism shows the most accused slopes in the contour of the map for rich mixtures and, on the contrary,
the softest slopes at these mixtures correspond to the Yao mechanism.
The differences between chemical mechanisms are accentuated when decreasing (by the boundary conditions) the
reactivity of the mixture either by the reduction of the ambient temperature or the oxygen concentration.
With regard to the high temperature combustion onset, represented by the transient evolution of the maximum
temperature as a function of the equivalence ratio, the Wang mechanism shows that the ignition kernels appear at
φ>2 or even richer, the Narayanaswamy provides a similar evolution although at leaner mixtures while, following the
Yao mechanism, this onset occurs at slightly rich mixtures. The maximum temperature reached in the domain does
not depend on the chemical kinetics.
In terms of species, the Narayanaswamy and Wang mechanisms show similar behavior while the Yao mechanism
is the one that exhibits more stringent discrepancies denoted by the wide region where formaldehyde appears and
the greater reactivity of the rich mixture fractions.
In conclusion, it is deduced that the low temperature region, where the LOL establishes and close to the region
where soot is nucleated, is the most affected zone by the chemical mechanism while no relevant differences arise
for the high temperature chemistry.
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Figure 6. φ-T maps for the oxygen parametric variation (Tamb = 900 K, ρ = 22.8 kg/m3) for XO2
=0.13 (top), 0.15 (middle) and

0.21 (bottom) for the Narayanaswamy (left), Yao (center) and Wang (right) chemical mechanisms. The onset of the combustion in
terms of maximum temperature as a function of φ is included in solid black line. Scales are common for all cases.

Finally, to end up this comparison, the temporal evolution of the total mass fraction of some relevant species ap-
pearing in the combustion (CH2O, C2H2, CO, CO2 and H2O) are included in figures 7 for the nominal case.
It is observed in figure 7 that the three mechanisms give an excellent agreement for the temporal evolution of
the masses related to final species, such as CO2 and H2O and intermediate species such as CO. Nevertheless,
intermediate species that appear in the region of rich mixtures and intermediate/high temperatures, such as CH2O
and C2H2, show important discrepancies between mechanisms. Hence, it is concluded that the selection of the
chemical scheme is relevant for describing the structure of the combustion as well as for predicting soot formation but
not for the calculation of thermochemical parameters related to the high temperature chemistry and/or equilibrium
flame conditions.
As a final remark, figure 7 evidences that the C2H2, a soot precursor, is notably greater for the Yao mechanism with
regard to the other schemes and, hence, it is expected that the Yao mechanism predicts greater soot formation.

Conclusions
One of the major concerns when simulating combustion devices is related to the description of the chemistry pro-
vided by the chemical mechanism. Hence, it is considered of scientific interest to give some insight about the
influence of the mechanism not only in homogeneous conditions but in the turbulent spray itself.
For that purpose, in this work, the spray A, which is representative of the modern diesel engine combustion, has
been modeled by means of the presumed PDF ADF unsteady flamelet model. Three chemical mechanisms for the
n-dodecane, widely extended in the scientific community, have been analyzed, namely, Narayanaswamy, Yao and
Wang mechanisms.
The three schemes well reproduce the trends of the parametric sweeps in terms of global parameters (ID and LOL)
although the Yao mechanism systematically provides faster ignition.
In general terms, the Narayanaswamy and Wang mechanisms show similar behavior while the Yao mechanism
departs from the other two.
According to the φ-T maps it is observed that the region of high temperatures is hardly affected by the selection of
the chemical mechanism but the zone of low and intermediate temperatures and rich mixtures, in the vicinity where
the LOL is established and the soot is nucleated, is the region where the mechanism shows more clear influence.
Finally, the mass temporal evolution of relevant species appearing during the combustion confirms that the chemical
kinetics scheme has a considerable impact for tracking the evolution of the intermediate species, particularly, for
soot predictions, as well as for the combustion flame structure. Nevertheless, the selection of the mechanism has
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Figure 7. Mass temporal evolution of CH2O (top left), C2H2 (top right), CO (circles) and CO2 (squares) (bottom left) and H2O
(bottom right) species for the nominal case and the different mechanisms.

less influence for final species and thermochemical parameters related to the high temperature combustion.
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Abstract
Our findings from two areas of background research will define an approach to the study of liquid spray heating and
vaporization in gases at supercritical pressure: (i) vaporizing droplets at supercritical pressure and (ii) supercritical
combustion in simple configurations, e.g., counterflow. The a priori conclusion that only one phase exists at super-
critical pressure is based on false “lore” and not physical law. The question about the phases must be left open until
the analysis reaches a conclusion; a proper approach will be defined. Proper equations of state for density and en-
thalpy and the determination of phase equilibrium, liquid composition due to dissolved gas, energy of vaporization,
surface tension, and transport properties for high pressures will be discussed. The case of an isolated droplet will
be reviewed and origin of the transcritical concept will be explained. A counterflow spray configuration at pressures
above the liquid critical pressure will be analyzed. The concept of shifting phase equilibrium will be applied as the
droplets in the spray heat. Hydrocarbon liquids and oxidizing gaseous environments will be studied. Differences
between real fluids and ideal fluids at high pressures will be emphasized. Proper rules for gaseous mixtures and
liquid solutions will be discussed.

Keywords
High pressure, supercritical, phase equilibrium.

Introduction
Combustion of hydrocarbons at high pressure is becoming more important in a broad range of engineering applica-
tions, such as diesel engines, gas turbines, and rocket engines, where fuels are usually in liquid phase. There are
several issues related to these situations that are not mastered in the combustion literature and must be addressed.
(1) The critical pressure of a mixture is commonly substantially higher than the critical pressure of any component.
Thus, two phases can easily exist at so-called “supercritical” conditions. (2) Since critical pressure varies with
composition, a volume (even at uniform pressure and temperature) can have subcritical portions and supercritical
portions in space and/ or time. (3) At subcritical mixture conditions, large amounts of ambient gas will dissolve in
the fluid and diffuse away from the liquid-gas interface into the liquid interior. Thus, an injected liquid cannot be
assumed to have its original composition or any uniform composition; its density, surface tension, specific heat, and
transport properties can change with time and space. (4) Consequently, because of density gradients on both sides
of the interface, an experimental image showing a fuzzy interface cannot be sufficient proof of single-phase behav-
ior. (5) Even at true supercritical conditions, there can be a pseudo-two-phase behavior. A narrow domain can exist
in temperature-pressure space across which sharp changes in density and can occur. Although the changes are
not discontinuous like the true two-phase case, there can be similar consequences. (6) Transport rates decrease
and chemical rates increase with increasing pressure. Therefore, the rate-controlling mechanism can change. In
the presentation, most of these issues will be discussed. They are not all addressed herein.
In real application combustors, the fuel often enters the combustion chamber at sub-critical temperatures but super-
critical pressures, resulting in a “trans-critical” situation [1]. While droplets can be immersed in a gas, the situation
is not simply traditional non-premixed combustion. The ambient hot fluid is supercritical but the cold liquid is not
supercritical although existing at supercritical pressure. The gaseous mixture in the film neighboring can have a
higher critical pressure than any component of the mixture. So, the mixture critical pressure can vary significantly
both spatially and temporally. For the same nearly uniform pressure and at the same instant, there can be fluid
regions at sub-critical conditions and other regions that are supercritical.
Liquid-vapor phase equilibrium calculations have been used in the past for applications primarily related to the oil
and refinery industries. Less attention has been given to situations where liquid-fuel injection is used. Analysis of
length- and time-scales associated to the a liquid jet indicates that diffusion of species from the surrounding fluid
into the liquid jet occurs much faster than the break-up process of the liquid, and the diffusion layer is much greater
than the molecular spacing, even at very high pressures. Thus, continuum theory must be applied in such region
with the proper evaluation of thermodynamic properties for a gaseous mixture and liquid solution. The first approach
in the analysis of such situations is the study of vapor-liquid equilibrium at high pressure. Results are presented in
the next section both for binary mixtures and for mixtures with more than two components. The following section
presents the model that accounts for variations in the system composition and temperature due to heat addition.
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High-Pressure Phase Equilibrium
The formulation for high-pressure phase equilibrium is well known and can be found in several thermodynamic and
chemical engineering books (i.e. [2, 3]). Qualitative behavior of mixture critical pressure and temperature was also
described in these and other references. The main novelty in our results is in the evaluation of the SRK EOS for
particular hydrocarbon-oxygen mixtures as well as the methane-water mixture. The formulation is reviewed below,
and results of interest for current combustion mixtures are included.
Thermal, mechanical and chemical potential must be balanced between the liquid and the gas phases for a multi-
component mixture to be in equilibrium:

T ` = T g ; P ` = P g ; µ` = µg (1)

The relationship between chemical potential and fugacity is:

µ�i − µi = RuT ln
fi
f�i

and lim
P→0

(
fi
Pi

)
→ 1 (2)

The chemical potential equality may be expressed in terms of the fugacity as f `i = f
g

i , whereby, bringing in the
fugacity coefficient gives

χ`iφ
`
i = χ

g

iφ
g

i where
N∑
i=1

X`
i = 1,

N∑
i=1

X
g

i = 1 (3)

For systems with only two species, Equations 3 are used to solve for the mole fractions of each species in both
liquid and gas phases. A dedicated code has been written to obtain solutions. Iterations are performed using the
“fsolve” Matlab function until convergence is achieved.
The Soave-Redlich-Kwong Equation of State (SRK EoS) is selected because of its reasonable accuracy for a wide
range of fluid states [4]. It is presented below both in its original form and in its cubic form in terms of compressibility
factor Z. In the following, p, T , Ru, and v stand for pressure, temperature, universal gas constant, and molar specific
volume, respectively.

p =
RuT

v − b −
a

v(v + b)
; Z3 − Z2 + (A−B −B2)Z −AB = 0; Z ≡ pv

RuT
; A ≡ ap

(RuT )2
; B ≡ bp

RuT
(4)

This empirical equation has two parameters a and b, which are constants for single-component fluids, but become
composition, pressure, and temperature dependent in the multicomponent version. The parameter mixing rules of
the Soave-Redlich-Kwong EoS are employed [5]:

a =

K∑
i=1

K∑
j=1

XiXj(aiaj)
0.5(1− kij) ; b =

K∑
i=1

Xibi (5)

The pure species attractive and repulsive parameters ai and bi may be obtained from the species critical points as

ai = aciαi ; aci = 0.42748
(RuTci)

2

Pci
; α0.5

i = 1 + Si(1− T 0.5
ri )

Si = 0.48508 + 1.5517ωi − 0.15613ω2
i ; bi = 0.08664

RuTci
Pci

(6)

where Tci and Pci are the critical temperature and critical pressure of mixture component i, kij is the characteristic
binary interaction constant and ωi are the acentric factors. These values are taken from the literature [6]. Sub-index
r stands for “reduced” and equals the property temperature or pressure divided by its critical value.
Note that the mixing rules are associated to each equation of state. Binary interaction coefficients kij are also
dependent on the chosen equation of state, and they can be found in the literature, at least for the major species.
From basic thermodynamic relations, the fugacity coefficient can be expressed in terms of temperature and volume
(or temperature and pressure). For the SRK EoS case, the fugacity coefficient of species i is

ln[Φi] =
bi
b

(Z − 1)− ln[Z −B]− A

B

(
2(
ai
a

)0.5 − bi
b

)
ln[1 +

B

Z
] (7)

The specific enthalpy departure function for the SRK EoS is given by [7]:

h− h∗ =
1

W

RuT (Z − 1) +
T
da

dT
− a

b
ln
Z +B

Z

 (8)

where h∗ is the enthalpy for an ideal gas at the given temperature.
At high pressure values and a given temperature, the energy required to vaporize one mole of component i from
the liquid mixture to the gaseous mixture is substantially different from the latent heat of vaporization. The former is
the enthalpy of vaporization of component i while the latter is defined as the energy required to vaporize one mole
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Figure 1. Binary Systems of (a) methane and oxygen, (b) decane and oxygen, in phase equilibrium (normalizing pressure
corresponds to fuel).
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Figure 2. Critical properties of hydrocarbon/oxygen mixtures vs. mole fraction.

of pure liquid i in its own vapor at a given temperature and the corresponding saturation pressure. The enthalpy of
vaporization as a function of the fugacity coefficient is:

∆hv,i = h
g

i − h
`
i = RuT

2 ∂

∂T

[
ln
φ

g

i

φ`i

]
(9)

The surface tension coefficient of the liquid σi is evaluated using the Parachor parameter for each species Pi, which
is taken from the literature [8]:

σi =

(
Pi
v

)4

(10)

where v is the molar specific volume given by the EoS.

Two Species
Contrary to most of the hydrocarbons, methane has critical pressure and temperature that are much closer to the
critical values for oxygen. Thus, the mixture of these two components are described by curves that are sharper,
and the range of pressures for which two phases are obtained is narrower. This effect can be seen in Figure 1a.
For a prescribed temperature, increasing the pressure reduces the liquid mole fraction of methane, implying that
there is more oxygen being dissolved into the liquid mixture. The oxygen mole fraction in the liquid decreases when
the temperature is increased at a given pressure. As heavier hydrocarbons are computed, the differences between
the critical properties of the hydrocarbon and the oxygen become greater and the mole fractions of liquid and gas
phases are more unequal. This effect may be seen in Figure 1b. For pressures greater than the critical pressure
of the hydrocarbon, increasing temperature at a fixed pressure raises the mole fraction of the hydrocarbon in the
liquid. However, as the critical pressure is approached, the mole fraction slightly drops again.
The mixture critical temperature values vary monotonically between the maximum and the minimum critical temper-
ature of the two pure species (see Figure 2a). The critical pressure, however, rises higher than the critical pressure
of any component species and there can still be two phases (or sub-critical conditions; see Figure 2b). In this last
plot, the normalizing pressure for each hydrocarbon is the critical pressure of the pure hydrocarbon. At tempera-
tures below 550 K the methane gaseous phase and the water liquid phase are dominant for all pressures equal or
above the critical pressure of water. For temperatures above 550 K, gaseous-water mole fraction increases above
50%. Liquid-water mole fraction is still much greater than liquid methane, with more methane dissolving into the
liquid.
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Figure 4. Decane and Oxygen: Density and Surface Tension.

The variation of the enthalpy of vaporization with temperature and pressure is given in Figure 3 for methane, or
decane, with oxygen. The enthalpy of vaporization decreases with pressure at constant temperature. At constant
pressure, however, the enthalpy of vaporization may increase at low temperatures and then decrease monotonically
until it reaches 0 at the critical point.
Figure 4 shows density and surface tension variations for decane with oxygen. In Figure 4a the composition is
varied from the liquid/gas phase equilibrium values at prescribed pressure and temperatures. Density increases
with increasing decane fraction both for the liquid and for the gas phases. Density increases faster in the liquid than
in the gas with increasing fuel fraction. Figure 4b shows how surface tension tends to decrease with temperature
at constant pressure until it reaches 0 at the critical point. However, surface tension increases with temperature at
low temperature ranges and high pressures. At constant temperature, surface tension decreases with increasing
pressure.

Four Species
Analysis of phase-equilibrium for a mixture composed of reactants and products is of interest for applications such
as Exhaust Gas Recirculation (EGR). A single-step stoichiometric reaction between decane and oxygen results in
mixtures with four major species: C10H22 , O2, H2O, and CO2. Two mole fraction ratios must be constrained to
conduct the phase equilibrium calculation. We will consider CO2 and H2O predominantly in the gas phase and
always in the product stoichiometric molar proportion of 11/10. The other ratio is selected to be between the oxygen
and the products, and will be varied as a parameter. See Figure 5, which applies at twice the critical pressure of the
decane, and every curve belongs to one of the oxygen-to-products ratio. As expected, for the higher proportions of
oxygen vs. products, concentrations of the reactants are greater in the liquid phase while concentration of products
is lower. As temperature is increased, more decane is dissolved into the liquid and less of the other species. For
a pure concentration of decane, we get its critical temperature. For low temperatures, more water is in the liquid
phase. As temperature is increased, the fraction of water in either phase decreases. The same occurs for oxygen
and carbon dioxide, although these two are predominantly in the gas phase. For pressures greater than the critical
pressure of decane, altering the ratio between oxygen and products changes the critical temperature of the mixture.
Ratios with more oxygen weight result in higher critical temperatures. As it happened for the decane-oxygen binary
system, decane mole fraction decreases for a pressure increment. Liquid oxygen mole fraction, however, increases.
The fraction of oxygen that dissolves into the liquid increases with increasing pressure and also with increasing
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Figure 5. Decane, Oxygen and Products Phase Equilibrium (Pr = P/PcDECANE = 2).

oxygen-to-product ratio. The same effect occurs with CO2.

Two-Phase Shifting Equilibrium
High-pressure phase equilibrium was described in the previous section and solutions for different binary and mul-
ticomponent mixtures were reported. Here, we analyze the case where a shift in the species mass fractions and
density is caused by a temperature change. The latter may be due to heat transferred from combustion in the gas
phase occurring in the vicinity of the phase-change location.
With only phase change and no chemical change, Ni (the number of moles of species i) remains fixed at its initial

value Ni0; that is Ngi +Nli = Ni = Ni0 = constant. Defining the mole number of the gas mixture as Ng =

K∑
i=1

Ngi

and the mole number of the liquid mixture as Nl =

K∑
i=1

Nli, where K is the total number of species, we also have

Ng + Nl = N = N0 = constant. With this, it is convenient to express the mole fractions normalized over both
phases. Let ξg ≡ Ng/N0; ξl ≡ Nl/N0; ξgi ≡ Ngi/N0; and ξli ≡ Nli/N0. Their relation with the common mole
fractions are

ξgi = XgiNg/N0 = Xgiξg; ξli = XliNl/N0 = Xliξl; Xgi = ξgi/ξg; Xli = ξli/ξl; i = 1, ...,K − 1 (11)

Consequently,

ξgi + ξli =
Ni0
N0

= ξi = ξi0; i = 1, ...,K (12)

The relations for phase equilibrium were presented in the previous section (see Equation 3). There are K species
and K phase-equilibrium relations. Taking changes in Equation 3 due to pressure and temperature, we obtain[

Φgi +Xgi
∂Φgi
∂Xgi

]
dXgi −

[
Φli +Xli

∂Φli
∂Xli

]
dXli +Xgi

∑
j 6=i

∂Φgi
∂Xgj

 dXgj −Xli

∑
j 6=i

∂Φli
∂Xlj

 dXlj

=

[
Xli

∂Φli
∂p
−Xgi

∂Φgi
∂p

]
dp+

[
Xli

∂Φli
∂T
−Xgi

∂Φgi
∂T

]
dT ; i = 1, ...,K

(13)

In a phase change without chemical reaction, we have ∆N = 0; dNl = −dNg; dξl = −dξg; dNli = −dNgi; and
dξli = −dξgi. It follows that, for small changes in composition due to vaporization or condensation,

dXli =
1

ξl
dξli −

ξli
ξ2
l

dξl = − 1

ξl
dξgi +

ξli
ξ2
l

dξg ; dXgi =
1

ξg
dξgi −

ξgi
ξ2
g

dξg; i = 1, ...,K (14)

Substitution of Equation 14 into Equation 13 yields

βiidξgi +
∑
k 6=i

βikdξgk = δidp+ εidT ; i = 1, ...,K (15)

where the following definitions are made:

βii ≡Φgi

ξg
+ Φli

ξl
+

Xgi

ξg

∂Φgi

∂Xgi
+ Xli

ξl

∂Φli
∂Xli

− ΦgiXgi

ξg
− ΦliXli

ξl
− Xgi

ξg
(
∑K
j=1 Xgj

∂Φgi

∂Xgi
)− Xli

ξl
(
∑K
j=1 Xlj

∂Φli
∂Xli

);

βik ≡Xgi

ξg

∂Φgi

∂Xgi
+ Xli

ξl

∂Φli
∂Xli

− γi , k 6= i;

γi ≡ΦgiXgi

ξg
+ ΦliXli

ξl
+

Xgi

ξg
(
∑K
j=1 Xgj

∂Φgi

∂Xgi
) + Xli

ξl
(
∑K
j=1 Xlj

∂Φli
∂Xli

);

δi ≡Xli ∂Φli
∂p
−Xgi ∂Φgi

∂p
; εi ≡ Xli ∂Φli

∂T
−Xgi ∂Φgi

∂T
; i = 1, ...,K; k = 1, ..., i− 1, i+ 1, ...,K

(16)
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Equation 15 presents a linear system of K equations for the K values of dξg. It can be solved to yield the solutions.
We define Ai ≡ [βik]−1[δk] and Bi ≡ [βik]−1[εk]:

dξgi = −dξli = Aidp+BidT ;

dXli = [
Xli

∑K
j=1 Aj −Ai
ξl

]dp+ [
Xli

∑K
j=1 Bj −Bi
ξl

]dT ;

dXgi = [
Ai−Xgi

∑K
j=1 Aj

ξg
]dp+ [

Bi−Xgi

∑K
j=1 Bj

ξg
]dT ; i = 1, ...,K

(17)

Assume a small amount of heat per unit mole δq is added to the mixture at constant pressure. As equilibrium shifts,
we have

dψg = −dψl; dψgi = −dψli =
Wi∑K

j=1 ξjWj

dξgi =
WiAi∑K
j=1 ξjWj

dp+
WiBi∑K
j=1 ξjWj

dT (18)

When a differential amount of heat per unit mass δq is added to the mixture at constant pressure,

dh = ξg(dhg − dhl) + dhl + (hg − hl)dξg = δq (19)

The differential of enthalpy per unit mole for a multi-component gas or liquid is given as

dh =

(
∂(h− h∗)

∂T
|p,Xi +

∂h∗

∂T
|Xi

)
dT +

K∑
i=1

(
∂(h− h∗)
∂Xi

|p,T,Xj ,j 6=i +
∂h∗

∂Xi
|T,Xj ,j 6=i

)
dXi (20)

Through Equations 19 and 20, the added heat δq causes a change dT in the temperature. The change in the
temperature causes a shift in Xgi, Xli, ξgi, and ξli through Equations 17.
These equations can be used to consider a flow where methane and water flow together with two phases at the
same temperature. One phase is a gas with methane and water vapor. The other phase has liquid water with
dissolved methane. The above equations can be recast to give moles per unit volume (or mass per unit volume)
and coupled with the energy equation. Results are expected over the next several months.

Zero-dimensional Model
In this model, composition and temperature vary with time but remain uniform in space. Pressure is constant and
volume is allowed to change accordingly. Initial conditions must be provided. It is necessary that phase equilibrium
is enforced in the initial state. Heat must be provided to drive the change of phase; combustion can occur only at
higher temperatures where vaporization is completed. For this model, oxygen and fuel must be present in the initial
state; they may enter through either phase or both phases.
From Equations 17, 18, 19, and 20, we may construct a system of ordinary differential equations governing the
two-phase behavior as it proceeds through the shifting equilibrium change at constant pressure.

dξgi
dt

= −dξli
dt

= Bi
dT

dt
;

dXli
dt

=

[
Xli

∑K
j=1 Bj −Bi
ξl

]
dT

dt
;

dXgi
dt

=

[
Bi −Xgi

∑K
j=1 Bj

ξg

]
dT

dt
; i = 1, ...,K

(21)

The differentials for the fractional change ṙi in gas mass of species i and for the fractional change ṙ in total gas
mass are given by

ṙi ≡
1

ψg

dψgi
dt

=
WiBi∑K
j=1 ξgjWj

dT

dt
; ṙ ≡

K∑
i=1

=
1

ψg

dψg
dt

=

∑K
i=1 WiBi∑K
j=1 ξgjWj

dT

dt
; i = 1, ...,K (22)

Now, the rate of enthalpy change can be related to the rate of heat addition (or subtraction) also to the time deriva-
tives of temperature and mole fractions.

dh

dt
= ψg

(
dhg
dt
− dhl

dt

)
+
dhl
dt

+ (hg − hl)
dψg
dt

=
δq

dt
= q̇ (23)

The following relation can be applied for both the gas enthalpy hg and the liquid enthalpy hl.

dh

dt
=

(
∂(h− h∗)

∂T
|p,Xi +

∂h∗

∂T
|Xi

)
dT

dt
+

K∑
i=1

(
∂(h− h∗)
∂Xi

|p,T,Xj 6=i +
∂h∗

∂Xi
|T,Xj 6=i

)
dXi
dt

(24)

Substitution of Equation 24 into Equation 23 for the rates dhg/dt and dhl/dt yields a governing equation for the
temperature derivative dT/dt. These first order ODEs are sufficient together with initial conditions to determine
the 6K + 6 variables Xgi, Xli, ξgi, ξli, ψgi, ψli, ψg, ψl, hg, hl, h, T as functions of time during the heating and phase
change at constant pressure.
Once the vaporization is completed or the mixture critical temperature has been exceeded, most of these equations
have lost their usefulness; only Equation 24 would still be applicable for hg. Since the heats of formation are
included in hg, that equation would still apply when gas-phase chemistry begins. It has been assumed however that
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Figure 6. (a) Temperature and specific enthalpy, (b) Mole fraction of liquid and gas, p = [1− 500] atm
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Figure 7. Mole fraction of species in mixture, p = [1− 500] atm

gas-phase chemistry begins after vaporization is completed or after the mixture critical temperature is exceeded.
Once vaporization is completed, h = hg = constant and Equation 24 provides a relation between temperature
change and composition change. Equations 21 and 22 no longer are relevant in the post-vaporization period;
rather, changes in Xgi, ξgi, and ψgi will be driven by chemical kinetic laws.
Below are results for a binary mixture of decane and oxygen, which will be interesting to study both ignition and
laminar flame problems. Results for a mixture of water and methane are not included for brevity, but they will also
be discussed during the presentation. This second case relates directly to the methane-hydrate diffusion flames.
Let us consider 1 mole of decane and 15.5 moles of oxygen for a stoichiometric mixture between these two compo-
nents. The mole fractions of each species in each phase are given from phase equilibrium at a given temperature
and pressure.
The total number of moles in the liquid and in the gas are computed first. Then, ξg and ξl are obtained. In the
following expression, subscript 1 stands for decane.

Nl =
(ξ1 −Xg1)

(Xl1 −Xg1)
N0 ; Ng = N0 −Nl ; ξl =

Nl
N0

; ξg =
Ng
N0

(25)

Finally, xigi and xili are calculated using Equation 11.
The horizontal axis in the following plots corresponds to the time t normalized by the heating time τ = qtotal/(δq/dt),
considering that heat is added at a constant rate. The values marked next to each curve are pressure magnitudes
in [atm].
Figure 6a shows the evolution of temperature and mixture specific enthalpy from the beginning of the process
(always at 300 K) until the liquid solution is completely vaporized, for pressures ranging from 1 to 500 atm. The
difference between initial and final enthalpy represents the total heat added to vaporize all the liquid. This quantity
increases with pressure from 1 to 100 atm, but the trend is inverted from 100 to 500 atm. Figure 6b shows the
fractions of matter that belong to each phase as a function of the normalized time, for the various studied pressures.
Because the considered mixture is composed predominantly of oxygen, the gas phase dominates initially. The
liquid fraction is reduced almost linearly as heat is added and vaporization occurs. The fraction of liquid is greater
for greater pressures, at any given instant throughout the process. The information in Figure 6b is dissected for
the two species in Figures 7a and 7b. Liquid decane fraction decreases slower initially, and approximately after
25% of the process, it continues decreasing linearly. There is less liquid decane at higher pressures and more
gaseous decane. The opposite effect occurs with oxygen, where more of it disolves into the liquid phase at higher
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Figure 8. Mole fraction of species, p = [1− 500] atm

pressures. Figures 8a and 8b show the mole fraction of each species in each phase throughout the whole process.
The proportions of each species in the liquid phase are almost constant with time, except of slight variations at
the beginning. For the gas phase, we see a slight monotonic increase in decane mole fraction while oxygen mole
fraction is reduced.

Conclusions
Two-phase multicomponent mixtures are studied analytically and numerically using a cubic equation of state with
appropriate high-density relations for enthalpies and potential functions at phase equilibrium. Results for vapor-liquid
phase equilibrium are presented for binary mixtures of several hydrocarbons with oxygen and methane with water.
These mixtures are relevant to practical situations in which a liquid is injected into a gas that is at supercritical
conditions and for methane-hydrate combustion. Given this scenario, researchers usually assume single-phase
behavior, while we show that two-phases exist at pressures that are several-fold the critical pressure of any single
component within the mixture. Calculations are extended to mixtures with more than two components, where mole
fraction ratios must be prescribed to close the system of equations.
A shifting equilibrium is considered as heat is added. Based on the shifting equilibrium assumption, a model for
zero-dimensional, unsteady heating, vaporization, and exothermic reaction is presented. The one-dimensional,
steady flow model is not presented for brevity. Nevertheless, together with the presented zero-dimensional model,
it provides a template by which formulation can readily be made for a steady multidimensional model or unsteady
models in one, two, or three dimensions. This would allow for the study of diffusion flames among other cases.
The x-derivatives in the one-dimensional analysis can be replaced by gradient vector and divergence operators. Of
course, boundary conditions will differ for diffusion flames but they are described in classical literature for single-
phase behavior. The shifting equilibrium problem with decane and oxygen could be coupled with ignition delay or
diffusion flame problems in future work. The case with a mixture of methane and water is interesting for methane-
hydrate diffusion flames as well as for other applications where water is injected while being premixed with the fuel.
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Abstract 
A theory of stagnation-point spray flame ignition by an isothermal hot surface is presented for the first time. A 
mixture of fuel droplets and air flowing against an isothermal hot surface (such as a hot ignition probe) is 
considered. The spray of droplets is modelled using the sectional approach and a mono-sectional case is adopted 
for simplicity. A single global chemical reaction is assumed for the case when ignition occurs. The mathematical 
analysis makes use of a small parameter that is exploited for an asymptotic approach. The analysis produces a 
criterion for ignition that includes effects of the flow field, the reactants and the fuel spray-related parameters. 
Numerical computations reveal the way in which the latter impact on whether ignition will occur or not. 

Keywords 
spray flame; ignition; stagnation-point flow 

Introduction 
The theory of spray flame ignition has received rather sparse attention in the literature. The ignition process is 
generally classified by two possibilities: (a) auto-ignition - which is caused by chain branching or thermal feedback 
in homogeneous/heterogeneous mixtures without exposure to an external heat source, or (b) forced ignition which 
involves an external source of energy, e.g. an electrical spark, a heated surface, a shock wave, a pilot flame etc. 
The most common type of forced ignition is a spark generated by a breakdown voltage between two electrodes. 
The reason for spark ignition popularity in aerospace systems is the aircraft platform requirement to place the 
ignition system in a constant location and to ignite the cold mixture within a specific time [1].  In the current work 
we consider forced ignition of a spray of liquid fuel droplets in an oxidising environment.  
The problem of forced ignition in gaseous or two phase (gas-liquid) mixtures can be analysed using two quite 
different mathematical approaches. For analysis of single droplet ignition it was pointed out [2] that either a quasi-
steady state analysis can be adopted, in which conditions for the existence of a steady state solution are sought 
as being indicative of the occurrence of ignition, or a full time-dependent description of the physics can be 
employed to determine if evolution to a successful or failed state is achieved. These two different approaches 
were previously used in the context of laminar gaseous diffusion flames for examining conditions for flame 
extinction [3-5]. Interestingly, it was demonstrated in [3] that the so-called static condition for flame extinction did 
not necessarily coincide with the dynamic condition. Nevertheless, the static or quasi-steady state approach does 
provide useful information concerning those factors that play a role in extinction/ignition. 
For spray ignition the dynamic approach generally requires numerical simulations [6-8].  Recently, a combination 
of analytical/numerical tools was utilized to tackle the time-dependent approach to spray flame ignition [9,10]. 
In [1,11] a full three-dimensional DNS study of turbulent mono-size spray flame spark ignition was carried out 
using a detailed chemical kinetic scheme. This enabled the different scenarios resulting from use of either 
dispersed or dense sprays to be studied comprehensively. Such DNS studies provide valuable information but are 
computationally intensive and, as such, have limitations.  
In the current paper we adopt a static/steady-state approach for studying the problem of laminar spray flame 
ignition at the stagnation point of an isothermal hot surface. This configuration, for gas flames, was investigated 
by Law [12], Chen et al. [13] and Hsu and Lin [14]. It is a useful paradigm, from both fundamental and practical 
perspectives. In terms of the theory, a similarity solution is admitted which enables the two-dimensional 
configuration to be reduced to a one-dimensional form thereby facilitating insight into the basic physics/chemistry. 
In practical terms, such configurations appear in chemically reacting flows such as the hot tip of a projectile or a 
heated ignition probe. Furthermore, the influence of stretch can be readily controlled and studied in such a set-up 
[13,14].  
Here we consider for the first time the ignition of a fuel spray-air mixture in stagnation-point flow. We derive a new 
analytical condition for ignition of the mixture and examine the role of the spray in determining whether ignition is 
achieved or not. 
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Mathematical Model 
The configuration we consider is shown in Fig. 1. A steady laminar flow of a constant density fluid, comprised of 
fuel vapor, fuel droplets, oxygen and a diluent, approaches the stagnation point 0h = , whereh is a similarity 
variable to be described later. A hot spot is generated at the stagnation point due to a prescribed temperature WT . 
Under appropriate conditions the consequent thermal field will enable the formation of steady state premixed 
spray flame. At the current stage we assume a global, irreversible, one step reaction described by Arrhenius’s law 
can be employed:  fuel + oxidant → products + heat. In the context of flame ignition a more detailed chemical 
mechanism is probably more accurate but the one-step mechanism we use provides a reasonable starting point if 
the role of the spray on ignition is the main focus of attention. 

 
Figure 1: Configuration for stagnation-point ignition by an isothermal hot surface of a premixed fuel spray oxidant mixture. 

In Cartesian coordinates the governing equations are the conventional boundary-layer-type conservation 
equations [15], supplemented by a conservation equation relating to the liquid fuel in the spray. 
Continuity: 
( ) ( )u v

0
x y
r r¶ ¶

+ =
¶ ¶

                                                                                                                                                   (1) 

Momentum: 

 u u u duu v u
x y y y dx

r r µ r ¥
¥ ¥

æ ö¶ ¶ ¶ ¶
+ - =ç ÷¶ ¶ ¶ ¶è ø

                                                                                                                      (2) 

Energy: 

v
p

T T Tu v LS
x y y c y

lr r w
æ ö¶ ¶ ¶ ¶

+ - = -ç ÷ç ÷¶ ¶ ¶ ¶è ø
                                                                                                                      (3) 

Fuel vapor: 

F F F
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Y Y Yu v D S
x y y y

r r r w
æ ö¶ ¶ ¶ ¶

+ - = - +ç ÷¶ ¶ ¶ ¶è ø
                                                                                                               (4) 

Oxygen: 

O O O
O

Y Y Yu v D
x y y y

r r r w
æ ö¶ ¶ ¶ ¶

+ - = -ç ÷¶ ¶ ¶ ¶è ø
                                                                                                                      (5) 

Liquid Fuel: 

 d d
v

Y Yu v S
x y

r r¶ ¶
+ = -

¶ ¶
                                                                                                                                             (6) 

where the chemical source term is 

F O
A EY Y exp
a RT

w r æ ö= -ç ÷
è ø

                                                                                                                                           (7) 

and the vaporization term is 
 ( )v d vS CY H T Tr= -                                                                                                                                                  (8) 
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In these equations u,v are the velocity components in the x,y directions, respectively, r is the density,T is the 
temperature, l the thermal conductivity, pc the specific heat, L  the latent heat of vaporization of the liquid fuel,

F O dY ,Y ,Y  are the mass fractions of the fuel vapor, oxygen and liquid fuel, respectively, a  is the strain rate, A  the 

pre-exponential constant, E  the activation energy, R the universal gas constant, C  the vaporization coefficient 
and vT  is the prespecified temperature at which droplet evaporation is initiated (such as the liquid fuel's boiling 
temperature). 
The governing equations are to be solved subject to the following boundary equations: 
( ) ( ) ( )u x,0 v x,0 0,u x, u¥= = ¥ =  

( ) ( )WT x,0 T ,T x, T¥= ¥ =  

( ) ( )F
F Fu

Y x,0
0,Y x, m

x
¶

= ¥ =
¶

 

( )d duY x, m¥ =  
where the subscript "u" refers to conditions in the unburned mixture. 
Eq. (1) is the continuity equation for the mixture. Its form follows from the implicit assumption that the liquid fuel 
volume fraction is sufficiently small. Therefore, the transport properties will be supposed to be determined 
primarily by the properties of the gaseous species. It is further assumed that the various transport coefficients 
such as thermal conductivity, diffusion coefficients, specific heat at constant temperature, latent heat of 
vaporization of the liquid droplets, etc., can be satisfactorily specified by representative constant values. It is 
assumed that the velocity of propagation of the flame is much less than the velocity of sound so that dynamic 
compressibility effects in the mixture can be neglected. Thus, the density becomes only a function of the 
temperature through the gas law. The droplets are taken to be in dynamic equilibrium with their host surroundings 
so that no momentum equations need to be solved for the droplets, and the appropriate drag-related term in the 
gas phase momentum Eq. (2) need not be considered. Eq. (3) is the energy conservation equation written in 
terms of temperature. Note the source/sink terms on the right hand side corresponding to (a) heat release by 
chemical reaction (second term) and (b) heat loss due to absorption of heat by droplets for vaporization (third 
term).  Eq. (4) is the mass fraction conservation equation for fuel vapor with the last term on the right hand side 
the source term for the production of fuel vapor by evaporating droplets. In order to model the spray of liquid fuel 
droplets the sectional approach was exploited and a mono-sectional description is given here for simplicity at the 
current stage [16]. As mentioned, the droplets are viewed from a far-field vantage point, i.e. their average velocity 
is equal to that of their host environment. In addition, the temperature of the droplets is taken as equal to that of 
the surroundings; essentially, the droplets heat-up time is small compared with the characteristic time associated 
with their motion. Here, use of these latter two assumptions is made mainly for mathematical tractability but also 
in order to reduce some of the physical clutter to allow us to focus on the main mechanisms at play. Eq. (5) is the 
mass fraction conservation equation for the oxidiser. The use of the Heaviside function, H, in Eq. (8) implies that 
appreciable evaporation of the fuel droplets only commences when the local temperature reaches a prescribed 
value, vT , say the liquid fuel's boiling temperature. The conditions under which the aforementioned spray-related 

assumptions (based on relevant scaling) are applicable are discussed at length in [17]. 
By applying appropriate transformations [15], assuming a unity Lewis number and then normalizing (see 
APPENDIX) this set of equations can be written in terms of a similarity variable,h , as follows: 

( )2f ff 1 f 0¢¢¢ ¢¢ ¢+ + - =                                                                                                                                              (9) 

vf L Sq q aw a¢¢ ¢ ¢+ = - +                                                                                                                                            (10) 

F F F vy fy / Saw J a¢¢ ¢+ = -                                                                                                                                        (11) 

O O Oy fy /aw J¢¢ ¢+ =                                                                                                                                                 (12) 

d vfy Sa¢ =                                                                                                                                                                (13) 

where f  is related to the stream function which satisfies the continuity equation identically (for details see [12] 
and [15]), and 

( ) ( )Ou Fu du F O aAm m m y y exp /w ra q q= + -                                                                                                                14)  

( )v d vS Cy Hr h h= -                                                                                                                                                (15) 

( )1 / aa r=                                                                                                                                                            (16) 
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with vh  being the location where the temperature at which the onset of evaporation occurs. 
The boundary conditions become: 

( ) ( ) ( )
( ) ( )
( ) ( )
( ) ( )
( )

q q q q

d

d

¥

ì ¢ ¢= = ¥ =
ï

= ¥ =ï
ï ¢ = ¥ = -í
ï ¢ = ¥ =ï
ï ¥ =î

W

f f

O O

d

f f f

y y

y y

y

0 0 0, 1
0 ,

0 0, 1

0 0, 1

 

which must be supplemented with matching conditions of continuity on q  and fy  and their first derivatives at vh  

where evaporation begins. 
Solution 
The solution for the stream function (Eq. (9)) is found numerically, and used when solving for the thermal and 
species fields. As far as the latter are concerned, in the limit of infinitely large activation energy chemical reaction 
will be negligible, but for large yet finite values chemical activity will be initiated close to the wall. The structure of 
the solution we seek should therefore be comprised of an outer "frozen" solution of a convective-diffusive nature 
merging with an inner solution near the wall which is dominated by a reactive-diffusive nature. We therefore 
determine the solutions in the outer region first taking the nonlinear chemical kinetic terms to be negligible. For 
ease, use is made of a new coordinate 

( ) ( )x h= ¥N N/                                                                                                                                                 (17) 

with 

( ) ( )
h h

h h h h
¢æ ö

¢¢ ¢¢ ¢ç ÷º -ç ÷
è ø

ò òN f d d
0 0

exp                                                                                                                             (18) 

and the thermal field is found to be 

( )
( )

( ) ( )

q q x q q x
x x
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                                                         (19a,b) 

The fuel vapor profile is given by 

( ) ( ) ( )
( ) ( ) ( ) ( )

d d x x x x
x

d d x x x x x x

ì ¢- - D - ³ ³ï= í é ù¢- - D - + - ³ ³ï ë ûî

v v

F frozen
v v v v

m
y

m m m,

1 1 , 1

1 1 , 0
                                                      (20a,b) 

The oxygen profile is simply 

( )x ºO frozeny , 1                                                                                                                                                        (21) 

and in Eqs. (19) and (20) use was made of the liquid fuel mass fraction profile 

( ) ( )( )
d h h

d h h h h

= ³
é ù= D L - L ³ ³ë û

d v

d v v

y

y

,

exp , 0
                                                                                                     (22a,b) 

with 

 ( ) ( )
hh
h

L º ò
d

f
                                                                                                                                                     (23) 

and the spray related evaporation function ( )m x  which is thex -coordinate version of the following function 

written in terms of the similarity variable 

( ) ( ) ( ) ( )( ) ( )
h h h h

h h h h h h h h
¢ ¢ ¢¢é ùì üæ ö é ùï ïê ú¢¢ ¢¢ ¢¢ ¢¢ ¢¢ ¢ç ÷= - D L - L +ê úí ýç ÷ê úê úï ïè ø ë ûî þë û
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0 0 0 0

exp exp                                                            (24) 

The location of the onset of evaporation is found from the implicit equation 

( ) ( )
( ) ( )
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( ) ( )v W v vv v

v
v v

L r NN
L r

N N N
q q Dd h hq q h

Dd h
h h

¥
¢ ¢- -¢-

¢ ¢= +
- ¥

                                                                                    (25) 

697



ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain 

 

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0). 

EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA 

Armed with the outer frozen solution, we are in a position to develop the inner solution close to the stagnation 
point at which chemical reaction will occur. Asymptotic methods are tailor-made for this purpose once a small 
parameter has been identified. Here we choose to use 

q
e q q b q q

q
= = = = -p W pW

a W W v
a

Ec T c

Rq q

2

; ; ;                                                                                                               (26) 

The temperature distribution in the outer region has the following form 

( ) ( ) ( )q q x x e x x e= + - + - +outer v v vA A O 2
0 1

                                                                                                         (27) 

where the constants 0 1A ,A  will be found by matching the inner and outer solutions. 
In order to continue the analysis we introduce a stretched inner coordinate 
c bx e= /                                                                                                                                                             (28) 
Now, the solution in the inner region will be the frozen outer solution with the addition of a perturbation due to 
chemical reaction, viz. 

( ) ( ) ( )q c q c ef c= +inner frozen
                                                                                                                                 (29) 

After much algebraic manipulation it can be shown that the function f  must satisfy 
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where 

( ) ( ) ( ) ( )d d x x xµe x qfs b x fJ c qbb
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with s  being a suitably defined Damkohler number. When 0s ®  chemical reaction will be negligible, whereas 

when s ®¥  it is very fast. Eq. (30) is subject to the boundary condition ( )f c = =0 0 which stems from the ( )O 1  
nature of the temperature at the stagnation point. The second boundary condition is obtained by matching the 
inner and outer solutions and is given by: 

( )
c

d xf
c x b

®¥

¢D¶
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¶
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v

L m
                                                                                                                                           (32) 

The solution of Eq.(30) is 
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and where 1 2c ,c  are constants to be found from the boundary conditions. The condition at the wall leads to: 

( )f
s

é ùæ öæ ö ê úç ÷= + - =ç ÷ç ÷ ê úç ÷è ø è øë û
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whereas the outer condition yields 
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( )

d x

b d x

æ ö¢D
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By substituting back into Eq.(38), after some algebra it is found that 
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from which it can deduced that in order to guarantee a solution the condition s £ c*
1
must be satisfied. This 

implies that s = c*
1
 is a transition point between a burning and non-burning solution or, putting it another way, 

between a situation in which ignition occurs or does not. In full, the condition reads 
s x= v

21/                                                                                                                                                               (40) 
where s is defined in Eq. (31). The role that the spray plays in this ignition criterion is clearly represented by the 
heat loss terms resulting from the heat absorbed by the droplets for evaporation, by the production of fuel vapor 
that exhibits itself via the second bracketed term on the RHS of Eq. (31) and by the location of the onset of 
evaporation vx . It is of interest to note that if no spray is present, i.e. 0d = , a single phase gas situation is under 
consideration, the criterion Eq. (40) collapses to that of [12]. 
 
Results and discussion 
Use was made of the analytical solution in the previous section to examine the effect of heat loss and fuel spray 
parameters on conditions for spray flame propagation and extinction. The data used for the calculations was as 
follows (unless otherwise specified): 71 279 10Q . J / kg= ´ , 0 04L . Q= , 0 02512. Wm / Kl = , 10 110A s-= , 

82 10E J / kmol= ´ , 1255 92pc . J / kgK= , 300uT K= , 400vT K= , 1a 1000 sec-= . The chemical kinetic scheme 
employed concerns the burning of n-decane and relevant thermochemical data was taken from [18] and [19]. By 
specifying the initial fraction of liquid fuel in the total fuel (vapor +liquid) in the fresh mixture, d , it can be shown 
that the mass fractions in the fresh mixture are given by the following expressions: 

( ) { } ( )
( )1

1
1Ou du Fu du Fu du

OF

sm ,m ,m s m m , ,m
/

dd
a f d

æ ö-
= - -ç ÷ç ÷+è ø

                                                                                     (41) 

unless 0d =  for which 

( )Fu
OF

sm
s /a f

=
+

                                                                                                                                                 (42) 

where s  is the mole fraction of oxygen in the fresh mixture, OFa  is the stoichiometric coefficient and f  is the 

equivalence ratio. Here f  is taken as 5, OFa =3.5 and 1s = . 
It is clear that, given a set of data relating to the gas and liquid phases, condition (40) and Eq. (31) provide a 
relationship from which the critical value of the stagnation point temperature can be extracted. To examine the 
influence of the spray-related parameters on this temperature these parameters were varied whereas the gas-
related parameters were held fixed. Fig. 2 is an example in which contours of selected critical temperatures are 
drawn in the C d-  plane, where it will be recalled that C is the evaporation coefficient and d  is the fraction of 
liquid fuel in the initial vapor+liquid fuel mass fraction. Consider, for example, the contour of WT 1570K= . Points 
(i.e. liquid phase conditions to the right of this contour) will not permit ignition, whereas points to the left will 
support the existence of a flame in the vicinity of the stagnation point. Moving to the right of any contour for a fixed 
value of C implies that the initial liquid load is greater, thereby effectively increasing the heat loss to the system 
required to evaporate the droplets. Similarly, for a fixed value of d  increasing the evaporation coefficient 
produces more focusing of the heat loss borne by the system. In both cases a greater value of WT  would 
therefore be required to initiate chemical reaction. 
Another way to view this behaviour is illustrated in Fig. 3 where the actual critical temperature for ignition is 
plotted as a function of the evaporation coefficient for different initial liquid loads. Also, appearing is the horizontal 
curve for a pure gaseous fuel, for the sake of comparison. The Influence of both the spray parameters is rather 
clear. Take, for example, C 600= . The presence of only liquid fuel instead of purely gaseous fuel produces a 4% 
increase in the critical temperature for ignition. 
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Figure 2: Influence of vaporization coefficient and total initial liquid load on conditions for ignition in stagnation point flow; points 

to the left of a given temperature contour permit ignition. 
 

 
Figure 3: Influence of vaporization coefficient on critical stagnation-point temperature for ignition, for various total initial liquid 

loads, in stagnation point flow. 
 
Finally, in Fig. 4 we show the influence of the vaporization coefficient on the mass fraction of fuel vapor at the 
stagnation point. This term is the second bracketed term on the right hand side of Eq. (31) before the exponential 
term, and represents the role of the fuel vapor produced by droplet evaporation in the chemical reaction.  

 
Figure 4: Influence of vaporization coefficient on stagnation-point mass fraction of fuel vapor at ignition, for various total initial 

liquid loads, in stagnation point flow. 

700



ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain 

 

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0). 

EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA 

It can be observed that the higher the initial liquid load the lower the value of fuel vapor mass fraction. As a 
consequence, to compensate a higher temperature must be supplied at the stagnation point for ignition to occur. 
This is readily seen to be the case by referring to Fig. 3. 
 
Conclusions 
A new steady-state/static analysis of conditions for ignition of an air-fuel spray mixture in stagnation point flow 
impinging on an isothermal wall was presented. The analysis leads to a criterion for ignition that includes effects 
of the flow field, the reactants and the fuel spray-related parameters. Numerical calculations using the formula 
mapped the way in which the latter impact on whether ignition will occur or not. 
The analysis is predicated on a number of simplifying assumptions which, nevertheless, enable a first insight into 
the complexities of spray ignition to be uncovered. Further research into relaxing some of these assumptions 
without having to resort to a complete CFD code to obtain a solution are currently ongoing and will be reported in 
the future. Experimental evidence to validate or suggest modification of the theory will be welcomed by the 
authors. 
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Appendix 
In this Appendix the normalized quantities appearing in the governing equations are listed: 
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In these definitions q is the heat of reaction. 
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Abstract
A new mathematical analysis of the dynamics of laminar spray diffusion flames in the vicinity of a vortex flow field
is presented. The governing equations for a spray evaporating in an unsteady vortex are studied. New similarity
solutions are found for the dynamics of the spray and the flame it supports. Analytical solutions for the spray flames
are derived using Schvab-Zeldovich parameters, through which the radial evolution of the flames is found. The
results based on the solution reveal the significant influence the droplets size has on the diffusion flame dynamics
in the vicinity of vortical flows.

Introduction
The dynamics of evaporating sprays play an important role in many practical combustion applications such as gas-
turbines and swirl combustion chambers. The interactions between a gaseous diffusion flame and a vortex flow-field
were extensively studied [1, 2, 3]. In a previous study of Dagan et al. [4], unsteady turbulent spray-flame instability
in a concentric jet combustion chamber was studied using large eddy simulations (LES). In their study, droplet
grouping and ligament structures were identified in the vicinity of vortices in large recirculation zones.
Using direct numerical simulations (DNS) of Diesel spray combustion in the vicinity of a recirculation zone, Shinjo
et al. [5] showed that when droplets are larger than the Kolmogorov microscale, mixing is strongly enhanced by
the presence of droplets and fuel vapor clusters are likely to form quickly when the droplet number density is high.
They suggested that external group combustion is likely to occur near the recirculation zone. The effects of droplet
clustering on evaporation were thoroughly discussed by Sirignano [6] and Harstad et al. [7]. Clusters of droplets
are formed in vortical flows, as they accelerate towards the outer region of the vortex[8]. The dynamics of droplet-
vortex interactions and their influence on the structure of an evaporating spray was numerically studied by [9].
Droplet-vortex interaction in the Karman-vortex street was studied by Burger et al. [10], using DNS and a theoretical
approach imposing a harmonically oscillating flow field. Recently, Franzelli et al. [11] numerically characterized
the regimes of spray flame-vortex interactions. They used a two-dimensional Oseen type vortex in their study.
However, their study relates to a vortex moving perpendicularly through an opposed flow spray sheet. These studies
emphasize the need for a more fundamental understanding of the influence of droplet dynamics on combustion in
vortical environments and recirculating flows, which appear in turbulent, as well as laminar environments.
The objective of the present work is to analytically study the influence of a vortex flow-field has on the evaporation
and combustion of polydisperse sprays. A new mathematical formulation for the dynamics of polydisperse sprays
in the vicinity of a vortex flow field is presented. The governing equations for a polydisperse spray evaporating in
an unsteady vortex and the diffusion flame they support are studied and new similarity solutions are found for the
dynamics of the spray flames, using the sectional approach (following Tambour, Greenberg and Katoshevski [14,
15, 16, 17]). Finally, preliminary results are shown for the influence of polydispersity on the reacting diffusion spray-
flames in the vicinity of vortical flows.

Governing equations
Gas phase
The equations for a polydisperse spray evaporating in a two-dimensional unsteady axisymmetric vortex flow are
presented. A polar coordinate system (r, θ) is employed in the following derivation of equations. As a result of our
assumption of an axisymmetric flow, all derivatives with respect to the angular coordinate θ are assumed zero.
A constant density for the host gas is assumed. The constant density assumption is frequently adopted in diffusion
flame studies under conditions in which the fuel and the oxidant are heavily diluted so that the heat released by
chemical reaction is small in comparison with the thermal energy of the mixture and gas expansion is negligible.
Under these assumptions, the governing gas-phase equations are
Gas-phase momentum:

∂vr

∂t
+ vr

∂vr

∂r
−
v2θ
r

= −
1

ρ

∂p

∂r
+ ν

∂

∂r

(
1

r

∂

∂r
(rvr)

)
−

Ns∑
j=1

Q̃jFr,j − Ṡev,r (1)

∂vθ

∂t
+ vr

∂vθ

∂r
+
vrvθ

r
= ν

∂

∂r

(
1

r

∂

∂r
(rvθ)

)
−

Ns∑
j=1

Q̃jFθ,j − Ṡev,θ (2)
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where ρ is the gas-phase density, vr is the gas radial velocity, vθ is the tangential velocity of the host gas, ν is the kinematic
viscosity and p is the pressure. Q̃j denotes mass fraction of the liquid fuel in size section j and Ns is the total number of sections.
Ṡev accounts for the momentum transferred to the host gas by the vapors. Fr,j and Fθ,j describe the interaction between the
gas phase and the droplets of size section j in the radial and tangential directions, respectively, being proportional to the relative
velocity between the droplets and the gas

Fr,j = τ−1
j (vr − ur,j); Fθ,j = τ−1

j (vθ − uθ,j) (3)

where ur,j and uθ,j are the radial and tangential velocities of the droplets of section j, respectively. τj is the sectional droplet
relaxation time-scale.
The conservation equations for the vapour mass fraction of the fuel, mf and the oxidizer, mo, and energy equation are given by

∂mf

∂t
+

1

r

∂

∂r
(rvrmf ) = Df

1

r

∂

∂r
(r
∂mf

∂r
) + CQ−

1

ρ
S̃R,f (4)

∂mo

∂t
+

1

r

∂

∂r
(rvrmo) = Do

1

r

∂

∂r
(r
∂mo

∂r
)−

1

ρ
S̃R,o (5)

∂T

∂t
+

1

r

∂

∂r
(rvrT ) =

k

ρCp

1

r

∂

∂r
(r
∂T

∂r
)−

hv

Cp
CQ+

1

ρCp
S̃R,T (6)

following Katoshevski et al. [16]. T is the temperature, k and Cp are the gas conduction coefficient and specific heat at constant
pressure, respectively. hv accounts for the latent heat of vaporization, Df and Do are the diffusion coefficients, and we assume
all species have the same CP value. The SR terms are the reaction source terms for each equation, based on the assumption
of a global reaction of the form Fuel + ζsOxidant → Products, where ζs is the stoichiometric coefficient. However, as will be
showed in the following sections, Schvab-Zeldovich type variables will be formulated in the similarity coordinate. Hence, an explicit
treatment of the reaction terms will not be required.

Liquid spray phase
In the present study the equations for the reacting flow and their solutions are obtained only for a mono-sectional case. However,
the sectional equations for the dynamics of sprays are presented here in a polydisperse formulation for the sake of generality. The
multi-size droplet population is represented by a set of Ns sectional conservation equations of the form

∂Q̃j

∂t
+

1

r

∂

∂r
(rur,jQ̃j) = −CjQ̃j +Bj,j+1Q̃j+1; j = 1, 2, ..., Ns (7)

where the coefficient Bj,j+l accounts for droplets from section (j + 1) which are added to section j during their evaporation,
whereas Cj accounts for evaporation of droplets within section j and for droplets that move from section j to section (j − 1).
In reality, the evaporation coefficient is a complicated function of the temperature differential between the droplets and the sur-
rounding gas, the diffusivity and other properties of the fuel and its surroundings. Here the d2 − law underlies the definition of
the evaporation coefficient. Reasonably accurate estimates of droplet size and vaporization time do provide some evidence of the
validity of this law even under transient temperature conditions [15, 21, 22]. In addition, Labowsky [19] showed that the d2 − law
provides a reasonable prediction of the actual vaporization history of an interacting droplet, especially in the initial period of com-
bustion. Considerable progress in going beyond the limitations of Labowsky’s model and its findings [19] can be found in the work
of [20]. In principle, any more sophisticated model could be used as a basis for constructing the sectional evaporation coefficients.
Inclusion of such details is likely to affect our results in a quantitative rather than a qualitative way [24]. In a similar manner, no
separate energy conservation equation is solved for the spray as the current model assumes instantaneous thermal adjustment
of the gas-liquid mixture to a common temperature; although this may not always be the case in transient situations [23]. The
present analysis is therefore limited to fairly volatile fuels and small droplets for which the d2 − law is valid.
Under these assumptions, the spray sectional momentum equations are

∂ur,j

∂t
+ ur, j

∂ur,j

∂r
−
u2θ,j

r
= Fr,j +

1

Q̃j
(SL,Mj,r − ur,jSj) (8)

∂uθ,j

∂t
+ ur,j

∂uθ,j

∂r
+
ur,juθ,j

r
= Fθ,j +

1

Q̃j
(SL,Mj,θ − uθ,jSj) (9)

The last term in the brackets on the RHS of equations 8 and 9 represents loss of linear momentum (ujSj) due to evaporation of
droplets in section j, and the linear momentum (SLMj ) added to section j due to droplets from higher sections that are added to
section j during their evaporation (see [16]).
Here,

Sj = −CjQ̃j +Bj,j+1Q̃j+1 (10)

and

SL,Mj,r = −CjQ̃jur,j +Bj,j+1Q̃j+1ur,j+1 (11)

SL,Mj,θ = −CjQ̃juθ,j +Bj,j+1Q̃j+1uθ,j+1 (12)
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Similarity transformation of the gas and spray equations
We shall now use a similarity variable, η = r2/4νt and rewrite the host gas velocities as a function of η:

v̄r(η) =
rvr

ν
; v̄θ(η) =

rvθ

ν
. (13)

Next, the droplet velocities are defined as

ūr,j(η) =
rur,j

ν
; ūθ,j(η) =

ruθ,j

ν
. (14)

Substituting the above definitions into the droplet momentum equations one obtains

ū′r,j −
1

2η
ū′r,j ūr,j +

1

4η2
ū2r,j +

1

4η2
ū2θ,j = −

1

4η2
1

ν2
r3Fr,j −

1

η

1

Qj
B̄j,j+1Qj+1(ūr,j+1 − ūr,j) (15)

ū′θ,j −
1

2η
ū′θ,j ūr,j = −

1

4η2
1

ν2
r3Fθ,j −

1

η

1

Qj
B̄j,j+1Qj+1(ūθ,j+1 − ūθ,j) (16)

where the primes denote differentiation with respect to η. The drag terms are written explicitly as

1

ν2
r3Fr,j = Aj(v̄r − ūr,j);

1

ν2
r3Fθ,j = Aj(v̄θ − ūθ,j) (17)

where Aj = τ−1r2/ν. The characteristic time of the droplets is taken as τ =
ρdd

2

18µg
, where d, ρd and µg are the averaged droplet

diameter in section j, liquid fuel density and the host gas viscosity, respectively. It can be demonstrated that for the range of radii
involved Aj does not change much. In order to obtain the spray equations in terms of η only, the sectional evaporation coefficients
are defined as
Cj = C̄j/t, Bj,j+1 = B̄j,j+1/t. The use of an inverse time dependence of the sectional evaporation coefficients is reasonable
in a general sense as evaporation will indeed peter out after sufficient droplet life time has elapsed. Thus, in similarity coordinates,
the spray equations take the form(

1−
1

2η
ūr,j

)
Q′j −

1

2η
ū′r,jQj = −

1

η
(−C̄jQj + B̄j,j+1Qj+1) (18)

Shvab-Zeldovich formulation of diffusion spray-flames in a vortex
In the mono-sectional framework, the following set of equations are derived in the similarity coordinate, η, for the fuel mass fraction,
the oxidizer mass fraction and temperature, respectively:(

1−
1

2η
ūr

)
Q′ −

1

2η
ū′rQ =

1

η
CQ (19)

m′′f

Scf
+

(
1 +

1

ηScf
−
v̄r

2η

)
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2η
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1

η
CQ+ ζfMf

1

η
SR (20)

m′′o
Sco

+

(
1 +

1

ηScf
−
v̄r

2η

)
m′o −

v̄′r
2η
mo = ζoMo

1

η
SR (21)

T ′′

Sco
+

(
1 +

1

ηPr
−
v̄r

2η

)
T ′ −

v̄′r
2η
T =

hv

CPTC
CQ−

∑
i

ζiMihi
1

η
SR (22)

Next, we assume a unity Lewis number, Scf = Sco = Pr = Sc and use the following notation:

ζ̂ =
ζoMo

ζfMf
; ĥ =

hv

CPTC
; ζ∗ =

ζoMo

−1/ĥ

∑
i

ζiMihi + ζfMf (23)

Finally, defining two Schvab-Zeldovich variables

β =
1

Sc

(
mf −

mo

ζ̂

)
, γ =

T

ĥ
+mf −

mo

ζ∗
(24)

one obtains the following equations

β′′ + Sc

(
1 +

1

ηSc
−
v̄r

2η

)
β′ −

v̄′r
2η
β =

1

η
CQ (25)

γ′′ + Sc

(
1 +

1

ηSc
−
v̄r

2η

)
γ′ −

v̄′r
2η
γ = 0 (26)

The boundary conditions for the above functions are

β(∞) =
1

Sc
mf,∞; β(0) = −

1

Sc

mo,0

ζ̂
(27)

γ(∞) =
T∞

ĥ
+mf,∞; γ(0) =

Tf

ĥ
−
mo,0

ζ∗
(28)
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Figure 1. Liquid fuel mass fraction divided by the initial mass fraction Q0 as a function of the similarity coordinate for different
values of vortex intensity Γ and evaporation coefficients C̄.

It should be mentioned that for the actual solution we use the similarity variable boundaries from some small time and radius so
that we avoid any singularity. The flame location is where β = 0. This is the same as where the leading order solution (in terms of
the usual Zeldovich number) locates the flame front.
In order to solve the equations for vortex spray dynamics analytically we shall first derive an expression for the droplet velocities
ur and uθ as follows. Appropriate manipulation of Eq. 15,16 leads to

ū2rū
′
θ + ū2θū

′
θ = −A

[
(v̄r − ūr)ū′θ − (v̄θ − ūθ)ū′r

]
. (29)

For the host velocity field, a two-dimensional Oseen-vortex will be used,

v̄θ = Γ̄(1− e−η); v̄r = 0. (30)

which is also an exact solution of Eq. 2 for η >> 1. Here, Γ̄ = Γ/2πν, where Γ is the angular velocity. For the fine sprays under
consideration, we assume that the droplets closely track the vortex flow-field in the transverse coordinate θ. On the other hand, we
expect the presence of the vortex to significantly increase the droplets radial velocity ur , especially at lower values of η. Hence,
droplets will not track the gas radial velocity which is initially assumed zero (Eq. 30). Thus, ūθ = v̄θ and equation 29 takes the
following simple form

ū2r + ū2θ −Aūr = 0, (31)

from which ūr can be extracted.
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Figure 2. Schvab-Zeldovich function β as a function of the similarity coordinate η for three different initial droplet diameters:
d0 = 10, 50, 100µm. The flame is located where β = 0 (shown in solid circles). (a) Whole region of the analysis (b) a closeup on

the flame region at lower values of η.
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Figure 3. Profiles of fuel mass fraction (mf ) and the oxidizer mass fraction (mo) in the similarity framework for three different
initial droplet diameters: d0 = 10, 50, 100µm.

Next, the equation for the liquid fuel mass fraction Q (Eq. 19) is solved by separation of variables:

Q′/Q = (2C̄ + ū′r)/(2η − ūr), (32)

from which Q(η) can be solved by integration. Assuming v̄r = v̄′r = 0, we may also evaluate β(η) numerically. The solution for
the second Schvab-Zeldovich function, γ is

γ(η) = c3Ei(−Sc η) + c4 (33)

where Ei is the exponential integral function, and c1, c2, c3 and c4 are integration constants found using the boundary conditions
(Eq. 27, 28). In the present study equation 33 is also evaluated numerically.

Results and discussion
The liquid fuel mass fraction divided by the initial mass fractionQ0 is presented in Figure. 1 as a function of the similarity coordinate
for different values of vortex values of Γ and evaporation coefficients C̄. For non-evaporating droplets, C̄ = 0, and zero vortex
intensity, Γ = 0, the liquid mass fraction does not change, as expected. On the other hand, for evaporating droplets and Γ = 0 the
liquid mass fraction decreases with decreasing values of η, which corresponds to increasing time values for a given radial location.
The vortex intensity has a substantial effect, especially at lower values of η, in effect pushing the fuel droplets from the center
outwards as time goes by. No droplets are found below η ≈ 1. The calculation of liquid mass fraction was carried out between
0.1 < η < 100. Only a a partial view is presented in the figure for clarity. Hence, for η → 100, Q/Q0 → 1.

Polydispersity effect
In our previous study [18] it was shown that in the vicinity of a vortical flow, spray dynamics is highly affected by the droplets’ size,
but also by the spray initial distribution, even when the same Sauter mean diameter is considered. It will therefore be interesting
to capture the influence of initial droplet size on the propagation of the diffusion flame.
The equations for the dynamics of the polydisperse spray were derived here in the previous sections. In this section, as a first
attempt to assess the influence polydispersity will have on the dynamics of the diffusion flame in the vicinity of vortical flows,
the flame equations were solved analytically for different initial droplet sizes. It should be noted that the solution is essentially
mono-sectional, and that the coupling effect between each section (e.g the intersection transfer of momentum) is out of the scope
for this study and will not be considered here.
The Schvab-Zeldovich function β is presented in Fig. 2a as a function of the similarity coordinate η for three different initial droplet
diameters: d0 = 10, 50, 100µm. The droplet size effect on the flame location (at β = 0) is significant, pushing the flame away from
the vortex core (which s located at η = 0). This is demonstrated in a closeup view in Fig. 2b. Although small droplets acceleration
due to the presence of a vortex is higher than that of larger droplets, it can be shown by solving equation 15 that the maximum
radial velocity reached is higher for the larger droplets. This affects the flame, as the vortex tends to push the larger droplet farther
away and thus reducing the available fuel vapor required for the flame.
Knowing the functional behaviour of β(η), and assuming that the species are totally consumed at the flame zone, one can easily
extract the fuel vapour and oxidizer mass fraction as a function of η. This is shown in Fig. 3 for lower values of η, where the flame
is located. Results for three different initial droplet diameters are presented, showing a significant droplet size effect; for a given
value of η (i.e at a given time and radial location in the physical space) lower fuel mass fraction is observed for larger droplets.
The flame is located at the point where all the fuel and oxidizer are consumed (mo = mf = 0).
Finally, solutions of the temperature distribution in the similarity framework for the same vortex intensities and evaporation coeffi-
cients are presented in Fig. 4. For larger droplets that are pushed farther than smaller droplets, the temperature curve is pushed
to higher values of η, which means that for a given time the flame will be pushed farther away from the vortex core. Increased heat
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Figure 4. Solutions of the temperature distribution in the similarity framework for three different initial droplet diameters:
d0 = 10, 50, 100µm.

loss due to evaporation also plays an important role in lowering the temperature, which in some cases might lead to extinction.
However, this is beyond the scope of the present study. Further work to elucidate the relative importance of the different factors
controlling the spray-flame in vortex flows will be reported in the future.

Conclusions
A new mathematical analysis of the dynamics of laminar spray diffusion flames in the vicinity of a viscous vortex flow field was
presented. The governing equations for sprays evaporating in an unsteady vortex were derived and new similarity solutions were
found for the dynamics of the spray in a mono-sectional framework. New analytical solutions for the spray flames were obtained
using Schvab-Zeldovich parameters, through which the radial evolution of the flames was found. The vortex flow field was shown
to have a significant effect on the location and extent of the flame, pushing the droplets outwards and therefore shifting the flame
location to larger radii for a given instant of time.
Spray flame with larger initial diameter droplets shows different flame dynamics; they are pushed away farther than spray flame
with smaller droplets and exhibit lower temperatures. Certainly, future experimental data would be helpful in validating the theory
presented in the current study.

Nomenclature
Aj dimensionless sectional drag coefficient
Bj,j+1 dimensionless sectional vaporization coefficient
Cj dimensionless sectional vaporization coefficient
CP specific heat capacity at constant pressure [J/kgK]

D diffusion coefficient [m2/s]

d droplet diameter [m]
F function of η
h specific enthalpy [J/kg]

k thermal conductivity [W/mK]
M molecular weight [g/mol]

m mass fraction
Ns number of sections
Pr Prandtl number
p pressure [Pa]
Qj sectional liquid mass-fraction
r radial coordinate [m]

S source term
Sc Schmidt number
T temperature [K]
t time [s]
u droplet velocity [m/s]
v host gas velocity [m/s]

Greek symbols
β Shvab-Zel’dovich function
Γ angular velocity [rad/s]
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γ Shvab-Zel’dovich function
η similarity coordinate
θ azimuthal coordinate [◦]
ν kinematic viscosity [m2/s]

ρ density [kg/m3]

ζ stoichiometric coefficient

Subscripts
0 condition at t = 0

C combustion
d droplet
ev evaporation
g host gas
j section number
o oxidizer
R reaction
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Abstract 

The present work focuses on the size effect of binary collisions of PVP droplets (viscosity 5.5 mPas). The aim 

was the identification of the boundaries between bouncing, coalescence, stretching and reflexive separation. 

These boundaries are necessary for numerical simulations of droplet collisions in spray drying processes. 

Therefore, droplet chains were generated by droplet generators with oscillating membrane and directed towards 

each other at different angles for producing binary collisions. In the experiments two droplet properties (i.e. droplet 

size and size ratio) were varied. Two synchronised high-speed cameras were used to observe the collision 

process and outcome perpendicularly and parallelly to the collision plane. The variation of the impact parameter B 

was performed by a frequency offset for one droplet generator. The relative velocity (i. e. 0.5 to 4.7 m/s) was set 

by changing the collision angle. 

Keywords 

droplet collision, droplet size ratio, modelling separation 

Introduction 

Spray drying processes constitute a very complex multiphase system due to the different elementary processes 

involved, i.e. atomization, drying, collision of droplets and formation of agglomerates. After atomization, droplet 

collisions with the different possible collision outcomes result in a modification on the product particle size 

distribution. Typical results of a collision of two droplets may be bouncing, coalescence and separation and were 

plotted in the well-known collision maps (see Figure 1). In these maps the non-dimensional impact parameter B 

(see Eq. 1) is plotted against collision Weber number (see Eq. 2). However, the collision map depends on droplet 

parameters, i.e. liquid and size properties of the droplets. For Euler/Lagrange calculation of sprays it is necessary 

to know the pattern of the collision map without running experiments. 

Figure 1. Typical droplet collision map, with samples of collsion outcomes 

During the last decades a number of models were developed to predict the collision outcome. The boundary 

between bouncing and coalescence/stretching separation can be identified by means of the experimental data 

based model by Estrade et al. [1]. The models by Ashgriz and Poo [2], for water droplets, are determining the 

lower boundaries for stretching separation and coalescence. The momentum theory based model by Jiang et al. 

[3] observes the viscosity effect for the lower boundary of the stretching separation. Based on the Jiang [3] model, 

Gotaas et al. [4] used experimental data from glycols to specify values of Ca and Cb. This model was improved by 
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Sommerfeld [5] by finding a dependency between Ca and the Ohnesorge number (see Eq. 3) and setting the 

other involved constant Cb = 1. The data from the experiments by Kuschel and Sommerfeld [6] were obtained only 

from ~ 380 µm mono-sized droplets. To validate the 3rd order polynomial fit of Ca and Ohnesorge number, it was 

necessary to run experiments with variation of the droplet size properties. Furthermore, this study is devoted to 

describe the triple point, where all regimes are in coincidence, as well as the reflexive separation. 

  

Material and methods 

The experiments were carried out using two oscillating membrane droplet generators (producer: Encap 

BioSystems, model: IE-0010H-P). The Polyvinylpyrrolidone K17 solution (see Table 1) was supplied by a 

pressure vessel (see Figure 2). Droplet chains were created by means of excitation of the liquid inside the droplet 

generator and pressed throw 200, 300 and 400 µm nozzles. The excitation frequency for the break-up was nozzle 

size dependant and in the range between 1800 and 4690 Hz. The amplitude of the excitation signal was set by an 

amplifier (Thomann TA1050). A rotation stage was mounted on a three axis translation stage system in order to 

control the position of each nozzle. In combination with one of the two synchronised high-speed cameras 

(perpendicular to the collision plane) and the translation stage, off centre collisions could be avoid. The relative 

velocity (i. e. 0.5 to 4.7 m/s) was set by changing the droplet chain angle by the use of the rotation stages of each 

droplet generator. 

 

 

 

 

 

 

 

 

 

Figure 2. Sketch of the experimental setup [6] 

 

 

Table 1. Liquid properties the PVP - Water solution at 22°C 

Specie Mass 

fraction [%] 

Μ 

[mPas] 

σ 

[mN/m] 

ρ 

[kg/m³] 

PVP (BASF)   20 5.5 62.2 1043.2 

 

The illumination of the collision process was done by two 8 x 10 cm² backlight LED arrays. The observation of the 

droplet collision event was based on two Photron SA4 high speed cameras operating up to 10,000 frames per 

second. The synchronisation of the cameras was controlled by a signal generator. The cameras were equipped 

with Nikkor 85 mm 1:1.4 lenses and extension tubes with different lengths. The 81 mm extension tube was 

mounted on both cameras. For Case 1 (see Table 2) the tube on camera 1 was extended to 110 mm. In the 

combination of lens and extension tube the resolution was 13.2 (only camera 1 in Case 1) and 17.2 µm/pixel. 

 

Table 2. Nozzle configuration for PVP droplets (see Table 1)  

 Nozzle 

Combination  

[µm] 

Size  

drop 1 

[µm] 

Size  

drop 2 

[µm] 

Size 

ratio 

Δ [-] 

Oh 

drop 1 [-] 

Oh 

drop 2 [-] 

max. Re 

drop 1 [-] 

max. Re 

drop 1 [-] 

Case 1 

Case 2 

Case 3 

Case 4 

Case 5 

200 – 200 

300 – 300 

300 – 400 

200 – 300 

200 – 400 

349 

560 

580 

411 

440 

353 

557 

679 

563 

673 

0.99 

0.99 

0.85 

0.73 

0.65 

0.0364 

0.0286 

0.0282 

0.0335 

0.0324 

0.0362 

0.0289 

0.0261 

0.0286 

0.0262 

256 

502 

320 

234 

277 

260 

490 

378 

310 

391 
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Due to the droplet velocity up to 4 m/s, the high resolution and the camera frame rate, the droplet displacement 

between two images was up to 400 µm. To avoid issues with the particle tracking it was necessary to develop a 

new approach for the detection of the droplet position. In the first image of both collision partners an eccentric box 

(see Figure 3 left, middle) is set around both droplets. The eccentric shape was necessary as a result of the 

different droplet velocities of both chains. This box ensures that only droplets inside are detected and only two 

collision partners are existing. In the next image the box is shifted by a default offset, by determining the droplet 

pixel velocities and droplet sizes the real offset is calculated for the next image. The positions and velocities from 

the droplets are based on their centre of mass. In the following images the offset is always recalculated, the 

collision possibility is verified and the size and shape from the box readjusted. The droplet detection ends in the 

last image before contact. Inside the box the droplets are identified by Laplacian of Gaussian operator, which 

limited the accuracy of the droplet position and size results. The expected error by the edge detection is less than 

one pixel. Due to the fluctuation of the instantaneous velocities, each collision sequence consists of at least six 

images. Out of the instantaneous data the mean droplet velocities are calculated and the droplet contact point is 

estimated by the velocities and the last droplet position (see Figure 3 right).      

 

 

 

Figure 3. Variable box for droplet detection, left: first image of collision pair with large eccentricity, middle: last image before 

collision, right: estimated droplet contact point 

 

The contact point position is used to calculate the non-dimensional impact parameter B, which describes only the 

geometry of the collision without any liquid properties. The impact parameter is the sinus of the enclosed angle 

between the relative velocity and the position vector P1,2 of the droplets centre points (see Figure 4).  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. Droplet collision geometry [7]  

 

The mean droplet relative velocity and diameter are used for the other non-dimensional numbers: Weber number 

We, size ratio (see Eq. 4) and the droplet Reynolds number Re (see Eq. 5). The effect of the viscosity is included 

in the Ohnesorge number Oh. 

 

𝐵 =
2𝑏

𝑑1+𝑑2
= sin 𝜑         (1) 

 

𝑊𝑒 =
𝜌𝑑1𝑢𝑟𝑒𝑙

2

𝜎
          (2) 
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𝑂ℎ =
𝜇

√𝜌𝜎𝑑1
          (3) 

 

∆=
𝑑1

𝑑2
           (4) 

 

𝑅𝑒 =
√𝑊𝑒

𝑂ℎ
=

𝜌𝑑1𝑢𝑟𝑒𝑙

𝜇
   (5) 

 

For the collision outcome prediction the authors focus in this study only on the boundary line between stretching 

separation and coalescences. The Ashgriz and Poo [2] approach (see Eq. 6) for water droplets takes into 

consideration the size ratio, but not on the liquid properties. For higher viscos liquids the liquid properties had to 

be included. Based on this, Sommerfeld [5] improved the Gotaas et al. model (see Eq. 7) by implementing a 

dependency of Oh and the constant Ca (see Eq. 8), and setting Cb = 1. 

 

𝑊𝑒 =
4(1+𝛥3)2[3(1+𝛥)(1−𝐵)(𝛥3𝜙𝑠−𝜙𝑙)]0.5

 𝛥2[(1+𝛥3)−(1−𝐵2)(𝜙𝑠+𝛥3𝜙𝑙)]
       (6) 

 

𝐵 =
𝐶𝑎

√𝑊𝑒
[1 + 𝐶𝑏

µ

𝜎
(

𝜌 𝑑1

𝜎
)

0.5

]        (7) 

 

𝐶𝑎 = 2.63 − 7.2 ∙ 𝑂ℎ + 7.86 ∙ 𝑂ℎ2 + 1.4 ∙ 𝑂ℎ3      (8) 

 

Results and discussion 

The collision maps B over We are approved to describe the collision outcome of spray processes. The following 

collision maps are representing the complete outcome of 20 Ma% PVP solution with constant material properties 

(see Table 1) and variation of droplet sizes and size ratios (see Table 2). The experiments were conducted up to 

We =100, with a special resolution of We < 10 and including the whole range of the impact parameter B < 1. 

Beside the experimental collision outcome, the fit of Ashgriz and Poo [2] and Sommerfeld [5] are plotted in the 

collision maps. The Gotaas et al. model is ignored because of the two variable constants Ca and Cb. 

For a better understanding of the collision outcome, droplets with Δ = 1 collided in Case 1 and 2 (see Table 2). In 

the collision maps the identification of triple point plays an imported role, because for higher We-number the 

stretching separation fraction increases. In Case 1 the triple point is located at We ≈ 26 (see Fig. 5 left). By 

increasing the droplet size to 560 µm, in Case 2 the triple point is also located at We ≈ 26 (see Fig. 5 right). The 

critical We- number (beginning of reflexive separation) occur out of head-on collision [2] with small B. The critical 

We-number in Case 2 is shifted from We ≈ 46 in Case 1 to We ≈ 37, as result of the higher kinetic energy and the 

lower influence of the surface tension. For We < 16 bouncing is the only collision outcome in Case 2, in contrast 

to coalescence detected from the beginning in Case 1 (min. We-number). In Case 1 and 2 (see Fig. 5) the curve 

by Eq. 7 and 8 match with the lower boundary of the stretching separation, while the Ashgriz and Poo model [2] 

underpredict the boundary in Case 1 and fit in Case 2.  

  

 
Figure 5. Collision maps of 5.5 mPas PVP; left: Case 1, Δ = 1, mean droplet size = 350 µm; right: Case 2, Δ = 1, mean droplet 

size = 560 µm 
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According to the triple point results in Case 1 and 2, the point in Cases 3 to 5 (see Fig. 6)  is located closed to We 

≈ 26. The critical We-number increases for smaller size ratio. A lack of data in Case 4 (see Fig. 6 top right), in the 

area in front of the reflexive separation and B ≈ 0.1, suggests that the critical We-number is lower than We ≈ 52. 

In opposite to the critical We-number the beginning of coalescences decreases for smaller size ratio. A lack of 

data in Case 3 (see Fig. 6 top left), in the area in front of the coalescence and  B ≈ 0.45, suggests that the 

beginning of coalescence is lower than We ≈ 20. In comparison to the Ashgriz and Poo model [2], which 

underpredict the lower boundary of the stretching separation, the Sommerfeld [5] curve (see Fig. 6 centre) shows 

a deviation from the experiments only in Case 5.  

For small We-numbers (depending on the liquid properties) early coalescence could be observed. This outcome 

was detected for one collision in Case 3 (see Fig. 6 top left). 

 

 

 

 

 

 

 

 

 

Figure 6. Collision maps of 5.5 mPas PVP; top left: Case 3, Δ = 0.85; top right: Case 4, Δ = 0.73; centre: Case 5, Δ = 0.65 

 

The relevant We-numbers, related to the collision maps of Case 1- 5 (see Fig. 5, 6), and the corresponding Oh-

numbers are used to predict the dependency between Oh and We (see Fig. 7) [7].  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7. Onset of coalescence, reflexive and stretching separation; for Cases 1 - 5 and two additional experiments with PVP 

(see Table 1), Case 6: Δ = 1, mean droplet size = 360 µm; Case 7: Δ = 1, mean droplet size = 570 µm   
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Conclusions 

The influence of droplet size properties was identified by the use of a new droplet detection method. For different 

droplet size properties of the same liquid the important We-numbers: beginning of coalescence, beginning 

stretching separation and beginning of reflexive separation were presented. The results for the coalescence and 

reflexive separation indicate a dependency between Oh-number and We-number. Smaller size ratio resulting in 

smaller We-number for the beginning of coalescence and larger We-number for the beginning of reflexive 

separation. The collision maps of the five Cases are showing that triple point is not influenced by the droplet size 

properties. The Sommerfeld [5] approach is demonstrating that the lower boundary of stretching separation can 

be described only by liquid properties and droplet size.  

 

Nomenclature 

b Lateral displacement of the droplet centres upon collision [m] 

B Non-dimensional impact parameter [-] 

Ca, Cb Parameter of Jiang et al. [3] model 

d1 Small droplet diameter [m] 

d2 Large droplet diameter [m] 

Oh Ohnesorge number [-] 

Re Droplet Reynolds number [m] 

urel Relative velocity 

We Weber number 

Δ Size ratio [-] 

μ Dynamic viscosity of the fluid [Pa s]  

Φs, Φl Parameter for small and large droplets in the Ashgriz and Poo [2] model [-]   

ρ Density of the liquid [kg/m³] 

σ Surface tension of the liquid [N/m] 

φ Enclosed angle between the relative velocity and  

the position vector P1,2 of the droplets centre points [°] 
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Abstract
In this experimental work the main focus is on the impact of a single drop of a very viscous liquid onto a thin,
horizontal wall film of different liquid. Splashing resulting from drop impact onto a wetted wall occurs in many natural
and engineering applications like in internal combustion engines and spray cooling. While the splashing threshold
for low viscosity liquid drops has been extensively examined, impact of a very viscous drop is much less studied.
The viscosities of drop and wall film liquids are varied up to kinematic viscosities of 100,000 mm²/s. The liquids
used in the experiments are miscible.
The impact outcome is determined by the impact parameters and fluid properties. The effect of very viscous liquids
used as drop fluid and as wall film liquid on the kinematic of the corona expansion is investigated in the experiments.
The results of drop impact onto solid walls are compared to obtain the limiting asymptotic values for the splashing
threshold.
Finally, a semi-empirical model for the splashing threshold, for the maximum spreading radius Dmax and for the
maximum spreading times tmax are developed for extremely viscous liquids.

Keywords
Drop impact, high viscous liquids, wetted wall

Introduction
Splashing as a result of a drop impact onto a thin liquid film [1–3] or onto a dry substrate [4–6] occurs in many
natural and engineering applications like spray coating, spray cooling, paint spraying, ink-jet printing and in internal
combustion engines. Impact of a supercooled drop onto a surface of an aircraft can lead to ice accretion, while
collision with a heated substrate can lead to drop evaporation or intensive boiling [7]. The drop/wall interaction is
affected by the fact that the drop and the liquid film are different liquids and may exhibit different degrees of mis-
cibility and viscosity. A comprehensive review on the phenomena, modeling and application of drop impact can
be found in [8]. Drop impact onto a wetted wall can lead to various different outcomes. In the case of splashing

Figure 1. Different impact outcomes, on the left deposition, on the right corona splash.

a radial expanding flow in the lamella is formed after the drop impact. Due to the interaction with the outer liquid
wall film an uprising liquid sheet is generated which is bounded by a Taylor rim [10–12]. If the rim gets unstable,
finger-like jets are formed which lead to the generation of secondary drops [14]. In this case the inertial effects in
the spreading lamella dominate over the surface tension and viscosity effects, and if the crown jets are unsteady,
secondary droplets are formed. It is well-known that the splashing threshold of a drop impacting onto a wetted wall
is determined by the inertia, viscous and capillary forces. If no instabilities occur or the instabilities do not lead to
secondary drops, the phenomena is called corona. If the drop spreads on the impact surface, it is called deposition.
In this case the spreading diameter is determined by the flow in the lamella and the propagation of the rim [9].
The dimensionless Weber and Reynolds number as well as the substrate wettability determine furthermore the
maximum spreading diameter. If the drop rebounds completely or partially, it is called rebound or partial rebound.
The impact outcome is highly determined by the impact parameters, like the impact velocity u0 and the initial drop
diameter d0, and in the case of different liquids by the fluid properties, like the kinematic viscosity ν and the surface
tension σ. To describe these phenomena the relative film thickness δ = h/d0 and the viscosity ratio ν0 = νf/νd are
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introduced. In order to define a splashing threshold, whether splashing occurs or not, the dimensionless K number
is introduced [13]. A critical value is determined that defines the splashing threshold. The splashing threshold is
dependent on the impact velocity as well as on the viscosity of both liquids of drop and wall film. While the splashing
threshold of low viscosity liquid drops has been extensively examined in the past [13], impact of a very viscous drop
is much less studied, despite its relevance to such intensively developing fields like additive manufacturing.
The main subject of this study is the experimental investigation of the effect of very high viscous liquids on the out-
come of drop impact. The maximum spreading diameter Dmax in the case of deposition and the maximum corona
diameter Dcr,max in the case of corona/corona splash as well as the maximum spreading time tmax are determined
for various fluid combinations. The splashing/deposition limit is determined using the modified K∗ number as a
function of the viscosity ratio ν0.

Material and methods
The experimental setup is shown schematically in Fig. 2 and consists of three main parts, the droplet generating
unit, the impact substrate and the observation system. In order to generate a single droplet, the micro pump
transports the liquid from a tank to the cannula. At the end of the tip the droplet is collected until it reaches a critical
mass and drips off. Since the droplet dripping is driven by gravity the impact velocity is determined by the distance
of the tip of the cannula and the impact substrate. In this study the impact velocity is set to u=3.2 m/s. In order
to vary the initial droplet diameter d0 different cannula diameter are used. As impact substrate a horizontal glass
plate is used. In order to generate a wall film the glass plate is sandblasted up to a recess. A ring with a diameter
of 60 mm is glued on this sandblasted area. The unsealed area is used to create the wall film. To measure the
film thickness a micrometer screw is used. The tip of the screw is first lowered till it touches the glass substrate to
determine the reference value. After the liquid is filled in the screw is lowered till it reaches the liquid surface. The
difference of both values determines the film thickness.
The impact substrate is located between the observation system. The observation system consists of a high-
speed camera (Photron FASTCAM SA-X2) and a light-emitting diode (LED, Veritas Constellation 120E) with 12,000
Lumen. A diffusing plate is placed in front of the LED in order to receive a consistent light. In this study a frame rate
of 30,000 fps is used with a resolution of 896x480 pixel. The shutter time is set to 12.5 µs. The physical properties
of the liquids which are used in this study can be found in Table 1. The viscosities of drop and wall film liquids are
varied up to kinematic viscosities of 100,000 mm2/s. The liquids used in these experiments are miscible.

Figure 2. Schematic illustration of the experimental setup

Table 1. Physical properties of the liquids used in this study.

Kinematic viscosity [mm2/s] Surface tension [mN/m] Density [kg/m3]

H2O 1.004 72.24 997
Hexadecane 4.11 27.61 769.15

S5 5 17.72 910
S10 10 18.19 920
S20 20 18.2 925
S65 65 18.2 950

S350 350 18.56 972
S500 500 18.83 972
S750 750 18.6 972
S1000 1,000 18.59 972

S10000 10,000 18.81 972
S30000 30,000 18.81 972

S100000 100,000 18.81 972
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Results and discussion
In order to see if there is a connection between the outcome of drop impact onto a solid wall and onto a high vis-
cous liquid film the viscosity of the wall film is varied up to 100,000 mm2/s. A solid surface can be considered as a
substrate with infinite viscosity.
The impact of a drop leads to different outcomes dependent on the impact substrate. If the impact substrate is
covered by a very high viscosity liquid or is a solid surface the impact results in deposition, as it can be seen in Fig.
3. The maximum spreading diameter Dmax as well as the maximum spreading time tmax are mainly determined by
the viscosity of the drop and the impact substrate. In this case the viscosity of the wall film determines the phenom-
ena itself, deposition, but the viscosity of the drop determines the geometrical and temporal parameters like Dmax

and tmax. Comparing the outcomes of the same drop impacting onto different wall film liquids, as it can be seen in
Fig. 3, the outcome does not differ much from each other, whereby comparing the outcomes of the same wall film
liquid but different drop liquids the outcomes differ significantly from each other. The impact substrate determines
the motion of the drop after the impact, whether the drop can build a corona or the fluid of the drop is stopped and
end in deposition. The higher viscous the film gets the less motion of the drop is enabled due to the viscous forces.
In the case of deposition the higher viscous the drop gets the less spreading occurs also due to the viscous forces.
The motion of the drop is stopped due to the inaction of the drop. Directly after the drop impact a very high viscous
drop only sits on the impact substrates, but does not spread what is caused by the high viscosity and its loss of
ambition to change its shape. In the first phase of a couple milli seconds a very high viscous drop gets only com-
pressed breadth wise, then the motion of the drop is stopped. In the second phase which lasts much longer, several
seconds, the contact angle decreases slowly. The viscosity of the liquids highly influences the impact outcome due
to its characteristic of motion depending on its magnitude.

If the liquid of the impact substrate is less viscous the drop impact leads to the evolution of a corona. Furthermore

Figure 3. Temporal development of the drop spreading of a S350 drop (a)-c)) and a S10000 drop (d)-f)) impacting onto different
impact substrates, wall film of S1000 (a), d)) and of S100000 (b), e)) with the same relative film thickness δ = 0.227 and glass

(c), f)).

it can also lead to corona splash depending on the impact substrate. The impact outcome itself is influenced by the
viscosity of the wall film whereby the maximum spreading diameter Dmax and maximum corona diameter Dcr,max

are highly influenced by the viscosity of the drop as it can be also observed in the case of deposition. It can be
observed that with increasing viscosity of the drop Dcr,max decreases whereas the increase of the viscosity of the
wall film does not significantly influence Dcr,max as shown in Fig. 4.

The fluid of the drop seems to predominate the impact outcome. In the case of splashing though it can be observed
that the fluid of the wall film determines the splashing threshold as it can be seen in Fig. 4. In the case of a highly
viscous drop the splashing threshold is already reached at a wall film viscosity of νf = 20 mm2/s.
The impact substrate also determines the impact outcome. For a high viscous wall film the drop cannot evolve to a
corona since the resistance of the wall film is too high and does not admit the evolution of a corona. The drop can
only slightly penetrate the wall film. Therefore the drop spreads on the high viscous wall film alike on a solid surface,
like glass. If the wall film is less viscous the drop impact leads to corona or even to corona splash. In this case the
drop is able to penetrate into the wall film, the liquid of the wall film is pushed aside and a corona is built. In both
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Figure 4. Temporal development of the corona evolution of a S350 drop (a)-c)) and a S10000 drop (d)-f)) impacting onto different
impact substrates, wall film of S5 (a), d)), S10 (b), e)) and S20 (c), f)) for the same relative film thickness δ = 0.045.

cases the maximum spreading diameter and the maximum corona diameter vary dependent on the viscosity of the
drop. Similar to a high viscous wall film a high viscous drop does not change its shape too much. In contrast a less
viscous drop extends into the wall film.
In order to determine the effect of a high viscosity liquid on the process of spreading the dimensionless maximum
spreading diameter Dmax/D0 and the dimensionless maximum spreading time τ are evaluated. The dimensionless
maximum spreading time τ is defined below in Eq.1,

τ = tmax
u0

d0
Re

−1/5
d (1)

with the impact velocity u0, the initial drop diameter d0 and the Reynolds number of the drop

Red =
u0d0
νd

(2)

The indices d and f represent drop and film, respectively.
u0

d0
Re−1/5 is the typical time of expansion of the

boundary in the drop [9].
In Fig. 5a) the dimensionless maximum spreading time τ is shown as a function of the relative film thickness δ and
the viscosity ratio ν0. For a range of viscosities the value of τ is near to unity. Therefore the time of drop deformation
is determined by the expansion of the boundary layer. It can be seen that with increasing viscosity of the drop
impacting drop onto different high viscous liquids the dimensionless time τ decreases respectively its dependence
on δν1/60 . However, the dependency of τ on δ is higher than the dependency on ν0 what is expressed by δν1/60 . The
dependency of the dimensionless time tmaxu0/d0 as a function of the Reynolds number of the drop on the viscosity
of the drop in the case of glass as impact substrate is shown in Fig. 5b). In the transition region of low and high
viscous liquids expressed by the Reynolds number a jump can be seen. For Red < 20 the dimensionless spreading
time is not dependent on Red anymore. The gap of the transition region seems to occur due to the characteristic of
the low viscous and high viscous liquids to move very fast and accordingly to stop its motion very fast what leads to
comparable dimensionless spreading times in the case of glass as impact substrate.
The effect of the viscosity of the wall film on the dimensionless maximum spreading diameter is shown in Fig. 6a). A
clear correlation between Dmax/d0 and Red can be seen for the different impact substrates. Furthermore all results
are rather in line with each other. This shows that the drop impact onto a high viscous wall film can be compared
to the drop impact onto a glass substrate. The experimental results are compared with a model of the maximum
spreading diameter by Roisman [9] and is valid for high Reynolds numbers.

Dmax ≈ 0.87Re1/5 − 0.4Re2/5We1/2. (3)

The theoretical Dmax matches the experimental data rather well. For Re ≥ 0 the theoretical Dmax and the experi-
mental Dmax/d0 differ from each other.
If the fluid of the wall film is less viscous, but the fluid of the drop is high viscous, a corona is evolved. The maximum
corona diameter Dcr,max is in this connection highly dependent on the viscosity of the drop as it can be seen in
Fig. 6b). Since all results are rather in line with each other the viscosity of the wall film does not seem to influence
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(a) (b)

Figure 5. a) τ defined in Eq. (1) as a function of the relative film thickness δ and the viscosity ratio ν0 and of b) the dimensionless
spreading time tmaxu0/d0 as a function of the Reynolds number of the drop Red for a drop impacting onto glass.

(a) (b)

Figure 6. a) Dimensionless maximum spreading diameter as a function of the Reynolds number of the drop Red and b)
Dimensionless maximum corona diameter as a function of the Reynolds number of the drop Red for the relative film thickness

δ = 0.045mm.

Dcr,max significantly. Solely the impact outcome itself, corona or corona splash, is influenced by the viscosity of the
wall film as shown in Fig. 4. A high viscous drop does not tend to spread after the drop impact what can already be
seen in Fig. 3 in the case of deposition. Due to its contour accuracy which comes from the high viscosity the drop
only pushes the liquid of the wall film aside but does not extend itself. Due to the kinetic energy resulting from the
impact the shape of the corona is determined by the film liquid which is pushed aside while the drop nearly keeps
its initial form. Therefore the maximum corona diameter decreases with decreasing Reynolds number.
If splashing occurs, it is desirable to define a splashing threshold. The dimensionless K number has been introduced
in order to define a critical value to determine the splashing threshold in the case of a one component system [13]
as

K = WeRe1/2 (4)

with the Weber number

We =
u2
0d0ρ

σ
(5)

with the density ρ and the surface tension σ and the Reynolds number as described in Eq.2.
If the liquids of droplet and wall film are different, the modified K∗ number is used as introduced in [15] since both
fluid properties influence the impact outcome. The modified K∗ number is defined as

K∗ =
d3/2ρu5/2

√
ν̄σ

(6)
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with

ν̄ =
ν
3/2
f + ν

3/2
d

ν
1/2
f + ν

1/2
d

, (7)

σ̄ =
σf + σd

2
(8)

and

ρ̄ =
ρf + ρd

2
. (9)

The effective viscosity is estimated on the assumption that the average film thickness in the corona is scaled by the

Figure 7. Impact outcome illustrated by the K∗ number as function of the viscosity ratio ν0.

(a) (b)

Figure 8. The modified K∗ number as a function of the viscosity ratio ν0 compared to the results from Kittel [15] for the film
thickness a) h = 0.1 mm and b) h = 0.25 mm.

thickness of the viscous boundary layer
√
νt. The average viscosity in the composed film of both liquids is estimated

as the film thickness average.
In Fig. 7 the K∗ number is shown as a function of the viscosity ratio ν0 for the film thicknesses used in this study. A
clear splashing/corona limit can be seen. More experimental data is needed to sharpen the corona/deposition limit,
a fist tendency can be seen so far. A transition of splashing to corona and finally to deposition can be seen. The in
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this study observed phenomena,deposition, corona and corona splash, can be differentiated using the modified K∗

number as a first approximation. It has to be noted that more experimental data is needed.
In Fig. 8 the results relating to the film thickness h = 0.1 mm in a) and h = 0.25 mm in b) are compared to the
results of Kittel et al. [15]. The results of this study for both film thicknesses fit the data of Kittel et al. [15] very
well. The correlation between the modified K∗ number and the viscosity ratio ν0 seems to work for numerous liquid
combinations, like low viscous - low viscous or low viscous - high viscous.

Conclusions
In this study the effect of a high viscous drop impacting onto a wetted wall on the impact outcome is investigated.
The viscosity of the drop and wall film are varied up to 100,000 mm2/s as well as the relative film thickness. The
dependency of the maximum spreading diameter in the case of deposition and maximum corona diameter in the
case of corona on the Reynolds number is shown. The viscosity of the wall film only influence the impact outcome
itself, but the viscosity of the drop determine maximum spreading diameter and maximum corona diameter. In the
case of a high viscous drop impacting onto a high viscous wall film the outcome is comparable to the impact on glass
except for its final resting shape. The dimensionless maximum spreading time τ has been introduced to determine
the effect of the viscosity of the drop. In the case of a high viscous drop impacting onto a less viscous wall film
the maximum corona diameter decreases with increasing drop viscosity. To determine the splashing threshold the
modified K∗ number as a function of the viscosity ratio shows a good correlation.
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Nomenclature
d drop diameter [m]
δ relative film thickness [-]
Dmax maximum spreading diameter [m]
Dcr,max maximum corona diameter [m]
h film thickness [m]
u impact velocity [m/s]
tmax maximum spreading time [s]
ν kinematic viscosity [m2/s]
ν0 viscosity ratio [-]
σ surface tension [N/m]
ρ density [kg/m3]
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Abstract
We investigate the collision of a continuous liquid jet with a regular stream of immiscible droplets. The immiscible
liquids, namely silicon oil for the continuous jet and an aqueous glycerol solution for the drop stream, are selected to
enable the total wetting of the drops by the jet liquid. Four different regimes are experimentally identified: drops in jet,
encapsulation without satellites, encapsulation with satellites from the jet liquid and mixed fragmentation. The drops
in jet regime, potentially of great interest for new applications, corresponds to a regular stream of drops embedded
in a continuous jet and is described and reported for the first time. Using well known aspects of drop collision and
jet stability, we propose to model the transition between the drops in jet regime and the others. Two dimensionless
parameters are derived from this analysis which are thus used to produce a simple regime map where the drops in
jet regime can be well distinguished from the other outcomes.

Keywords
drops, jet, breakup/fragmentation, collisions, capillary flows

Introduction
Interactions and stability of fluid systems with free surfaces have been of scientific interest since more than a century
due to their importance for processes in nature and industry. Collisions between drops have been widely studied,
involving, for example, two identical drops [1], two drops of immiscible liquids [2], or even three drops that come
simultaneously into contact [3]. Liquid jets and ligaments, which may among others originate from drop collisions and
impacts, have also been deeply investigated [4, 5]. Their fragmentation, as well as the collisions between two jets [6],
have been in focus since they may result in the production of drops which must be occasionally avoided or enhanced
and controlled for processes such as fiber production, atomization, printing, etc.
In the present study, the collisions of a drop stream with a continuous jet consisting of different immiscible liquids
are experimentally investigated. Special interest is given to the possibility to incorporate a regular drop stream
into a continuous liquid jet without causing its fragmentation. Such a structure may lead to promising applications,
especially in the field of encapsulation. We refer to it as the drops in jet regime and focus on its limit of stability.
In the following section we present our materials and methods, including the experimental setup. Our results are
presented thereafter. The observed regimes are described, and we propose an analysis to model the transition
between the drops in jet regime and the others. The paper ends with the conclusions.

Materials and methods
The jet and the drops (as well as the associated liquids) are designated by the subscripts j and d, respectively.
The full description of the collisions requires knowing the fluid properties of the immiscible liquids, as well as some
geometric and kinetic parameters.

Immiscible liquids
We use an aqueous glycerol solution (50% glycerol by weight) for the drop stream and a silicon oil of low viscosity for
the jet (silicon oil M5, from Carl Roth, Austria). The aqueous glycerol solution is colored with food dye to distinguish it
from the silicon oil on the images.
The relevant physical properties of these liquids, density ρ, dynamic viscosity µ and the surface tension σ are listed
in table 1. The interfacial tension between them, denoted σdj , is equal to 35 mN/m. Note that, due to the relative
values of the surface and interfacial tensions, the total wetting of the drops by the jet liquid is ensured.

Table 1. Physical properties of the used liquids at 23± 2 ◦C. The glycerol content is given in mass percent.

Liquid Density Dynamic visocity Surface tension
ρ [kg/m3] µ [mPa s] σ [mN/m]

Glycerol 50% (G50) 1131.3 5.24 66.53
Silicon oil m5 (SO M5) 913.4 4.57 19.50
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Experimental setup
To produce controlled collisions between the continuous jet and the monodisperse droplet stream, the experimental
setup of figure 1 is used. It consists of two independent pressurized tanks which supply the immiscible liquids (G50
and SO M5) allowing for independent flow rate adjustment. Two nozzles with variable orifice diameter produce liquid
jets that can be disturbed at an adjustable frequency via a piezo electric crystal to make use of the Plateau-Rayleigh
instability and produce regular droplet streams [7]. Thus, in this work, one nozzle is connected to a signal generator
to provide a regular droplet stream, while the other one is used unconnected to supply a continuous liquid jet.
The typical frequency of drop formation f is in the order of 10 kHz. The jet and drop diameters are not necessarily
identical and range between 100µm and 300µm. Both nozzles are mounted on micro-stages to allow fine translational
and rotational adjustment of the liquid trajectories. The collisions are illuminated by stroboscopic lighting with the
help of an LED lamp. Pictures are taken with a PCO Sensicam video camera. The typical resolution of our imaging
system is in the order of 2µm/px.

nozzles

pressurized tanks

(1) (2)

camera illumination

S TTL

signal generator

~x∗

~y∗~z∗

Figure 1. Experimental setup for collisions of a droplet stream with a continuous and immiscible liquid jet.

Kinetic and geometric parameters
The geometric and kinetic parameters of the studied collisions are illustrated in figure 2. In the laboratory reference
frame (~x∗, ~y∗, ~z∗), the jet (diameter Dj) and the drops (diameter Dd) have the velocities ~uj and ~ud, respectively. In
the reference frame moving with the jet (~x, ~y, ~z), the velocities ~uj and ~ud can be replaced by the relative velocity ~U ,
which is collinear with ~y. lj and ld are the spatial periods, where ld can be tuned varying the flow rate of the stream
and the frequency of drop production f . The spatial period of the jet can then by calculated by

lj = ld
uj

ud
. (1)

The impact parameter p, see the right hand side of figure 2, is defined as the distance separating the droplet center
of mass and the one of the corresponding volume for the jet (length lj) perpendicular to their relative direction of
movement. For the present study, only head-on collisions (p = 0) are considered. Practically, the position p = 0
can be found by observing the evolution of the collision outcome during the translation of one of the nozzles along
~z∗. Detecting the position where this evolution reverses accurately provides p = 0. Furthermore, the collisions are
symmetric with respect to ~x∗ (α is bisected by ~x∗).
Dj , Dd, ld and all the relevant angles (see figure 2) are obtained by image analysis using the public domain software
ImageJ [8]. The velocity of the drops is given by ud = ld f . The velocity of the jet uj is deduced from continuity,

lj

ld

Dj Dd

~ud
~uj

~U

βj

βd

α

~x∗

~y∗~z∗

Dd

Dj

~U/2

~U/2

p

~x ~y

~z

~x

~y~z

Figure 2. Geometric and kinetic parameters of the collision. (~x∗, ~y∗, ~z∗) represents the laboratory reference frame and (~x, ~y, ~z)

the reference frame moving with the jet, where ~y is collinear with the relative velocity ~U .
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measuring the flow rate of the jet and its diameter. The relative velocity ~U yields

~U = ~uj − ~ud (2)

and can be modified by varying uj , ud or α.

Results and Discussion
Regimes
We identified four different outcomes for the collision of a droplet stream with an immiscible continuous jet. These
regimes are described below with the help of collision photographs. In all photographs (figures 3-6), the droplets and
the jet move from left to right. An (almost) horizontal white breaking line in a picture indicates that separate pictures
were needed to capture the full process.

• Drops in jet

The drops in jet regime (see figure 3) exhibits a regular stream of droplets embedded in an immiscible liquid jet
which does not fragment. In figure 3a, the jet and drops have the same diameter of approximately 200µm. The
two velocities (ud = 6.48m/s, uj = 3.43m/s) represent similar momentum fluxes in the laboratory reference
frame, as it can be seen downstream from the direction of movement of the resulting stream. In figure 3b, the
jet momentum flux (measured in the laboratory reference frame) is greater than the one of the droplet stream.
As a result, the direction of the resulting drops in jet structure is almost similar to the one of the jet alone before
the collision. In both cases, the regularity of the drop spacing is preserved, although its actual value may be
modified by the collision. This effect originates from the relative orientation of the jet and drop velocities, and a
geometric analysis leads to a drop spacing after encapsulation equal to lj = ld sin(βd)/ sin(βj) = ld uj/ud.

(a)

(b)

Figure 3. Regime drops in jet : (a), Dd = 202 µm, Dj = 200 µm, ud = 6.48m/s, uj = 3.43m/s, U = 3.56m/s; (b), Dd = 192 µm,
Dj = 300 µm, ud = 5.55m/s, uj = 4.92m/s, U = 2.30m/s.

• Encapsulation without satellites

In figure 4, two examples of encapsulation without satellites can be seen. The drops of the stream are
embedded by an immiscible shell made of the liquid from the fragmented jet. The resulting structure is a stream
of individual spherical capsules in the surrounding air. No satellites are formed, and each drop initially present
in the drop stream gives rise to a unique capsule. Thus, the shell volume corresponds to the volume of a
cylinder of diameter Dj and length lj . The resulting stream of capsules is very regular, showing a spacing
potentially different from the initial drop spacing. Here again, the spacing modification originates from the

(a)

(b)

Figure 4. Regime encapsulation without satellites: (a), Dd = 227 µm, Dj = 200 µm, ud = 6.56m/s, uj = 3.43m/s,
U = 3.80m/s; (b), Dd = 238 µm, Dj = 300 µm, ud = 8.09m/s, uj = 4.93m/s, U = 4.60m/s.
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relative orientation of the jet and drop velocities. As for the drops in jet regime, the relative importance of the
initial jet and initial drop stream momentum fluxes is visible in the orientation of the final structure, balanced for
picture (a) and dominated by the jet for picture (b).

• Encapsulation with pure oil satellites

Two illustrations of the encapsulation with pure oil satellites regime are reproduced in figure 5. The drops
cross over the jet which fragments. Its liquid is distributed between the shell of spherical capsules and satellite
droplets. The spherical capsules form a regular stream. The core of each capsule has the volume of one drop
initially present in the drop stream, while its immiscible shell has a volume corresponding to a portion of the
volume of a cylinder of diameter Dj and length lj . The excess of jet liquid forms a regular stream of satellite
drops.

(a)

(b)

Figure 5. Regime encapsulation with pure oil satellites: (a), Dd = 210 µm, Dj = 100 µm, ud = 7.60m/s, uj = 6.03m/s,
U = 3.58m/s; (b), Dd = 229 µm, Dj = 200 µm, ud = 6.75m/s, uj = 4.98m/s, U = 2.89m/s.

• Multiple or mixed fragmentation

In figure 6, the last identified regime, multiple or mixed fragmentation, can be observed. This regime typically
occurs at large relative velocities, which can be seen by the large deformations of the jet and drops upon
impact. In contrast to all the other regimes, not only the jet fragments, but also the drops initially present in the

(a)

(b)

Figure 6. Regime multiple or mixed fragmentation: (a), Dd = 223 µm, Dj = 200 µm, ud = 6.60m/s, uj = 7.22m/s,
U = 7.12m/s; (b), Dd = 236 µm, Dj = 300 µm, ud = 8.08m/s, uj = 4.93m/s, U = 6.23m/s.
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stream. As a result, a structure is formed exhibiting several droplets containing both liquids. Oil satellites may
also be formed (see figure 6a), but not necessarily (see figure 6b).

Regime map and boundaries of the drops in jet regime
In view of using the drops in jet regime for new applications such as the production of advanced fibers, it is required
to describe the conditions of its occurrence. Since the full description of such collisions involves 13 independent
parameters, we aim to focus on the most critical contributions and propose an analysis based on our experimental
observations, studies of immiscible drop collisions, and knowledge about jet stability. Thus, two different fragmentation
mechanisms of the continuous jet can be identified.
First, the jet fragmentation can be driven by inertia, as also observed for immiscible drop collisions. More precisely,
this may occur if the kinetic energy of the impacting drops is too high by comparison to surface energy and viscous
losses opposing jet distortion. In this case, it is expected that the drops simply cross over the jet - similarly to the
crossing separation observed for immiscible drop collisions [2] - and fragment it. Based on this picture, and neglecting
for simplicity the viscous losses, a first dimensionless parameter can be proposed that should help distinguishing
the drops in jet regime from the others. The impacting drop kinetic energy can be estimated by ρdDd

3U2, while
the surface energy opposing the crossing of the jet scales as σjDj lj . The ratio of these two quantities provides
a modified Weber number defined by We∗ = ρd(Dd

3/Dj lj)U
2/σj . Using this parameter as the abscissa of the

two-dimensional regime map of figure 7, we observe a good representation of the experimental results. The threshold
value of We∗ is found to be approximately 240. Above this value, no drops in jet can be observed any more. Instead,
mixed fragmentation becomes dominating in agreement with an inertial regime.
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Figure 7. Two-dimensional regime map. Using lj/Dj and We∗ allows to describe the boundaries of the drops in jet regime.

A second mechanism of fragmentation can be observed which corresponds to a Plateau-Rayleigh like instability
where the continuous jet is destabilized by the periodic disturbances caused by the impacting drops. For jets of one
liquid only, it is well known that the disturbances are unstable as soon as their wavelength λ reaches the critical value
of πDj [9]. The Rayleigh criterion is often formulated as λ/Dj ≥ π. By extension, it appears relevant for the studied
collisions to consider the ratio between the drop spacing after contact with the jet and the jet diameter. By definition,
the drop spacing after contact with the jet corresponds to lj , the spacial period of the jet. It yields lj/Dj ≥ π.
The use of lj/Dj as the ordinate variable of the two-dimensional regime map of figure 7 confirms that lj/Dj is a
critical parameter for the occurrence of drops in jet. Yet, the threshold value is found to be approximately 2, 50%
below the expected value of π, and seems to slightly decrease with the modified Weber number. This discrepancy
can be explained by observing the typical pictures of figure 8. The pictures of figure 8 correspond to low We∗ and
have been chosen to illustrate collisions where lj/Dj < 2; 2 < lj/Dj < π and lj/Dj > π. While theoretically both
collisions with lj/Dj < π should lead to drops in jet, only the one with lj/Dj < 2 does. We attribute this shift to the
distortion of the jet subjected to the drop impacts. More precisely, the jet portion located between two impacting
drops tends to be elongated by the relative movements of the drops and the jet whose relative momentum, normal to
the final drops in jet trajectory, is not yet fully dissipated. From We∗ definition, we expect that the greater We∗ is, the
longer and thinner this cylindrical portion becomes. Thus, the underestimation of its aspect ratio when using lj/Dj ,
e.g. the undistorted dimensions, increases with increasing We∗.
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(a)

(b)

(c)

Figure 8. (a) Dd = 216 µm, Dj = 300 µm, ud = 5.55m/s, uj = 4.92m/s, U = 2.73m/s yielding lj/Dj = 1.99 and We∗ = 24;
(b) Dd = 202 µm, Dj = 200 µm, ud = 6.73m/s, uj = 4.90m/s, U = 3.15m/s yielding lj/Dj = 2.80 and We∗ = 34 and

(c) Dd = 225 µm, Dj = 200 µm, ud = 6.67m/s, uj = 7.21m/s, U = 2.77m/s yielding lj/Dj = 4.04 and We∗ = 29.

Conclusions
By colliding a drop stream with a continuous immiscible liquid jet we generate different kinds of liquid structures.
These structures have been classified in 4 distinct regimes: drops in jet for which both initial structures combine
without any fragmentation; two regimes of encapsulation, both leading to the coating of the initial drops by a liquid
shell originating from the jet. The regimes can be distinguished by the formation (or not) of satellites and referred to
as encapsulation with and without oil satellites. Finally, mixed fragmentation occurs, where both the drops and the jet
fragment into several droplets of various compositions. To our knowledge, it is the first time that the formation of the
very regular drops in jet structure is reported. Two critical dimensionless parameters, corresponding to two distinct
fragmentation mechanisms, have been proposed to describe the transitions between this regime and others. On
the one hand, we identified a Plateau-Rayleigh like instability that results in the disappearance of the drops in jet
structure if lj/Dj reaches a critical value of approximately 2. On the other hand, the fragmentation of the jet may
also originate from an excess of kinetic energy. In this case, capillary forces are insufficient to keep the drops in the
jet, and the drops fragment it by crossing over it. We derived a modified Weber number We∗ and verified that above
a threshold value of approximately 240, no drops in jet structure can be obtained.

Nomenclature
D diameter [m]
l spatial period length [m]
f frequency of drop formation [Hz]
p impact parameter [m]
~u, u velocity [m/s]
~U,U relative velocity [m/s]
We∗ modified Weber number
~x, ~y, ~z frame of reference [m]
α angle between jet and drop velocity vector [rad]
β angle between relative velocity vector and velocity vector [rad]
λ wavelength [m]
µ dynamic viscosity [Pa s]
ρ density [kg/m3]
σ surface or interfacial tension [N/m]
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Subscripts
d drop
j jet
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Abstract
Single drop impacts on thin liquid layers are of particular interest because of the ejection of secondary droplets, the
so-called splashing. Only a few studies handle the deposition/splashing limit for two-component interaction, where
the liquid properties of the impacting drop and wall film differ significantly.
This study aims at identifying a unified approach for one- and two-component interactions to determine the deposi-
tion/splashing limit. Therefore, a large database of both interactions is considered, which includes data from litera-
ture for one-component interactions plus the following binary combinations: hyspin-hexadecane, diesel-hexadecane
and diesel-motor oil. Furthermore, a systematic study of two-component interactions with several silicon oils and
hexadecane is performed. To map the outcomes, the Ohnesorge number Oh and the Reynolds number Re calcu-
lated with arithmetically averaged fluid properties between droplet and wall film fluid are chosen. The dimensions-
less film thickness δ is added to form a 3D plot, where one- and two-component experiments are combined.
Existing correlations from the literature are revised regarding both interactions and their consistency is checked.
The investigated range of high viscosity fluids allow us to propose an improvement of the correlation for high Oh.
Our results show that the arithmetically averaged fluid properties lead to a good repartition of both one- and two-
components interactions toward the deposition/splashing limit. They also corroborate the previous findings that an
increase of δ inhibits splashing but its influence is decreasing with increasing Oh.

Keywords
droplet impact, thin film, two-components interaction, splashing treshold.

Introduction
Single drop impact on a thin liquid layer (i.e. wall film) covers a wide range of industrial applications like coating,
printing, cooling or combustion. They are of particular interest since they lead to the ejection of secondary droplets,
the so-called splashing.The investigations concerning the droplet impact on wetted walls show that for a given
Reynolds number (Re), Ohnesorge number (Oh) and dimensionsless wall film thickness (δ, film thickness h over
droplet diameter D), the outcome of one-component droplet impact can be determined. Roughness of the wall can
be neglected in the case of 0.1 ≤ δ ≤ 1 [9], when it is completely embedded in the liquid wall film. However, drop-film
interactions are affected by the use of different fluids for the droplet and the liquid film. Very little is known for this
two-component interaction: the available database is still sparse and therefore the validity of proposed correlations
for the deposition/splashing limit cannot be yet generalized to any type of fluid combinations.
In this study, we consider a droplet impact of Newtonian fluids onto a wetted, cold, horizontal, solid surface. In the
following, the denomination fluid1/fluid2 means that a fluid1 droplet impacts onto a fluid2 wall film and fluid1-fluid2
that both permutations were performed.
This study focuses on the deposition/splashing limit by incorporating both one- and two-component interactions into
a single correlation. For this purpose, different existing correlations will be considered.
Many studies were performed for the deposition/splashing limit of one-component interaction such as Yarin and
Weiss [7], Cossali et al. [2], Coghe et al. [8], Marengo and Tropea [9], Wang and Chen [11], Rioboo et al. [10],
Vander Wal et al. [1] just to name a few.
The latter [1] encompasses a study on one-component interaction of twelve different fluids (ranging from alkanes
to alcohols and including mixtures of glycerol-water). The dimensionsless parameters chosen to map the impacts
outcome were Oh and Re. The ranges of investigation were approximately [0.0026; 0.017] and [800; 14,000] for Oh
and Re, respectively. The dimensionsless film thickness was kept constant and equal to 0.1 (obtained from the data
D = 2mm and h = 0.2mm). This restricts the validity of this correlation to δ = 0.1. The best fit of the data was found
to be:

Oh Re1.17 = 63 (only valid for δ = 0.1). (1)

Another well-known correlation is the one of Cossali et al. [2] that emphasizes the influence of the dimensions-
less film thickness δ and of the dimensionsless roughness Rnd = Ra/D on the onset of splashing. This correla-
tion was obtained from experimental results with a mixture of water and glycerol, offering a quite wide predictive
range. The traditional non-dimensionless numbers (based on single fluid properties) were We ∈ [200; 1600], Oh ∈

[0.0022; 0.141] and δ ∈ [0.08; 1.2]. The empirical correlation is based on the so-called impact factor K =We Oh−0.4

inspired from a model on dry surfaces from Stow and Stainer [6]. In the case of thin film (δ ≫ Rnd, to distinguish
from very thin film), the influence of roughness can be neglected and the correlation for one-component interaction
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Figure 1. Classification of droplet impact outcomes: deposition (left), transition (middle) and splashing (right).

was found to be:

We Oh−0.4 = 2100 + 5880 δ1.44 (2)

In [2], the splashing was defined as the formation of secondary droplets which has to be distinguished from deposi-
tion without secondary droplets. Cossali et al. [2] observed different outcomes for the same impact conditions near
the deposition/splashing limit and so defined an upper and lower value of the critical K. Recently, Geppert et al.
[3] introduced a regime, where a mixed impact behavior occurs. The latter could neither be distinctly assigned to
splashing nor deposition, and was therefore classified as transition. In this study, we will also consider this transition
state as a distinct outcome. The mapping is split into three regions, whose characteristic outcomes are depicted in
Figure 1. On the right side, the splashing with the formation of liquid fingers along the upper lamella rim and the
ejection of secondary droplets is depicted. On the left side, the deposition, where the crown originates from the wall
film and then descends back to it without generating secondary droplets is shown. In between, the transition zone
can be seen, where the crown is formed, secondary droplets are formed but not ejected and coalesce with the wall
film.

Geppert et al. [3] also worked on a unified approach of the splashing/deposition limit for one- and two-component
interaction. Their empirical correlation was based on the impact factor K and δ, similarly to Cossali et al. [2]. In
[4], the authors noticed a major influence of the wall film fluid properties on the impact outcomes for two-component
interaction (permutations of hyspin and hexadecane), that led to a different definition of the traditional dimensions-
less parameters. They calculated the Ohnesorge number Ohv with arithmetical averaged viscosities. The Weber
number instead, was based on droplet properties since the kinetic energy is provided by the impacting drop and the
surface tension of the two fluids did not differ significantly from each other. The resulting correlations for one- and
two-component interactions were given as follow:

We0.625 Oh−0.25v = 114 + 145 δ1.2 (3)

We0.625 Oh−0.25v = 114 + 163 δ1.2 (4)

The equations (3) and (4) are based on the hexadecane/hexadecane and hyspin-hexadecane interactions, respec-
tively. This correlations are close to each other, and also close to the previous correlation of Cossali et al. [2].
Another study using even more averaged properties for two-component interaction was performed by Kittel et al. [5].
Based on experiments with silicon oils and water, they found that the conventional impact factorK is not accurate for
two-component interaction, because the wall film properties are not taken into account. They proposed a modified
impact factor K∗

= Re0.5v−BL Weσ, where v −BL and σ indicate averaged viscosities based on the boundary layer
theory and arithmetical averaged surface tensions, respectively. Plotting K∗ as a function of viscosity ratio between
wall film and droplet fluids, Kittel et al. [5] reported that a tendency of splashing treshold can be seen, unlike the
conventional impact factor K. This shows that both properties of the droplet and the wall film have to be taken into
account. In this study, all properties (viscosities, surface tensions and densities) will be arithmetically averaged,
leading to the following dimensionsless parameters:

Weave =
(ρf + ρd) V

2 D

σf + σd
, Ohave =

νf + νd
2

√

ρf + ρd
D (σf + σd)

, Reave =
2 V ⋅D

νf + νd
(5)

with the density ρ, the kinematic viscosity ν, the surface tension σ, the impact velocity V and the droplet diameter D.
The subscripts f and d denote film and droplet. The arithmetical average allows to take both, droplet and film fluids,
into account for two-component interactions, and has no influence in case of one-component interaction. Therefore,
it allows the use of the previous correlations from the literature.
The purpose of this study is to propose an unified approach for the correlation of the deposition/splashing limit for
one- as well as two-component interactions. This can be attained with the use of arithmetically averaged parameters
in the conventional dimensionsless numbers. The governing parameters will be put together to offer an overall view
of their influence. The existing correlations are put into perspective and their consistency will be checked. To
achieve these goals, a large database is needed. Therefore, a systematic study of two-component interactions
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was performed by including variations in viscosities, surface tensions and densities. Specifically, we permutated
several silicon oils and hexadecane for the droplet and wall film liquids. Furthermore, a large database of one- and
two-component interactions from [1, 2, 3] is combined with the performed experimental results.

Material and methods
Material
The experimental setup used in this work is the same as the one used by Geppert et al. [4]. It consists of three
main systems: the dropper, the impingement area and a two-perspectives shadowgraphy imaging system.
The droplets are generated with a pump, which delivers the fluid from the reservoir to a needle having a fixed
diameter of 0.8mm. The flow rate is low enough to make the droplet drip off by gravity and then take advantage of
the gravitational acceleration. The impact velocity is adjusted with the height of the needle.
During its fall, the droplet is passing through a laser light barrier that triggers the high-speed camera (Photron
Fastcam SA1.1). The imaging system allows the simultaneous recording of a frontal and lateral view making the
observation of non-axisymmetric features during the impact possible. The target zone is constantly back-lighted by
two photodiodes. The images are then redirected by a set of mirrors and both light paths are focused by a prime
lens on the camera sensor (896 × 320 pixels). The frame rate of the camera and the shutter speed were set to
20,000 fps and 1/92,000 s, respectively. The magnification of the optical set is 1 ∶ 4 to allow the observation of the
entire impact area.
The impact area consists of a smooth sapphire glass plate on which a thin metallic ring (diameter 60 mm, height
0.6 mm) is glued. The inner region of the ring is filled with the wall film fluid till the desired thickness is reached.
The measurement of the wall film thickness is realized with a commercial device (Micro-Epsilon – Model, IFC2451
controller and IFS2405-3 sensor) using the confocal chromatic imaging (CCI) technique, a non-intrusive distance
measurement method. This method uses the difference in refractive index between the wall film fluid and the plate
analyzing the spectral distribution of the reflected light. More details about the experimental setup can be found in
[3].

Method
A systematic study of two-component interaction is carried out where the properties of the test liquids was varied.
Specifically, we interchanged silicon oils with different viscosities and hexadecane for the droplet and wall film liquid,
respectively. Fluid properties are listed in table 1. The viscosity is doubled each time for B5, B10 and B20.

Table 1. Fluid properties at ambient temperature and pressure.

density [kg ⋅m−3] surface tension [10−3N ⋅m−1] viscosity [10−6m2
⋅ s−1]

Hexadecane 773 27.5 4.46
B3 900 18.0 3.0
B5 920 19.2 5.0

B10 945 20.2 10.0
B20 955 20.6 20.0

The wall film thickness was adjusted to systematically achieve a dimensionsless film thickness of approximately
δ = 0.11, depending on the droplet diameter. The droplet diameter is related to the constant needle diameter and
the fluid properties. The averaged droplet diameters are roughly 1.9mm for silicon oils and 2.4mm for hexadecane.
The free fall height was equal to 1.28 m and 0.87 m, resulting in an impact velocity of approximately 4.3 m/s and
3.6 m/s, respectively. For each test condition, a set of at least three experiments was performed, ensuring repro-
ducibility and reducing measurement errors. The experimental procedure was carried out as follow: the dropper
was installed for a specific droplet fluid. A series of experiments was performed with another fluid as wall film.
Before each experiment, the pool was cleaned with ethanol and refilled. The wall film fluid was progressively added
to the pool depending on the measured wall film thickness. The thickness was measured after a specific delay time
to ensure the film liquid at rest and averaged over 10,000 values.
After all fluids were tested as wall film, the entire dropper (pipes and needle) was replaced for the next droplet fluid.
The experimental uncertainties for this experimental setup are detailed in [3]. The measurement of droplet diameter
and impact velocities are performed with an in house MATLAB routine from consecutive images just before impact.
The measurement accuracy for the droplet diameter and the impact velocity is in the range of 2,1% and 2%, re-
spectively. The error related to the measurement of the film thickness is less than 1% (which is also reported in
Geppert et al. [3]). The classification of the outcomes (splashing, transition or deposition) was judged visually for
each experiment.
To enlarge the database, other experimental results from Geppert et al. [4, 3] were added, performed on the same
experimental setup for the interactions hexadecane/hexadecane and hyspin-hexadecane. In addition, previous
unpublished experimental results were also added for the interactions hyspin/hyspin, diesel/diesel, diesel/Castrol
5W-30 and diesel/hexadecane. Fluid properties are listed in Table 2. The investigations with these additional
combinations were performed for a wide range of film thicknesses and Weber number.
Overall, the entire database from this experimental setup was given by: Reave ∈ [98; 3654];Ohave ∈ [0.012; 0.283];
δ ∈ [0.03; 0.55] and contains more than 2000 experiments.
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Table 2. Additional fluid properties at ambient temperature and pressure.

density [kg ⋅m−3] surface tension [10−3N ⋅m−1] viscosity [10−6m2
⋅ s−1]

Hyspin 878 28.7 18.0
Diesel 827 28.0 4.0

Castrol 5W-30 846 31.0 156.2

Figure 2. Common mapping of the investigated range of one- and two-components interactions (green and purple symbols,
respectively) in (Ohave, Reave, δ) from the referenced sources.

Results and discussion
To map the different outcomes, we follow the approach of Vander Wal et al. and use arithmetically averaged
properties, meaning thatOhave andReave are chosen as defined in equation 5. Using the third governing parameter
δ, a 3D plot containing the entire database is created and shown in Figure 2.
Each point represents one experiment from the considered authors, putting the investigated ranges for one- and
two-component interactions into perspective (green and purples symbols, respectively). The dots and circles are the
experiments from [3], where each array corresponds to a detailed investigation for a given combination. Similarly,
the data from Cossali et al. [2] are plotted with green crosses. The data from Vander Wal et al. [1] varying the fluid
properties are distributed along δ = 0.1 in green plus signs. Finally, the sets of two-component experiments of this
work are drawn in purple triangles, completing the investigated range of [1] and filling the gaps between the steps
experiments of [3].
Several slices in Figure 2 will be considered to enhance the influence of each parameter separatly and compare
correlations. In the following figures, each symbol represents a particular fluid combination, as summarized in Table
3. The red symbols belong to the splashing state, the blue ones to deposition and the green ones were classified to
be in the transition state, as defined in the introduction.
The chosen reference correlations are the ones of Vander Wal et al. [1] and Cossali et al. [2], expressed in
equations (1) and (2), respectively. Given that Oh, Re and We are linked by Oh =

√

We/Re, these correlations are
equivalent and can be compared.

First, we focus on the slice δ = 0.1 where the Vander Wal correlation [1] is valid. We consider the range δ ∈ [0.1; 0.12],
which contains the series of two-component experiments of silicon oils and hexadecane. The slice is shown in Figure
3 with the legend reference given in Table 3.
The yellow dashed line represents the correlation of Vander Wal et al. [1]. It gives a good trend for the deposi-
tion/splashing limit, but seems to lie below what could be seen as the best fit. This is particularly the case for
Re smaller than 1000, which also corresponds to the lower limit of the investigated range by Vander Wal et al. [1]
(roughlyRe ∈ [800; 14,000]). In fact, the correlation fits well for higherRe. The purple dashed line corresponds to the
correlation of Cossali et al. [2] adapted to the formalism of Vander Wal et al. [1]. Both correlations show high con-
sistency with each other. Similarly, the correlation of Geppert et al. [3] based on the interaction hyspin/hexadecane
- equation (4) with averaged viscosities only - is drawn as dashed cyan line in Figure 3. Both are very close together,
as shown in [3], highlighting the similarity of their approaches.
All these correlations show the same asymptotical behaviour at high Re but differ for Re < 1000. In fact, the different
exponents on Re in the correlations change the curvature for a similar asymptotical behaviour. A higher exponent
(e.g. Cossali vs Vander Wal) leads to an increase of the deposition/splashing limit.
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Table 3. Legend of fluid combinations and droplet impact outcomes for Figures 3, 4, 6.

Symbol

Hyspin-Hexadecane ○

Hexadecane/Hexadecane ×

Hyspin/Hyspin ⋆

Diesel/Castrol 5W30 ⋅

Diesel/Diesel ◻

Diesel/Hexadecane ◇

Oil-Oil △

Oil-Hexadecane ▽

Cossali et al. experiments +

Vander Wal et al. experiments ☆

blue deposition
green transition
red splashing

Figure 3. Mapping of droplet impact outcomes for δ = 0.1 on a logarithmic scale. Comparison of the correlations of Vander Wal et
al. [1] (yellow dashed line), Cossali et al. [2] (purple dashed line), Geppert et al. [3] (cyan dashed line) and from equation (7)

(black dashed line). Legend referenced in Table 3.

The experiments performed with high Oh apparently show an even higher deposition/splashing limit in the range of
Re < 1000. To better fit the transition zone in this range, the following correlation, drawn as a black dashed line in
Figure 3, can be used:

Oh Re1.29 = 197.9 (only valid for δ = 0.1). (6)

Note that the two-component interactions (Hyspin-Hexadecane ○, Diesel/Hexadecane ◇, Oil-Oil △, Oil-Hexadecane
▽) fit the correlation (6), as well as the one-component interactions (Hexadecane/Hexadecane ×, Hyspin/Hyspin
⋆, Diesel/Diesel ◻), despite significant differences in viscosity, surface tension and density. This supports the
use of averaged properties to take into account both droplet and wall film fluids. The correlation (6), expressed
for δ = 0.1 offers the same behaviour as the previous correlations from literature for high Re. For low Re, the
deposition/splashing limit was adjusted to be higher.
The influence of the wall film thickness will be now considered in the top-view of the Figure 2, presenting Re as
function of δ for several values of Oh in Figure 4. To distinguish between the several steps of Ohnesorge numbers,
vertical dashed lines are drawn. The arrow indicates increasing Oh. The domain on the right side contains mostly
points from the slice Oh = 0.015, the middle one from Oh = 0.04 and the left one from all points where Oh is higher
than 0.14 (correlations are drawn with Oh = 0.141 and Oh = 0.25). The interactions hyspin/hyspin (⋆), oil-oil (△),
oil-hexadecane (▽) as well as the data from Cossali et al. [2] and Vander Wal et al. [1] were removed to avoid
overlapping (except for Oh = 0.141).
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Figure 4. Influence of δ on the deposition/splashing limits for Oh = 0.015 (right), Oh = 0.04 (middle), Oh = 0.141 and Oh = 0.25
(left). Legend referenced in Table 3.

Figure 5. Impact of a diesel droplet onto a Castrol 5W-30 wall film. Left: ejection of tiny droplets at the beginning of the impact.
Right: typical deposition morphology of the crown just before receding

For each domain, the correlation of Cossali et al. [2] is drawn as dashed purple line. The adjusted correlations
of Geppert et al. [3] for hexadecane/hexadecane (Oh = 0.015), equation (3), and hyspin-hexadecane (Oh = 0.04),
equation (4), are also plotted in their validity range as cyan dashed lines. In each domain, these correlations are
very close together, both in the transition zone and comprised in the experimental uncertainties, see [3]. The dark
dashed correlations in Figure 4 corresponds to the one expressed previously for δ = 0.1 in equation (6), with a
dependency on δ adapted from the correlation of Cossali et al. [2]. The best fit, consistent with equation (6), was
found to be:

Oh Re1.29 = (4400 + 8900 δ1.44)
1

1.6 (7)

Once again, it is located close to the other correlations, in the transition zone. However, one can observe that for
high Oh (left domain), the splashing/deposition limit seems to be much higher than the real one, where red dots
(splashing of Diesel/Castrol 5W30) can be seen on the left side of the correlation. Considering the very high vis-
cosity of the employed wall film, and also the high viscosity ratio between droplet and film, the classification of this
outcomes as splashing can be discussed: the ejection of tiny droplets at the very beginning of the impact can be
observed (Figure 5, left) similar to prompt splashing, explaining the classification. But considering now the crown
wall that follows (Figure 5, right) no droplets are formed and this feature is closer to deposition. This explains also
that no transition state is observed in this domain. Further investigations have to be performed to draw a conclusion
in this domain of high viscosity fluids.

Considering the influence of δ on the deposition/splashing limit, one can easily see in Figure 4 that the required Re
to onset splashing are increasing with increasing δ. In other words, an increase of δ inhibits splashing, as reported
in literature [2, 3]. However, the deposition/splashing limits are becoming straighter with increasing Oh, as one can
see in the middle and left domain in Figure 4, meaning that the influence of δ on the deposition/splashing limit is
decreasing.
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All these effects are now summarized by defining a deposition/splashing limit surface, depicted in Figure 6. The
equation of this surface, expressed in equation (7), is made of the correlation deducted in slice δ = 0.1 for the left
side and of the adapted dependency of δ inspired from Cossali et al. on the right side. This surface, plotted in
Figure 6, splits the 3D domain in two parts: above the surface (top view, left) are the splashing outcomes -red
symbols- and below the surface (bottom view, right) are the deposition outcomes -blue symbols-. The transition
outcomes mostly overlap the surface limit.

Figure 6. Mapping of the outcomes split by the deposition/splashing surface limit defined in equation (7), view from the top
-splashing- (left) and from the bottom -deposition- (right). Legend referenced in Table 3.

Considering the available database, 1660 outcomes over 2197 experiments are on the correct side of the deposi-
tion/splashing surface limit, which represents a accuracy of 75.6%. Transition outcomes can be in both deposition
and splashing regions. For comparison, the surface based on the correlation of Cossali et al. [2] would bring an
accuracy of 72.7%. This improvement is due to the domain for Oh larger than 0.025, where the curvature of the
limit seemed to be underestimated. However, more experiments in this range have to be performed. For lower
Oh, the surface limit stays consistent with the previous correlations from literature [1, 2, 3]. Furthermore, the arith-
metically averaged properties lead to a good repartition toward the limit, which makes this correlation valid also for
two-component interaction.

Conclusion
The deposition/splashing limit is of particular interest for single drop impacts upon thin liquid layers due to the
ejection of secondary droplets. Many studies investigated this limit for one-component interactions, but only a few
focused on two-component splashing, where the two liquids differ significantly.
In this study, an unified approach of the deposition/splashing limit for both one- and two-component interactions is
investigated. A large database is used: for one-component, the results from Cossali et al. [2] and Vander Wal et
al. [1] are combined. Furthermore, experiments from Geppert et al. [3, 4] for one- and two-component interactions
of hyspin and hexadecane, are added, plus the combinations of diesel-hexadecane and diesel-motor oil. Lastly, a
systematic study of two-component interactions with several silicon oils and hexadecane is performed.
To map the outcomes, the Ohnesorge number Oh and the Reynolds number Re are chosen. These are calcu-
lated with arithmetically averaged properties between droplet and wall film fluid. Besides, the dimensionsless film
thickness δ is added to form a 3D plot where one- and two-component experiments are combined.
An analyse of the mapping shows that the arithmetically averaged properties lead to a good repartition of the
one- and two-component outcomes toward the deposition/splashing limit, despite significant differences in the fluid
properties of the combinations.
This study enhances also that all previous reported correlations (Vander Wal et al. [1], Cossali et al. [2] and
Geppert et al. [3]) show a high consistency among each other, within the experimental uncertainty.
Since the database includes high viscous fluids, it was possible to propose an improved correlation for the deposi-
tion/splashing limit in the range of low Re (Re < 1000).
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Nomenclature
Greek symbols
ρ density [kgm−3]
ν kinematic viscosity [m2s−1]
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σ surface tension [Nm−1]

δ dimensionsless film thickness [-] =
h

D

Latin symbols
V impact velocity [m s−1]
D droplet diameter [m]
h film thickness [m]

Re Reynolds number [-] =
V D

ν

Oh Ohnesorge number [-] = ν
√

ρ

σD

We Weber number [-] =
ρV 2D

σ
K impact factor [-] =We Oh−0.4

K∗ impact factor from [5] with averaged viscosities and surface tensions [-]
Ra arithmetic averaged roughness

Subscripts
d droplet
f wall film
v averaged viscosities
v −BL averaged viscosities based on boundary layer theory
σ averaged surface tensions
ave all properties averaged
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Abstract 
The dynamics of liquid-vapor mass transfer largely determines the performance of internal and gas turbine spray 
combustors. The key mechanisms however typically take place on small spatial scales of less than 100 μm which 
have been difficult to measure. The present work thus aims at the development and application of an 
experimental technique for the characterization of droplet evaporation with high spatial resolution. Single chains of 
monodisperse acetone droplets with diameters of 125 and 225 μm are injected into a channel with a cross-section 
of 60x60 mm² and quartz glass side walls for optical access. The droplet chains are surrounded by a laminar air 
flow with velocity and temperature of about 0.1 m/s and 300 K, respectively. The distribution of acetone vapor 
around the droplets is measured using planar laser-induced fluorescence (PLIF) excited by the 4th harmonic of a 
Nd:YAG laser at 266 nm. The measurements are performed in thin transversal sections between the droplets in 
order to avoid signal corruption by halation effects that occur when the laser directly hits the droplets as reported 
in previous studies. In addition, the spatial resolution of the PLIF setup was enhanced by using proper sheet-
forming and imaging optics. The resulting in-plane resolution and out-plane-resolution (i.e. thickness of the laser 
sheet) are both determined to about 20 μm, which thus allows an accurate characterization of the small-scale 
vapor distribution near the droplets. Using a separate calibration measurement, quantitative acetone 
concentrations are obtained for non-reacting conditions. As a complementary technique, the droplet evaporation 
is measured using shadowgraphy droplet sizing. Both non-reacting and reacting droplet chains are studied. The 
results for the non-reacting cases show that the droplet chains are surrounded by a column of nearly-saturated 
acetone vapor with a concentration maximum at the centerline. For increasing radial distances, the vapor 
concentration decays quickly with a half width of 0.5 mm and reaches almost zero for r>1 mm. It is further seen 
that the width of the vapor column increases with streamwise distance. For the experiment with a reacting droplet 
chain, which is continuously ignited by a heating wire at the channel inlet, a cylindrical reaction zone around the 
chain with a radius of about 1.5 mm is observed. The shadowgraphy measurements show that the rate of droplet 
evaporation is significantly enhanced for the reacting conditions. This is attributed to the high rate of heat transfer 
from the flame to the droplets and the resulting enhanced acetone mass transfer to the sink at the reaction zone. 

Keywords 
Droplet evaporation, Laser-induced fluorescence, Monodisperse droplet chain, Liquid-vapor mass transfer 

Introduction 
Several important energy conversion devices such as internal combustion engines and gas turbines are driven by 
the combustion of liquid fuels. The liquid fuels are typically first atomized into a spray of small droplets, which are 
then dispersed in a turbulent flow, and subsequently evaporate, and then mix and react with air. In many cases 
the evaporation is the slowest, i.e., rate-controlling process. The detailed experimental characterization of droplet 
evaporation, especially for an increasing number of alternative fuels, is therefore an important basis for an 
enhanced understanding of the physical mechanisms and the advancement of numerical models needed for the 
design of improved combustors. 
A classical canonical configuration for the investigation of droplet evaporation and combustion is the linear 
monodisperse droplet chain. Several quantities have been characterized experimentally for this configuration, 
such as, e.g., gas phase temperature using coherent anti-stokes Raman spectroscopy (CARS) [1-3], droplet 
temperature using laser-induced fluorescence (LIF) [4-5] and rainbow thermometry (RT) [6-8], vapor 
concentration using planar LIF (PLIF) [9, 10], and droplet size using RT, interferometric laser imaging for droplet 
sizing (ILIDS) [10, 11] and droplet imaging [12, 13] (mentioning only a part of the numerous works).  
The dynamics of the liquid-vapor mass transfer, however, is governed by strong gradients of concentration and 
temperature in the close vicinity of the gas-liquid interface. Due to the typically small size of droplets, the key 
mechanisms therefore take place on small spatial scales of significantly less than 100 μm, which have been 
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difficult to measure. The spatial resolution of methods for measurement of vapor concentration near droplets, 
which are usually performed using PLIF of a fluorescent species such as acetone [9, 10], e.g., was limited by the 
thickness of the laser sheet  of at least 150 µm, and therefore an improvement is desirable. 
The measurement of vapor concentration in the gas phase near the droplet interface is further complicated by so-
called halation effects. These effects are caused by interaction of laser light with the fluorescent liquid and lead to 
corruption of the PLIF signal within a distance of about one droplet diameter from the interface as reported in 
Refs. [9, 10].  
The present work thus aims at the development and application of a PLIF method with enhanced spatial 
resolution that allows the accurate characterization of liquid-vapor mass transfer close to droplet boundaries. For 
this purpose, the halation effects, which occurred in previous studies using an axial PLIF configuration (Figure 1a) 
are avoided by a transverse PLIF setup where the horizontal laser sheet is located between two adjacent droplets 
(Figure 1b). In addition, a significantly enhanced spatial resolution of the PLIF setup was achieved by usage of 
selected sheet-forming and imaging optics. Using a separate calibration measurement, quantitative acetone 
concentrations are obtained for non-reacting conditions. 
The measuring technique is applied to monodisperse droplet chains operated in a laminar flow channel with well-
defined boundary conditions. Both non-reacting and reacting droplet chains are studied and then compared, and 
the benefits and limitations of the measuring technique are discussed. 
 

                     

Figure 1: Configurations for (a) axial and (b) transverse vapor PLIF imaging around droplet chains. 

   
 
Experimental setup 
Measurements are performed in a flow channel (shown in Figure 2) with a quadratic cross-section of 60×60 mm² 
and a height of 200 mm. All four side walls consist of glass windows (thickness 8 mm) held by corner posts in 
order to provide optical access. Air is introduced into a plenum at the channel base and then passes through a 
porous sintered bronze plate into the channel. Air preheating is possible, but not used in the present work. 
Monodisperse chains of acetone droplets are produced by Rayleigh decay of a laminar liquid jet using a piezo-
electric droplet generator (FMP Technology). Orifice plates with diameters of 50 µm and 100 µm are used, 
leading to droplet diameters of 125 µm and 225 µm as described further below. In all cases a laminar air flow with 
a temperature of about T=300 K and an average velocity of about 0.1 m/s is applied. The droplet chains can be 
operated under both non-reacting and reacting conditions. In the latter case, a Kanthal heating wire wrapped onto 
a ceramic pipe surrounding the droplet chain at the channel inlet provides a continuous ignition source. The outlet 
of the ceramic pipe is defined as the origin y=0 mm of the axial distance y. 
The acetone vapor concentration in the gas phase near the droplets is measured using the vapor fluorescence 
induced by laser light with a wavelength of λ=266 nm. The output of a frequency-quadrupled Nd:YAG laser 
(Innolas Spitlight 600, pulse duration ca. 7 ns, operated at a repetition rate of 8 Hz and a pulse energy of 6 mJ at 
266 nm) is formed to a laser sheet using a cylindrical lens of f=150 mm focusing on the droplet chain. The 
fluorescence emission in the range of 350-550 nm is recorded by two cameras: The first (Camera 1 in Figure 2a, 
Lavision Imager Intense equipped with a f=200 mm Nikon F/4 macro lens) is located at the same height as the 
laser sheet, and thus records a 1D profile of the PLIF signal integrated across the laser sheet. The second 
camera (Camera 3 in Figure 2a, Lavision Imager SCMOS equipped with the same macro lens and mounted on a 
Scheimpflug adapter) is located laterally above the laser sheet and thus records the 2D PLIF distribution in the 
plane of the laser sheet. Perspective distorsions due to the diagonal view are corrected in the post-processing 
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Droplet chain

Camera 
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using an image transformation based on a geometrical calibration. The fields of view (FOV) of the two cameras 
are specified in Figure 2a. 
Droplet sizes are measured using shadowgraphy. The λ=532 nm output of the PLIF laser is transformed into a 
diverging beam using a f=-20 mm concave spherical lens, such that the beam illuminates a fluorescent screen 
with a diameter of about 100 mm. The incoherent red fluorescence of the screen is recorded by a CCD camera 
(Camera 2 in Figure 2a, Lavision Imager Intense) equipped with a long-distance microscope (Questar QM 100) 
with a working distance of about 250 mm and a field of view of 0.97×0.73 mm². 
Both the PLIF and shadowgraphy measurements are synchronized to the droplet formation by using the signal 
that drives the piezo-electric droplet generator as an external trigger for laser and cameras. 
 

 
 
 
 
 
Characterization of spatial resolution 
In order to measure vapor distributions in the gas phase between droplets with diameters in the range of 100– 
250 µm, a spatial resolution of significantly less than 100 µm is desirable. For planar measurement techniques 
such as PLIF, spatial resolution generally has two aspects: The 2D in-plane resolution that is governed by the 
imaging optics, and the out-of-plane resolution that is determined by the thickness of the laser sheet. The 2D in-
plane resolution was measured by imaging the line pattern of a USAF 1951 target as shown in Figure 3. With the 
standard windows of 8 mm thickness it was found that the astigmatism due to the diagonal view through the glass 
limits the resolution to about 150 µm. As a consequence, the side window towards the PLIF cameras was 
replaced by a 1 mm glass plate mounted onto a metal frame. The central part of the resulting target image shown 
in Figure 3b shows that the resolution is then significantly enhanced such that lines of at least 20 µm can be 
resolved. 
The thickness of the laser sheet in the vicinity of the droplet chain is characterized using a beamprofiler (Gentec 
Beamage 4M) that is traversed across the focus of the sheet-forming cylindrical lens as shown in Figure 4a. The 
results plotted in Figure 4b show that the thickness is in the range 15–20 µm within a distance of ±0.5 mm around 
the focus. Since the acetone vapor is mostly confined to a radius of also 0.5 mm around the droplet chain as 
shown below, an out-of-plane resolution of ≤20 µm can be assumed. This fits well to the similar value of 20 µm for 
the in-plane resolution, resulting in an overall 3D resolution of about 20 µm. 
The resolution of the shadowgraphy imaging system using the long-distance microscope is about 2 µm. 
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Figure 2: (a) Sketch of experimental setup and (b) photograph of reacting droplet chain in the flow channel. 
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Calibration of PLIF signal 
In order to determine quantitative acetone vapor concentrations from the 2D acetone PLIF signals measured with 
camera 3, a separate calibration measurement is performed. A stream of saturated acetone at a temperature of 
300 K is introduced into the channel directly below the PLIF laser sheet through a small pipe as shown in Figure 
5. For this air/vapor mixture, which has a known acetone concentration of 0.013 mol/l, the PLIF signal is then 
recorded with same laser and camera settings as in the droplet chain measurements. 
The resulting PLIF image is shown in the right part of Figure 5. Intensity variations in the vertical direction are 
caused by inhomogeneities of the laser beam. In the horizontal direction, an intensity minimum is observed in the 
central part where the focus is located. This intensity reduction is caused by saturation of the fluorescence due to 
excessive fluence of the laser pulse, which is highest at the focus. A further increase of laser pulse energy 
therefore would not lead to an increased PLIF signal. 
The droplet PLIF measurements are then corrected for the effects from laser beam inhomogeneity and the 
fluorescence saturation through a division by the calibration measurement. The resulting data then provides a 2D 
distribution of volumetric acetone concentration in mol/l. 
It is noted that the acetone fluorescence quantum yield generally depends on temperature [14]. For an excitation 
at λ=266 nm, however, the variation of fluorescence per molecule is less than 5% per 100 K for temperatures 
around 300 K that are relevant for the present non-reacting conditions [14], and therefore uncertainties due to the 
variation of fluorescence quantum yield are very low. It is further noted that effects from collisional quenching on 
acetone fluorescence are negligible [15]. 
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Figure 3: (a) Setup für determination of in-plane spatial resolution, (b) image of USAF 1951 target. 
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                            Figure 5: Setup for PLIF signal calibration.                                                        Figure 6: Transverse 1D PLIF  
                          distribution for case A at y=50 mm. 

 
Results for non-reacting condition 
In the following sections, measurements for two droplet chain parameters are presented. In the first case A, an 
orifice plate diameter do=100 µm, droplet diameter dd≈225 µm, droplet spacing C≈3.9 dd, and droplet velocity of 
v≈15 m/s were chosen. In the second case B, the parameters were do=50 µm, dd≈125 µm, C≈4.1 dd and v≈19 
m/s. For case B, measurements were also performed under reacting condition, and are discussed in the next 
section. 
In Figs. 6 and 7, a PLIF measurement for case A at a height of y=50 mm in the channel is shown. The 1D 
horizontal, line-of-sight integrated profile obtained with camera 1 (Figure 6) clearly shows that the laser sheet 
passes through droplet chain axis without impinging on a droplet. Some droplets near the laser sheet are visible 
due to laser light reflected at the channel window. Although no quantitative concentrations can be obtained from 
the line-of-sight integrated 1D profile, the measurement reveals the position of the laser sheet (in this case, about 
230 µm above the upper border of the droplet below), and indicates that the droplet chain is surrounded by a 
column of acetone vapor with a radius of roughly 1 mm. 
The corresponding 2D PLIF distribution obtained with camera 3 is shown in Figure 7a. Here, 100 instantaneous 
measurements with the same position relative to the droplets were averaged. The PLIF image shows a 
continuous distribution of acetone vapor with up to 20 counts as well as superimposed signals from the droplets 
below and above the laser sheet that are illuminated by reflected laser light as mentioned above. In the region 
with superimposed droplets, apparently no vapor concentrations can be estimated. The resulting quantitative 
distribution of vapor concentration, obtained with the calibration described in the previous section, is shown in 
Figure 7b. From the 2D distribution, a 1D profile through the centerline is plotted in Figure 7c. The profile shows 
that the vapor concentration reaches a maximum at the centerline of about 60% of the saturation concentration at 
T=300 K, i.e. about 7.8 10-3 mol/l, and has a half width of about 0.5 mm. The concentration distribution roughly 
resembles a Gaussian, which would be consistent with a classical diffusion-like radial mass transport. 
From the measurements for case B, horizontal line-of-sight integrated PLIF profiles and shadowgraphy images 
obtained at heights of y=3 mm and y=93 mm (labeled as Pos.1 and 2, respectively, in Figure 2b) are shown in 
Figure 8. While at y=3 mm the column of acetone vapor around the droplets has a width of about 2 mm, further 
downstream at y=93 mm the width is increased to about 4 mm. This demonstrates the radial transport of acetone 
vapor in the laminar channel flow. A similar growth of vapor column width for increasing distance from the injector 
has also been observed in a recent numerical simulation of a monodisperse droplet chain [16]. From the 
corresponding shadowgraphy images, the droplet size is estimated as ≈125 µm for both positions, i.e. no 
significant decrease of droplet size appears. This is expectable since the droplets move through a near-saturated 
acetone vapor, and the heat transfer from the ambient air at T≈300 K is low. 
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Results for reacting condition 
The droplet evaporation and liquid-vapor mass transfer for the reacting case B differ significantly from those of the 
non-reacting cases discussed above. When the fuel vapor is continuously ignited by the heating wire at the 
channel base, a cylindrical flame encloses the droplet chain as shown in Figure 2b. Chemiluminescence images 
(not shown) indicate that the flame front is located at a radius of about r=1.5 mm. It is further observed that for 
heights of y>50 mm, significant levels of soot are formed in the flame. 
The horizontal PLIF profiles at y=3 mm displayed in Figure 8 show that the PLIF intensities are significantly lower 
for the reacting condition than for the corresponding non-reacting case. This is expected for two reasons: First, 
CARS measurements for reacting monodisperse droplet chains showed that gas temperatures on the centerline 
are typically in the range of 1200–2000 K [1-3], which implies a strongly reduced gas density and thereby a 
reduced volumetric vapor concentration. Secondly, the fluorescence quantum yield of acetone for excitation at 
λ=266 nm is significantly reduced for temperatures larger than, say, 600 K [14]. Since the gas temperatures for 
the present experiment are unknown, these two effects cannot be corrected and therefore no quantitative vapor 
concentrations can be obtained for the reacting case. 
At the height y=93 mm, by contrast, a much stronger PLIF signal appears for the reacting condition compared to 
the non-reacting case. The photograph in Figure 2b indicates that intense soot formation takes place in this part 
of the flame. The region of soot formation can further be identified as a gray vertical column caused by soot 
luminosity in the PLIF image for y=93 mm in Figure 8. The high PLIF signal is therefore attributed to PAH 
molecules, which are considered as soot precursors and strongly fluoresce when excited at λ=266 nm [17]. While 
the PAH fluorescence further inhibits the quantification of acetone vapor in the sooting regions of the reacting 
droplet chain, it may enable insights into the onset of soot formation. 
The corresponding shadowgraphy images show that the droplet diameters have reduced considerably from 125 
µm at the channel base to 112 µm at y=93 mm. This is apparently caused by the intense heat transfer from the 
flame front at r=1.5 mm to the droplets at r=0 mm. As a rough estimate, the CARS measurements for a reacting 
chain of monodisperse ethanol droplets by Virepinte et al. [3] showed that the gas temperature reaches a 
maximum of 2000 K at the flame front at r=1.5 mm and reduces to 1300–1500 K at the centerline, which 
corresponds to a substantial temperature gradient of 330–470 K per mm driving the fuel vaporization. 
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Figure 7: (a) Raw and (b) calibrated transverse distributions of PLIF signal for case A at y=50 mm, (c) concentration profile 
along a line (marked blue in (b)) across the droplet chain axis. 
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Figure 8: Transverse vapor PLIF (left) and droplet shadowgraphy (right) for non-reacting and reacting conditions  
for case B at heights y=3 mm and y=93 mm. The dashed circles represent a diameter of 125 µm. 

 
 
 
Conclusions 
The present work demonstrated the development and application of a PLIF technique for the characterization of 
the fuel vapor distribution around monodisperse chains of acetone droplets in a laminar flow channel. The 
technique features a high spatial resolution of around 20 µm, which is significantly improved compared to prior 
approaches. Furthermore the signal corruption by halation effects due to interaction of laser light and droplets, 
which was reported in previous studies, could be avoided by measurements in thin transversal sections between 
the droplets. Together with a calibration using the signal from air with known acetone vapor concentration, 
quantitative acetone concentrations could be obtained for the first time, to our knowledge, in the close vicinity of 
droplets. 
Measurements were performed for two cases denoted as A and B with different droplet diameters and spacings. 
The latter case B was also studied under reacting conditions using a heating wire as a continuous ignition source. 
The results for the non-reacting case A revealed a cylindrical column of acetone vapor around the droplet chain 
with a Gaussian-like concentration distribution that reaches a maximum value of 7.8 10-3 mol/l near the centerline 
at a height of y=50 mm. The results for the non-reacting case B showed that the radius of the column of near-
saturated acetone vapor increases in streamwise direction from r≈1 mm at the channel base to r≈2 mm at a 
height of y=93 mm. The evaporation rate of the non-reacting droplets determined using shadowgraphy imaging 
was found to be very low, as expected from the low heat transfer and the nearly-saturated vapor in the vicinity of 
the droplets. 
For the corresponding reacting case B, the droplet chain is enclosed by a cylindrical flame front with a radius of 
about r=1.5 mm. The acetone PLIF signal around the droplets is significantly reduced compared to the non-
reacting case as expected from the reduced gas density and reduced fluorescence yield at higher gas 
temperature. For heights of y>50 mm, significant levels of soot are formed in the flame. Due to the elevated, yet 
not precisely known temperatures, and additional interference with PAH fluorescence in the soot-forming regions, 
acetone vapor concentrations could not be quantified for the reacting case. Shadowgraphy measurements of 
droplet size, on the other hand, indicated a significantly enhanced rate of vaporization for the reacting case, which 
is consistent with the strong heat transfer from the flame front. 
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Abstract
Schlieren imaging has been adopted as a standard optical technique for the analysis of diesel sprays under engine
like conditions. A single-pass Schlieren arrangement is typically used for the study of single-orifice nozzles, as
vessels with multiple optical accesses regularly allow line of sight visualization. Contrarily, for multi-spray nozzles,
measurements are commonly performed through a single optical access, in which case a double-pass arrangement
is employed. As a consequence, the light beams pass through the test section twice, increasing the optical sensitivity
of the Schlieren setup. However, the impact this has on the macroscopic spray characteristics is still unclear.
The scope of this study is to analyze the differences in vapor phase penetration for the same injection event,
through high-speed imaging, for both single and double-pass Schlieren configurations. Experiments were carried
out with a three hole nozzle with a nominal orifice diameter of 90µm, named Spray B from the Engine Combustion
Network, using commercially available diesel fuel and in non-reactive conditions. The impact of different injection
pressures and chamber densities on the spray captured by each setup was assessed. On the results, vapor phase
penetration followed the expected trend found in the literature, as it increases with increasing injection pressure and
decreasing chamber density. Comparing the optical setups, vapor phase penetration obtained with the double-pass
arrangement was marginally higher. The deviation was observed throughout all tested conditions. Although the
discrepancy was approximately constant for different injection pressures and chamber temperature, it increased
with increasing density. These results highlight the importance of a proper understanding regarding the limitations
of optical diagnostics, in particular for results used in calibration of computational models.

Keywords
Diesel injection, Schlieren, vapor phase penetration

Introduction
In recent years, the implementation of Schlieren imaging in the experimental field has expanded to numerous
applications that include military, industrial and scientific research. As Settles [1] stated, it allows seeing optical
inhomogeneities in transparent media, like air. In small scale applications, these optical inhomogeneities can relate
to density gradients in the medium through which light beams propagate. More specifically, in the field of diesel
injection, a Schlieren setup, coupled with high-speed cameras and a proper image processing methodology, has
become an essential tool for the study of vaporizing diesel sprays.
Researchers have used Schlieren imaging to analyze the transient vapor phase of the diesel sprays in both non-
reactive and reactive conditions. With this technique it is possible to measure simple macroscopic parameters, like
spray tip penetration and spreading angle [2, 3], to more complex variables, like ignition delay [4–7] or even lift-off
length [8]. It is not only fundamental knowledge to understand how boundary conditions affect these variables,
but the experimental data is necessary to validate computational tools, such as 1-D models or computational fluid
dynamics (CFD).
The two most common Schlieren configurations are single-pass (SP) [2, 5–9] and double-pass (DP) [3, 10–13].
Typically, the first setup is used for axially drilled single-orifice nozzles, where vessels with multiple optical accesses
allow line of sight visualization. Contrarily, the double-pass setup is commonly used for multi-hole nozzles, where
the sprays tend to be visualized through a single optical access. Consequently, the light crosses the test section
twice, and theoretically the Schlieren sensitivity increases by a factor of two [1]. Subsequently, as each region of
the spray contour is determined by the amount of refraction the optical configuration can capture, the boundary
observed by each system could differ, because is determined by its sensitivity.
The objective of the present study is to compare two different Schlieren imaging setups and their capabilities in
measuring vapor phase penetration. Experiments were carried out using a Spray B injector from the Engine Com-
bustion Network (ECN) dataset (http://www.sandia.gov/ecn/). This is a multi-orifice nozzle in which the three
holes are not equally spaced. In consequence, one spray is optically isolated from the others, often referred as
the spray of interest. Therefore, it can be visualized both as a single and multi-orifice nozzle for the same injection
event. Parametric variations of injection pressure, chamber temperature and density were carried out.
This report is divided into four sections. Followed by this introduction, the experimental facility is briefly mentioned,
along with a description of the Schlieren principle, optical setups, and image processing methodology. Then, the
results regarding background structures and vapor phase penetration are presented, with a short discussion for
each case. In the last section, the main conclusions are drawn.
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Materials and methods
Testing facility
A high pressure and temperature vessel, with three optical accesses, was used. The facility can reach nearly
quiescent and steady thermodynamic conditions, relevant to the diesel engine. The test chamber presents constant
pressure and flow throughout its section, while a group of compressors, high-pressure reservoirs, and heaters
provide the necessary conditions for testing purposes. The facility is explained in more detail in the work of other
authors [3, 5]. The fuel delivery system is made up of commercially available components. A Bosch CP3 pump,
powered by an electric engine, supplies high-pressure fuel to a common rail with a pressure regulator driven by a
PID controller.
The Spray B nozzle (reference 211200) is thoroughly described in the ECN website (http://www.sandia.gov/
ecn/). It consists of a three orifice nozzle, where only the spray of interest is studied, which is located at 180◦ relative
to the fuel inlet port. The nozzle outlet diameter is 93.2µm, with a k-factor of 1.5, and a nominal inclination angle of
17.5◦ .

Schlieren principle
Light rays propagate uniformly through homogeneous media, but they are refracted proportional to the refractive
index of the medium they enter [1]. Gladstone and Dale [14] found that there is a linear relationship between the
refractive index and gas density, presented in Eqn. 1. Where n is the refractive index, ρ is the gas density, and kGD

is the Gladstone-Dale coefficient. Additionally, the angular deflection ε of a ray in the perpendicular plane x− y, of
a light beam that is traveling in a direction z can be obtained with the expression in Eqn. 2 [1], where L represents
the optical path length, and n0 the refractive index of the surroundings.

n− 1 = ρ . kGD (1)

εx =
L

n0

∂n

∂x
, εy =

L

n0

∂n

∂y
(2)

From equations 1 and 2, there is a clear relationship between the changes in density and angular deflection of
light rays, that can be visualized through Schlieren imaging with a simple optical setup. In Figure 1.a, where a basic
single-pass arrangement is presented, beams from a point light source are parallelized by a lens. Any rays deflected
by density gradients in the test section (trajectory i in the figure) are blocked by a slit located at the focal distance of
the second lens (or cut-off plane). On the contrary, non-deflected beams (ii in the figure) can pass through the slit
and reach the screen. In theory, this produces a black and white image, because the light source is infinitesimal and
located exactly at the focal distance of the first lens. Thus each point in the test section is illuminated by a single
light ray. In real practice, sources of illumination are finite. Thus the diagram of the setup is more similar to the
one presented in Figure 1.b. Here, the Schlieren object in the test section is illuminated by multiple infinitesimal ∂j
light sources. In consequence, the image assembled by the second lens is a composition of sub-images, formed by
each bundle of rays from each ∂j source [1]. More importantly, this gives the Schlieren setup a continuous dynamic
range, in the form of gray-scale intensities (combination of trajectories i and iii), compared to the black and white
resolution from the first example.
To resemble a double-pass setup, we introduce a mirror where the Lens* is, in Figure 1.b, thus light rays would travel
twice through the Schlieren object. In consequence, they are diverted once again by the density gradients, boosting
the deflection angle [1]. Additionally, the optical sensitivity can be controlled by the size of the slit. Reducing the
aperture is directly related to a decline in minimum deflection angle not blocked by the cutoff [9].

Optical setup for vapor phase visualization
Following the principles explained in the previous section, both single and double-pass Schlieren imaging were used
to study the vapor phase penetration of a diesel spray. Table 1 presents a summary of the optical setup, and Figure

Point
light

Lens Lens

Test section
Slit

Screen

(a)

ε

ii

i

Lens Lens*

Test section
Slit

Screen

(b)

j

Finite
light 

iii

i. 
ii.

iii.
ε.

Deflected ray blocked by slit
Non-deflected ray
Deflected ray not blocked by slit
Deflection angle

Figure 1. Point (a) and finite (b) light source in Schlieren setup.
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2 the assembly of this configuration for visualization.
For the single-pass arrangement (light trajectory in green), the illumination source was located at the focal distance
of a parabolic mirror instead of a regular lens, in contrast to the previous diagram. The angle between the light
source and the optical axis of the SP setup was minimized as a result of two factors. Firstly, the long focal distance
of the mirror. Secondly, because only one plume is visualized, the source was positioned just above the optical axis,
with the minimum angle that allowed the visualization of the spray of interest. As a result, coma aberration was
minimized, and the uniformity of the background illumination was improved [1].
In the double-pass configuration (light trajectory in orange), because the spray is visualized through one optical
access, a high-temperature mirror is used. Therefore, a beam splitter (50:50) is needed to maintain the optical
axis aligned with the other components of the DP setup. As a consequence, only 25% of the original light reached
the cut-off plane. However, the power output of the illumination source was not a constraint, so both setups were
calibrated with the same background intensity before measurement.
Additionally, the top left corner of Figure 2 presents the optical perspective inside the test chamber, where the spray
of interest is colored in orange. Note that, due to the fact that the high-temperature mirror did not fully enclose the
nozzle of the injector, the minimum penetration measurable by the DP setups was 6 mm. Dashed and continuous
lines represent the rays before and after passing through the spray, respectively.
The diameter for both diaphragms was set to 4 mm, to have the same sensitivity at the cut-off plane. Previous
authors [3, 5, 9] proved that this diaphragm size provides a proper balance for spray and background segmentation
for the Schlieren setups in the facility. Both cameras were set to the same speed, resolution, exposure, and equipped
with the same lens.

Table 1. Optical configuration.

Camera Photron SA5

Camera lens Zeiss 100mm

Frame rate 50 kfps

Exposure 10µs

Light source Continous xeon-arc

Pixel-mm 11.4 px/mm

Cut-off 4 mm

Injector

Mirror

Single-pass (SP) Schlieren
Double-pass (DP) Schlieren
Rays before spray
Rays after spray

DP Light

SP Light

Lens (f = 450 mm) 

Diaphragm (Ø = 4mm)

Single-pass
camera

Parabolic mirror
(f = 650mm)

Double-pass
camera

Diaphragm (Ø = 4mm)

Test chamber

Beam splitter

Test section optical perspective

Double-pass
Single-pass

Mirror

Mirror

Figure 2. Optical setup used for vapor phase visualization with both single and double-pass Schlieren arrangements. The top
right corner presents the optical perspective of the test section, with the spray of interest highlighted in orange. For a better color

interpretation of this figure, the reader is referred to the web version of this article.

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0).
EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA

749



ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain

Image processing methodology
The procedure used to depict the spray contour is a composition of two extensively used approaches. The core of
the segmentation algorithm is based in a fixed threshold intensity-sensitive method [3, 5, 10, 15]. But to improve
the contour detection capabilities, an image-temporal-derivative approach [9, 16, 17] was added. Each produces
gray-scale images, which are then combined with an adjustable weighted average. This way, the two approaches
complement each other. A detailed description of the combined methodology is found in the work of Payri et al. [17]

Definition of the macroscopic spray variables
With the contour of the spray defined, the next step is to calculate the macroscopic variable for comparison. Reg-
ularly, the spray tip penetration is defined as the furthest pixel from the orifice exit, measured in polar coordinates.
But, as shown in Figure 2, the spray is observed through different perspectives. The single-pass setup visualizes
the real development of the spray, because its axis is parallel to the plane of the camera sensor. Contrarily, the
double-pass arrangement sees a projection of the spray evolution, so it is necessary to correct the tip penetration
with the inclination angle. Because of the different perspectives, and with the schematics presented in Figure 3, the
following considerations are done:

– The furthest pixel might not be located at the same position for each setup. In consequence, tip penetration (S)
could be measured in different geometrical positions of the spray. But the low value of the nozzle inclination
angle, and the plume-shaped spray, minimizes the chances of this happening, and its impact on the results.

– The spray tip penetration, measured through the double-pass setup (SDP ), needs to be corrected with the
inclination angle ψ. But, as mentioned by Payri et al. [18], this angle fluctuates during the injection event.

– The furthest pixel is not contained in the spray axis. Consequently, the correction has to account also the
off-axis angle δ.

– Considering the previous points, the variable proposed for comparison is the furthest axial penetration. Since it
is parallel to the spray axis, it is always corrected with a constant inclination angle, thus reducing uncertainties
due to the spray axis and off-axis angle corrections for the DP spray tip penetration.

S
ψ

SX

δ

Furthest
pixel

x-axis

z-
ax

is

SDP

-S Furthest pixel penetration
Sx- Furthest pixel axial penetration

ψ Inclination angle
δ Off-axis angle

Spray axis

-SDP Double pass projected penetration

Figure 3. Definition of the spray tip penetration used for comparing single and double-pass Schlieren setups
.

Data averaging and start of injection
With the procedures explained in the previous section, the raw results, gathered through high-speed imaging, pro-
duce a significant amount of data repetition-wise. Therefore, a moving average technique, described in detail by
Payri et al. [19], is used to calculate a single time-dependent curve for the spray tip penetration. For a time instant
ti, the correspondent penetration value S(ti) is computed with the linear regression S = kt+b. The fitting constants
k and b are calculated by solving with t and S consisting of all the data contained in the time interval ti ± ∆t, with
∆t =150µs. Subsequently, the average value S̄ is estimated by evaluating ti in the regression. This process is
repeated for each time-step up to the end of injection. The SOI is calculated by extrapolating the penetration curve
to zero, that is t(S = 0), with a quadratic fit [10, 17–19]. Since the high-temperature mirror in the double-pass setup
makes it not possible to observe the first few millimeters of penetration, the SOI was calculated only with the SP
data, and then copied to the double-pass data.

Test conditions
Experimental conditions are listed in Table 2. Values include a parametric sweep in injection pressure, chamber
temperature, and density, following ECN recommendations. Experiments were carried out in a non-reactive envi-
ronment with commercially available diesel fuel.
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Table 2. Test conditions

Parameter Value Units

Fuel Diesel -

Energizing time 2.5 ms

Injection pressure (Pinj) 50-100-150 MPa

Chamber temperature (T ) 800-900 K

Chamber density (ρ) 7.6-15.2-22.8 kg/m3

Gas Nitrogen -

Repetitions 10 -

Results and discussion

Background distribution and spray contrast
The background of images captured with a Schlieren setup displays a unique structure, because it contains the
density gradient information of all the optical path. Not only there is a difference in the distance and trajectory
traveled by the light rays inside the test section, but as previously commented, the double-pass arrangement has,
theoretically, twice the sensitivity [1]. Figure 4.a–d presents the backgrounds before injection for different chamber
temperature and densities. Each column represents images from the SP (left) and DP (right) setups. From this
perspective, the hot gas from the heater enters the test section from the right side of the frames.
Focusing in Figure 4.a, the mirror mounted for the DP setup created a stream of flow cooler than the surroundings,
marked with a dashed red arrow, and observed throughout the experiments in the SP arrangement. In contrast, this
was not visible in the double-pass images, because of the difference in length (thickness) of the optical path that
this region represents in each perspective.
The influence of chamber density in the background for each optical setup is presented in Figure 4.a–c. For both
systems, increasing the density increases the disturbances captured by the Schlieren, as observed by Pickett
et al. [20]. On the contrary, comparing Figures 4.a and 4.d, suggests that chamber temperature produces fewer
disturbances in the background, at least for the conditions tested. The marked impact of chamber density in the
background is because of its linear scaling with gradients of refractive index [1, 20]. On the other side, the effect of
temperature depends mainly on its distribution along the test section. Additionally, the double-pass setup presents
more complex background structures, with more details in local regions of the frame than the SP configuration.
More interestingly, in Figure 4.d, the DP system captures with more detail the hot gases entering the test section.
The difference between optical setups on background structures, observed in Figures 4.a—d, are a consequence
of at least two factors. On one side, the flow distribution of the hot gases is not strictly equal in each optical plane.
On the other, and more importantly, the increased sensitivity for the DP system. Moreover, the optical path length
L of the Schlieren object, in this case the test section, is also bigger for the double-pass setup. That is ≈ 250 mm
compared to ≈ 200 mm for the SP, which is the distance traveled by the light rays inside the test section for each
configuration.
The last comparison, Figure 4.e, presents a random time step in the latter part of the injection event for fixed
boundary conditions. The clear difference of contrast between spray and background grants more evidence of
the higher sensitivity of the double-pass configuration, which provides images with sharper contours and a darker
core to the image processing methodology. In consequence, the raw data gathered through the DP setup is less
sensitive to differences in thresholding, and the tip region is very well differentiate from the background throughout
the injection event, even when local equivalence ratios are low and the density in the region tends to values similar
to the surroundings.

Spray tip penetration
Following the definition from Figure 3, spray tip penetration results, for both Schlieren setups, at different injection
pressures are presented in the left part of Figure 5, for fixed conditions of chamber temperature and density. The
dashed and continuous line represent both single and double-pass arrangements, respectively. The same line style
format is maintained throughout the section. From that figure, both Schlieren setups captured the effect of injection
pressure in the tip penetration [2, 17, 18] equally, as it increases in about the same ratio with increasing rail pressure.
More interestingly, the DP configuration depicts higher spray penetration values, being more notably in the later part
of the injection event. No effect of the rail pressure in the difference is observed.
The right side of Figure 5, depicts the effect of chamber density on the spray tip penetration. As observed in the
previous case, both Schlieren arrangements capture the effect of density in the spray development in agreement
with the literature [10, 17]. However, even though the double-pass setup still depicts higher penetration values, the
difference between the optical arrangements is reduced when decreasing the density, and reports almost identical
values at the lowest level in the conditions tested.
The effect of the density on the difference between optical setups can be understood by analyzing the sensitivity
of each configuration. The deflection caused by the diluted regions of the fuel injected in the test section, given
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Single-pass Double-pass

(b) Chamber temperature = 800 K, density = 15.2 kg /m3.

(d) Chamber temperature = 900 K, density = 7.6 kg /m3.

(e) Difference in spray contrast, chamber temperature = 800 K, density = 7.6 kg /m3.

(a) Chamber temperature = 800 K, density = 7.6 kg /m3.

Nozzle

(c) Chamber temperature = 800 K, density = 22.8 kg /m3.

Figure 4. Differences in background structures and spray contrast for the single (left) and double-pass (right) Schlieren

in Eqn. 2, depends on the refractive index of the surroundings, thus its density (Eqn. 1). Therefore, with the test
section at 22.8 kg/m3, the resultant deflection of a light ray passing through the spray is less than at 7.6 kg/m3.
Furthermore, the density gradients between these diluted regions of the sprays (contours or tip region at a latter
part of the injection event) and the surroundings are lower, also producing smaller deflection angle in these areas.
Consequently, due to the increased sensitivity of the DP configuration [1], the setup captures "more" spray in the
same time step than the SP setup, even though they are visualizing the same injection event.

Further analysis of the two Schlieren configurations
From the results analyzed in the previous sections, the overall trend found was that the double-pass Schlieren
system depicts higher spray tip penetration for all conditions tested. Figure 4.e showed a big difference in contrast
and contour sharpness between optical configurations, suggesting that the higher sensitivity in the DP caused this
difference in the macroscopic description of the spray. But still, other factors need to be accounted for.
Regarding the optical setup and experimental measurements, both diaphragms were set to 4 mm, resulting in an
equal sensitivity at the cut-off plane. Background illumination intensity was calibrated to achieve the same levels
before starting the experiments campaign. Additionally, reflections, or double-imaging, were filtered in the cut-off
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Figure 5. Spray tip penetration for both Schlieren setups at different injection pressures (left) and chamber densities (right).

plane, due to a similar phenomenon as reported by Pastor et al. [11]. Optical accesses typically present small
misalignments, caused by differences in the stress of the sealing gaskets, facility assembly, among others, which
turn difficult to control. But, curiously, such loss of parallelism becomes an advantage, because these reflections,
caused by the optical elements, can be filtered out in the cut-off plane, preventing them from reaching the camera.
Regarding the data processing, the same configuration was set for the image processing methodology and moving
average technique. But, as stated before, the images provided by the DP system presented more contrast between
the spray and the background, that results in easier contour segmentation and less dependence in the thresholding
value. In addition, with the spray tip penetration definition used (presented in Figure 3 and previously discussed),
the influence of the variable observed for each optical perspective on the final results was diminished.
The differences between setups observed in Figures 4.e and 5, provides some evidence that, because the light rays
are passing twice through the test section, boosting its deflection angle, the DP configuration depicts a longer spray.
Particularly in regions where the difference between the local density of the spray and its surroundings is low, and
the deflection angle is small. Furthermore, the added contrast and sharper contours resulted in images easier to
segment with the processing methodology.

Conclusions
In this research, vapor phase visualization of a diesel spray was performed with both single and double-pass
Schlieren imaging setups. Both optical configurations were set up identically in terms of background illumination
intensity, camera speed, exposure, pixel to millimeter ratio and diaphragm diameter at the cut-off plane. A three
orifice nozzle from the ECN dataset, known as Spray B, was used. Experiments were carried out in a high pres-
sure and temperature vessel, with commercially available diesel, and in a non-reactive environment. A parametric
sweep of injection pressure, chamber temperature, and density was performed. The differences between the optical
configurations in the background structures and spray development were analyzed for the conditions tested.
The high-temperature mirror used for the double-pass configuration created a stream of flow, cooler than the sur-
roundings, which affected measurements of the single-pass setup near the nozzle (less than 3-4 mm of penetration).
On the contrary, this was not visualized by the DP system, due to the differences in the optical path length (thick-
ness) for each perspective. However, because the double-pass mirror did not fully enclose the nozzle, the first 6
mm of tip penetration were not captured.
The disturbances of background structures, in the frames before injection, notably increase with increasing cham-
ber density, with less influence for increasing chamber temperature, for the range of conditions tested. The marked
impact of density on the background distribution was expected because of its linear scaling with gradients of re-
fractive index. The effect of temperature depends on its distribution along the vessel, as the biggest disturbances
appear near the inlet of the hot gases to the test section. The double-pass configuration captures more disruptions
(gradients) in the background, compared to the single-pass setup.
For all conditions tested, the spray tip penetration results follow the trend expected from other works in the literature.
It increases with increasing injection pressure and decreasing chamber density.
Comparing the optical setups, the double-pass system depicts higher spray tip penetration in the latter part of the
injection event. No effect from the injection pressure in the difference was observed. On the contrary, decreasing
the density reduces the discrepancy between optical configurations, as they present almost identical values at the
lowest density tested.
The double-pass setup produces images with a sharper spray contour and more contrast, that are easier to segment
from the background. Additionally, due to its higher sensitivity (as bigger deflection angles), the DP system captures

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0).
EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA

753



ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain

vaporized fuel in regions where the difference between the local density of the spray and its surroundings is low, and
thus the deflection angle is small. Decreasing the chamber density reduces the influence of the sensitivity because
the dissimilarities between densities of these local regions are increased.
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Abstract 

Quantifying liquid mass distribution data in the dense near nozzle area to develop and optimize diesel spray by 

optical diagnostic is challenging. Optical methods, while providing valuable information, have intrinsic limitations 

due to the strong scattering of visible light at gas-liquid boundaries. Because of the high density of the droplets near 

the nozzle, most optical methods are ineffective in this area and prevent the acquisition of reliable quantitative data. 

X-ray diagnostics offer a solution to this issue, since the main interaction between the fuel and the X-rays is 

absorption, rather than scattering, thus X-ray technique offers an appealing alternative to optical techniques for 

studying fuel sprays. Over the last decade, x-ray radiography experiments have demonstrated the ability to perform 

quantitative measurements in complex sprays. In the present work, an X-ray technique based on X-ray absorption 

has been conducted to perform measurements in dodecane fuel spray injected from a single-hole nozzle at high 

injection pressure and high temperature. The working fluid has been doped with DPX 9 containing a Cerium 

additive, which acts as a contrast agent. The first step of this work was to address the effect of this dopant, which 

increases the sensitivity of X-ray diagnostics due its strong photon absorption, on the behavior and the physical 

characteristics of n-dodecane spray. Comparisons of the diffused back illumination images acquired from n-

dodecane spray with and without DPX 9 under similar operating conditions show several significant differences. 

The current data show clearly that the liquid penetration length is different when DPX 9 is mixed with dodecane. To 

address this problem, the dodecane was doped with a several quantities of DPX containing 25% ± 0.5 of Cerium. 

Experiments show that 1.25% of Ce doesn’t affect the behaviour of spray. Radiography and density measurements 

at ambient pressure and 60 bars are presented. Spray cone angle around 5° is obtained. The obtained data shows 

that the result is a compromise between the concentration of dopant for which the physical characteristics of the 

spray do not change and the visualization of the jet by X-ray for this concentration. 

Keywords 

Diesel Spray, Engine, X-ray radiography, high pressure high temperature chamber, dodecane, Cerium, spray 

diagnostics 

Introduction 

New One Shot Engine (NOSE) has been designed to simulate the thermodynamic conditions at High Pressure-

High Temperature (HPHT) like an actual common-rail diesel engine to study the diesel spray and combustion. The 

first objective was to share the experimental results required by Engine Combustion Network 

(https://ecn.sandia.gov). In a first step, the penetration lengths for the vapor and liquid spray at the non-reactive 

standard Spray-A condition (900 K, 60 bar, and 22.8 kg/m3 with pure nitrogen) were achieved from focused 

shadowgraphy and diffused-back illumination (DBI) [1]. A detailed understanding of the mixing between fuel and air 

can lead to more efficient combustion. This mixing process is controlled by injection and spray propagations. For 

this reason, several work has been done to further characterizing the impact of different injection parameters on 

spray development [2-3] and to create correlations between near-nozzle flow behavior and diesel engine 

performance which increase the ability of designing more efficient diesel engines. Detailed experimental data not 

only lead to further understanding of the spray behavior from the injector, but also provide valuable knowledge to 

enhance computational modelling capabilities.  

Over the past few years, different optical diagnostics have been widely developed to characterize and optimize 

diesel spray [4] (such as Laser induced fluorescence [5], Spontaneous Raman scattering [6-7], Mie scattering [8], 

PIV [9], DBI, etc…). However, due to the visible light scattering, which is strongly refracted from droplets in the 

dense near nozzle area, the analysis of the spray dense core by these techniques has been limited. Since 2000, 

the absorption of X-ray, generated by Argonne's Advanced Photon Source has been developed to understand the 
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near-nozzle spray better [9–12]. The X-ray radiography technique is perhaps one of few methods able to measure 

the liquid mass distributions in otherwise complex sprays [7–9] permitting analyses that cannot be performed using 

optical spray diagnostics. This greatly simplifies the analysis as the attenuation signal can be related to the liquid 

mass density in the path of the X-rays with minimal sensitivity to the droplet size. Recently, Xray micro-source has 

been used for the estimation of the temporal-averaged vapour volume fraction within high-speed cavitating flow 

orifices [17]. 

In general, three common anode elements iron, copper and tungsten, can be used to produce X-ray photons for 

spray diagnostics. The higher X-ray fluxes are obtained with tungsten anodes but the X-ray spectrum is composed 

of several characteristic L lines which is not a very favorable situation for spray density calculation, ideally 

achievable with a monochromatic radiation. Iron electrodes exhibit the lower energy photons in the K lines around 

6.4 keV but, in this case, the X-ray flux is much lower and the sputtering of the anode during electron bombardment 

is to high impeding to operate this material in repetitive experiments over few hundreds of shots. View that the X-

ray propagation path from the X-ray source to the CCD camera, the X-ray source used in this work is a table top 

micro focus X-ray tube equipped with a copper anode [14] to get the best compromise between the X-ray flux and 

the contrast between the jet and the chamber absorption with high dynamic. The purpose of this paper is to present 

the benefits and limitations of using the X-ray source and to suggest some recommendations for improving 

performance.  

The technique was applied in the case of Cerium (Ce) doped dodecane sprays through micrometric nozzles (hole 

diameter 90 µm) in NOSE at HPHT. Cerium is used for its strong impact on the X-ray diagnostics due to the strong 

photon absorption of Ce at relatively low X-ray energy and this additive is used in engine technology for the 

regeneration of diesel filters issues. This additive has been used in synchrotron based diagnostics which have been 

performed with energy beams around 8 keV [15–17]. The experiments were conducted for different pressures and 

different concentrations of Ce in order to visualize the jet of dodecane with the polychromatic X-ray micro source 

with Cu anode. Experimental radiography of dodecane spray expansion, cone angle and density measurements 

will be performed by several shots X-ray measurement and also compared with the average measurement over a 

large number of shots which enhance the quality of the signal and allow a more detailed analysis. The spray cone 

angle is determined from the width of the spray at several axial sections. Absorption and density measurement 

obtained from 5 ms injection of 20% Ce doped n-dodecane spray are presented.  Finally, the vertical binning being 

key point of X-ray measurement to achieve a good value of signal to noise ratio is analysed. 

 

Material and methods 

 

 

Figure 1: Photo shows the X-ray micro-source and detector and that on the right details the black spray chamber. At the bottom, 

a schematic of the experimental setup is shown thus the radiography device associated and synchronized with the injection system 

of spray chamber.   
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The layout of the experimental set-up is shown in Figure 1. It composed from four main subassemblies: a high 

pressure and high temperature chamber, micro X-ray source, an X-ray CCD camera and a pilot for the triggering 

and synchronization of the X-ray source shots and the needle injector control. The experimental set-up about the 

new combustion chamber based on concept of rapid cycling machine called “New One Shot Engine (NOSE) 

developed to study the diesel spray has been described in detail elsewhere [1] and only a short summary will be 

given here. NOSE is based on the use of one-cylinder low-speed diesel engine of 18 horse power HP at 750 rpm. 

This cylinder has 155 mm bore diameter and a 177.8 mm stroke. The original cylinder head was replaced by a 

dedicated chamber, designed by extending the combustion chamber for supporting optical technique 

measurements.  

For X-ray diagnostic, the transmission through the window depends on its thickness and the material it is made of. 

The X-ray beam passes through a pressurized spray chamber with x-ray rectangular windows (25 mm wide, 80 mm 

high) where rectangular slits equipped with 125 µm thick Mylar films, with high X-ray transmission, have been used 

as entrance and exit windows along the X-ray propagation path from the X-ray source to the X-ray detector. The 

layer of Mylar will slightly decrease (a few percent) the transmission of the X-rays. Other advantages of Mylar is its 

resistance to high pressure and it can also support more than hundreds of cycles. After the beam passes through 

the spray chamber, the X-ray radiographies are acquired using X-ray CCD camera. This camera offers 

approximately high quantum efficiency with 12 bits of dynamic range. The detector is optimized for low energy X-

rays (20 KeV) using high contrast X-ray image intensifier (4 inch). X-rays are converted in visible light through an 

efficient scintillator and this emission is then detected with 1920 x 1440 pixels CMOS image sensor and 0.5mm of 

Beryllium as input window. The camera is placed 25 cm from the high pressure chamber giving a magnification 

equal to 1. The X-ray diagnostic is triggered and synchronized with zero delay between time of acquisition and time 

of injection. The X-ray diagnostics of liquid jet depends on strong absorption of the x-ray beam by the liquid fuel. 

This is essential at high ambient density levels, since the ambient gas in the chamber can absorb a significant 

amount of the x-ray intensity. To enhance the x-ray absorption coefficient of dodecane, a cerium fuel additive has 

been added. The properties of the fuel are listed in Table 1. 

Table 1. Fuel Physical properties 

Properties n-dodecane DPX 9 

Density (kg.m-3) 753 1107 

Dynamic viscosity (mPa.s) 0.97954 4.1786 

kinematic viscosity (mm2.s-1) 1.3335 3.7756 
 

The average energy measurement of the micro X-ray source used in this work was determined. This quantity is 

relevant for the spray density calculation. For this purpose, X-ray transmission of increasing number of Kapton® 

(C12H22O2N2) foils each having a thickness of 50 µm with a 1.42 g.cm-3 density are performed for calibration, 

knowing that the x-ray absorption of this material is well known. The measurement of these test objects transmission 

was realized in the same configuration of that used later for spray diagnostics with rigorous Signal-to-Noise ratio 

study.  

Table 2. Description of ECN spray A boundary conditions and X-ray radiography test conditions 

Parameter Dodecane 

Injector body type Bosch CR 2.16 

Nozzle type Single hole, axially oriented 

Nozzle outlet diameter (µm) 

Fill gas 

90 

Nitrogen (N2) 

Ambient gas temperature (K) 

Ambient gas pressure (MPa) 

Ambient gas density (kg.m-3) 

Fuel 

Fuel injection pressure (MPa) 

Fuel temperature at nozzle (K) 

Injection duration (ms) 

900 

6.0 

22.8 

n-dodecane 

150 

363 

5 
 

The radiography measurements fundamentally measure the path-length-integrated amount of liquid in the x-ray 

beam. At each measurement location, the projected mass per unit area along the beam pass M is related to the 

measured transmission by the Lambert–Beer law: 

M = ∫ 𝜌 𝑑𝑧 =
−1

𝜇
 log (

 𝐼(𝑡)

𝐼0
) (1) 
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In this equation, I(t) and I0 are the transmitted and incident beam intensities (i.e. during and before the injection), µ 

is the absorption coefficient (per mass/area) and ρ the local fuel density in the spray, which will generally be lower 

than the density of undisturbed liquid. 

 

Results and discussion 

 

Example of typical Data 

Data were obtained for two levels of pressure (1bar and 60 bars). The impact of the added amount of doping agent 

(Eolys Rhodia DPX 9) on the physical characteristics of the spray is illustrated in Figure 2. Comparisons between 

the diffused back illumination images acquired from n-dodecane spray without DPX 9 containing Ce (Figure 2 a) 

and these obtained from n-dodecane spray with 20 % of Ce (Figure 2 b) showing clearly that liquid penetration 

length is higher when DPX is present. The current data also show that for 20 % of DPX mixed with n-dodecane, the 

physical characteristics of n-dodecane spray and its behavior show several significant differences from the n-

dodecane spray without DPX (i.e. viscosity, density). Moreover, the data presents different rate of evaporation and 

it is clearly observed that there is no possible determination of liquid length of the spray obtained with 20 % of DPX, 

as seen by the shadow and the larger dark area in Figure 2 b showing the unevaporated part of the fuel. Thus 

measurements with lower concentrations of dopant under similar boundary and injection conditions were performed 

in order to determine the lowest concentration of dopant making it possible to keep similar physical properties of 

the spray while enabling visualization of the jet by X-rays. As illustrated in Figure 2 when the percentage of Ce 

decreases, the DPX 9 starts to evaporate efficiently. For 2.5 % of Ce, appearance of two regions where we can 

observe that the darker region decreases to 10.5 mm and for 0.25 %, an important evaporation of DPX is obtained. 

Liquid length around 10.5 mm is achieved from the Figure 2 (f).  

 

 

Figure 2: Examples of Diffused Back Illumination instantaneous image of the spray at 60 bar 900 K (a) dodecane without DPX 

(b) dodecane doped with 20 % of Ce (c) dodecane doped with 5 % of Ce (d) dodecane doped with 2.5 % of Ce (e) dodecane 

doped with 1.25 % of Ce (f) dodecane doped with 0.25 % of Ce. 
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Spatial resolution 

The resolution of the full X-ray radiography setup was first calculated from the analysis of the grey level profiles of 
1 mm thick lead and air line pairs with a number of line pairs per mm extracted from the radiograph illustrated in  
Figure 3 a). The calculation of the modulation transfer function involving the ratio of the peak-to-valley grey level 
amplitude to the maximum grey level value amplitude, for the different spatial frequencies, associated with the 
number of line pairs per mm, together with the calculation of the signal to noise ratio.  
Figure 3 presents the grey level profiles obtained in the geometrical configuration of this experiment averaging over 
100 shots and showing that significant contrasts are obtained for patterns as small as 100 μm which is appropriate 
for this work. The estimated spatial resolution of the X ray setup is around 120 µm. 
 
  
 

 

 

 

 

 

 

 

Figure 3: a) Radiograph of calibrated line pair pattern with detector at 25 cm from injector. b) Grey level profiles extracted from 

radiograph (a). From left to right, the pattern consists in 4.55, 4, 3.15 and 3.55, line pairs per mm.  

 

Figure 4: 20% Ce doped n-dodecane at 900K sprays radiographs, (a), (b) radiograph at ambient pressure and 60 bars, 

respectively, left: transmitted beam and right: absorption, (c) 40% Ce doped n-dodecane at 850 K and 20 bars sprays radiographs 

Radiography data was obtained from averaging 10 shots from the X-ray measurements. A slight asymmetry in the 

flow is evident, even though the nozzle geometry is normally axisymmetric. The measurements were realized over 

several averaged X-ray shots in the same configuration of that used later for diagnostic of 20% Ce doped n-

dodecane spray (894 Kg.m-3 at 300 K and ambient conditions). The X-ray CCD camera was set 25 cm from the 

spray chamber integrate the filtering of ambient air, high pressure chamber and Mylar window. In these experimental 

conditions the mean X-ray energy was determined to be of 8 KeV ± 0.3. The injection duration and X-ray camera 

duration were both 5 ms close to the emission of the characteristic Kα copper line of X-ray micro source. As shown 

in Figure 4, radiography collected at 1 bar and 60 bar chamber pressure shows the absorption by the jet near to 

the nozzle. Notable observation from the radiographs (a) and (c), that spray  present a cone angle focused near of 

nozzle and the measurements from radiography can be based on the behavior of the dense core of the spray, which 

contains most of the spray mass. Examples of Ce doped dodecane sprays line profile and their radiographies at 

different pressure are shown in Figure 5. 
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Figure 5: Ce doped dodecane sprays line profile and their radiographies (right) radiographies at 1bar of pressure (left) 

radiographies at pressure of 60 bars. 

Determining the spray cone angle is to define a width of the spray at several axial sections. In this study, the full-
width, half-maximum (FWHM) is determined by fitting a transmitted or absorption signal with a Gaussian function. 
Figure 6 indicates that the FWHM values near the nozzle are quite similar for both operating conditions and the 
FWHM increases significantly with axial distance for the nozzle. 
From the limited quality radiograph with this percentage of Ce, the spray propagation occurs in a very stable 

approach from one injection event to another due to similar result obtained along the line where the continuous jet 

is obtained over a straight vertical propagation. The full angle of aperture deduced from the measurement of the 

ratio of the radial extension to the downstream propagation length has a constant value of about 5° with no 

significant evidence for the presence of dodecane out of this cone. The maximum density inferred from the ratio 

grey level value measured in and out of the jet and accounting for an average X-ray energy of 8.0 ± 0.3 keV and 

the dodecane X ray absorption cross section for this X-ray energy, is of about 0.6 g.cm-3. 

 

Figure 6: Fits and lines profiles of transmitted signals of 20% Ce doped dodecane sprays at several axial positions from the 

nozzle. (a) 1bar of  pressure, (b) radiograph at pressure of 60 bars, (c) radiograph at pressure of 20 bars. 

Table 3 shows the density measurement obtained from 5 ms injection of Ce doped n-dodecane spray calculated 

from radiographs at different position of spray from the nozzle. Reminding that the density of the mixing of 20% Ce 

doped n-dodecane spray is 894 Kg.m-3 at 300 K and ambient conditions. During the propagation of the spray, the 

density decreases due to the air entrainment. A considerable increasing of the density is obtained at high pressure 

(60 bar) and high temperature (900 k). Under this condition, the fuel evaporates. During the vaporization of 

dodecane the cerium level increases causing the increasing of the density. The uncertainty in the density 

determination is calculated by determining the uncertainty in measuring the absorption coefficient and the photon 

shot noise, which follows a Poisson distribution. By propagating the error through the logarithm of equation 1, the 

resulting uncertainty in density is less than 8 %. 
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Table 3. Parameters of 5 ms of injection duration of 20% and 40% of Ce doped n-dodecane spray calculated from radiographs 

(presented in Figure 4) at different position of spray from the nozzle. 

Pressure in the 
chamber 

Position from the 
nozzle (µm) 

FWHM Density (kg/m3) 

1 bar 
(20% of Ce) 

445 2.103 ± 9.5%    875 ± 1.1% 

1012    2.477 ± 6%    870 ± 1.1% 

2268 2.536 ± 8.2%    868 ± 1.2% 

2430 6.047 ± 5.8%    852 ± 3.5% 
 

20 bar 
(40% of Ce) 

35   3.124 ± 6.7%    960 ± 2% 

385   3.398 ± 23.8%    958 ± 4.8% 

1085   4.968 ± 9%    957 ± 4.2% 

1435   6.094 ± 13.9%    952 ± 2.1% 
 

60 bar 
(20% of Ce) 

2430   1.463 ± 34.1%    950 ± 6.2% 
2714   4.432 ± 7.8%    964 ± 7.1% 

 

Signal to Noise Ratio (SNR) 

To quantify the capacity of the actual setup with micro X-ray source to detect the cerium doped dodecane sprays 

through micrometric nozzles in a HPHT injection chamber, SNR analysis was also performed on single-shot X ray 

measurement where we make binning along one, and several line profiles, respectively. Each line profile of the 

detector correspond to a vertical resolution of 30 µm. So that considering the spatial resolution of the diagnostics 

in the present experimental setup, pixel binning to enhance signal to noise ratio is not a severe limitation. 

The SNR values obtained from the X-ray measurement are defined as the ratio of mean peak intensity of the minima 

subtracted from the mean environment intensity to the root-mean-square (rms) fluctuations of the pixel signal in the 

image. The radiograph images from the X ray source were dark-current subtracted. 

SNR=
|𝐼ℎ𝑜𝑙𝑒  − 𝑀𝑒𝑎𝑛 𝑜𝑓 𝑒𝑛𝑣𝑖𝑟𝑜𝑛𝑚𝑒𝑛𝑡 𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 | 

𝝈𝑓𝑙𝑢𝑐𝑡𝑢𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑝𝑖𝑥𝑒𝑙𝑠 𝑠𝑖𝑔𝑛𝑎𝑙

        (2) 

 

Figure 7: Single-shot X-ray Ce doped dodecane sprays profile and their radiographies at 1 bar and 300K by binning over (a) 1 

line (b) 10 lines (c) 50 lines (d) 100 lines.  

Table 4.  SNR obtained from radiographies at 1 bar by binning over different number of lines. 

Number of lines 1 10 50 100 

SNR 0.8 2.3 3.7 4.2 

 

Due to the low absorption of a few percent of the dodecane sprays, injection events require to be averaged over a 

few hundred of X-ray shots to get sufficient SNR from radiographs. If we increase the number of shots the SNR for 

20% dopant is improved. In our experiment conditions, good compromise to achieve a reasonable SNR is 10 shots 

for 1 bar and 100 shots for 60 bars. However, as we can see in the single shot X ray measurement applied at 

ambient condition to Ce doped dodecane (Figure 7), signal of the jet is completely drowned inside the background-

noise. When binning over large number of line increases, a considerable reduction of RMS is obtained leading to 

increase the SNR and then the absorption of jet is clearly seen. This analysis suggests to reduce the percentage 

of dopant and to make vertical binning on X-ray radiography. An improvement in SNR is clearly observed when 

vertical binning is performed and the presence of the jet of dodecane can be clearly detected.  

 

Conclusions 

To the best of our knowledge, this is the first time that X-ray radiography of a dodecane jet at high pressure and 

high temperature have been obtained in spray A conditions using new one shot engine. X-ray radiography has 

demonstrated its potential as a useful quantitative diagnostic for studying dense fuel sprays. From the various 

761

http://creativecommons.org/licenses/by-nc-nd/4.0/


ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain 

 

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0). 

EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA 

studies carried out to study the effect of DPX dopant on the physical characteristics of dodecane spray, it has been 

shown that the behavior of the spray is completely different when high concentration of dopant is mixed with the 

dodecane. Liquid penetration length was determined when decreasing the Ce dopant concentration in dodecane 

till 1.25%. Further analysis suggested to reduce the percentage of dopant and to make vertical binning on X-ray 

radiography, for which improvement in signal to noise-ratio was clearly observed and the presence of the jet of 

dodecane can be detected. The full angle of aperture deduced from the measurement is around 5°. Density and 

absorption measurement obtained from 5 ms injection of 20% Ce doped n-dodecane spray at 900 K are around 

950 kg/m3. First experiments show that measurement output is a compromise between, on the one hand, the 

percentage of dopant for which the physical characteristics and the behavior of the spray do not change, and on 

the other hand the visualization of the jet by X-ray. 
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Abstract 
In a fuel injector at the end of the injection, the needle descent and the rapid pressure drop in the nozzle leads to 
discharge of large, slow-moving liquid structures. This unwanted discharge is often referred as fuel ‘dribble’ and 
results in near-nozzle surface wetting, creating fuel-rich regions that are believed to contribute to unburnt 
hydrocarbon emissions. Subsequent fluid overspill occurs during the pressure drop in the expansion stroke when 
residual fluid inside the nozzle is displaced by the expansion of trapped gases as the pressure through the orifices 
is equalised, leading to further surface wetting. There have been several recent advancements in the 
characterisation of these near nozzle fluid processes, yet there is a lack of quantitative data relating the operating 
conditions and hardware parameters to the quantity of overspill and surface-bound fuel. In this study, methods for 
quantifying nozzle tip wetting after the end of injection were developed, to gain a better understanding of the 
underlying processes and to study the influence of engine operating conditions. A high-speed camera with a long-
distance microscope was used to visualise fluid behaviour at the microscopic scale during, and after, the end of 
injection. In order to measure the nozzle tip temperature, a production injector was used which was instrumented 
with a type K thermocouple near one of the orifices. Image post-processing techniques were developed to track 
both the initial fuel coverage area on the nozzle surface, as well as the temporal evolution and spreading rate of 
surface-bound fluid. The conclusion presents an analysis of the area of fuel coverage and the rate of spreading and 
how these depend on injection pressure, in-cylinder pressure and in-cylinder temperature. It was observed that for 
this VCO injector, the rate of spreading correlates with the initial area of fuel coverage measured after the end of 
injection, suggesting that the main mechanism for nozzle wetting is through the impingement of dribble onto the 
nozzle. However, occasional observations of the expansion of orifice-trapped gas were made that lead to a 
significant increase in nozzle wetting. 

Keywords 
Diesel; end of injection; dribble; surface wetting; image processing 

Introduction 
Increasingly strict emissions standards place considerable pressure on the automotive industry to increase the 
efficiency of, and reduce the emissions of the engine. This is primarily done by optimising the fuel-air mixing 
processes that occur inside the combustion chamber. Since the fuel air mixing is affected by the fuel injection 
equipment (FIE), much of the research efforts have been in improving the injector design and spray characteristics. 
This has resulted in the numbers of holes in the injector tip increasing with subsequent designs, as well as increases 
in the operating pressure, with typical systems operating with common rail pressures of over 200 MPa. These 
increasingly harsh conditions are believed to accelerate the formation and growth of deposits in and around the 
injector tip.  

The accumulation of deposits in and around injector tips is associated with reduced engine performance and 
lifetime. This reduction in performance is known to manifest in a variety of ways including increased acoustic and 
pollutant emissions [1-3]. The deposits can also reduce the hydraulic diameter of the nozzle hole, resulting in a 
reduction in the quantity of injected fuel and reduced quality and consistency of injection [3-5]; all of which cause a 
reduction in engine power [6]. The deposits can also increase cavitation, which can then lead to further coking of 
the nozzle [7]. Injector needle sticking can occur and eventually injector failure [8, 9]. The issue of deposit formation 
is further compounded by both the strict tolerances of critical parts of the FIE  
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Recent efforts have been directed at optimisation of the injection event itself. Shifts towards piezo-actuated injectors 
mean that dynamic response times are improved, reducing the time spent in the transient injection phase. This has 
been shown to give superior fuel air mixing when compared with older systems using solenoid actuated injectors 
[5, 6]. A more recent technique in injection optimisation utilises split injection strategies. This gives increased control 
of the rate of injection. Split injections have been shown to reduce unburnt hydrocarbon (UHC) emissions. There 
are, however, diminishing returns, suggestive of a persistent source of UHC emissions [10].  
 
Transient injection phases, in particular the end of injection, are believed to be related to this persistent source of 
emissions [11], as well as the continuing issues around injector deposits. During the end of injection, as the needle 
descends, the complex fluid flow inside the nozzle and orifices results in the discharge of large, slow and deformed 
liquid structures during the collapse of the spray. This leads to two problems. Firstly, the liquid often lands on the 
near-nozzle surface where it is then exposed to the high pressures and temperatures inside the cylinder. Since this 
creates locally rich regions in an overall lean environment, incomplete combustion, cracking and degradation are 
likely to occur. This is particularly true if the combustion flame front contacts the surface-bound fluid. It is likely that 
this process would impact the initial formation of carbonaceous deposits in and around the injector tip. Secondly, 
the large, slow-moving droplets that were ejected may not be atomized sufficiently to undergo complete evaporation, 
thus producing unwanted combustion by-products. There is also potential for these droplets to be drawn directly 
through the exhaust valve where they contribute directly to the UHC emissions. Increased use of split injection 
strategies increases the time spent by the spray within the transient regime. This increases the occurrence of liquid 
structures associated with the end of injection and the related problems with emission and deposits. As such, the 
end of injection has recently attracted considerable efforts to characterise and explain the observed phenomena 
[12-15].  
 
There have been numerous simulations and numerical studies that have predicted the complex fluid behaviour 
inside nozzle during the closing of the needle [16-19] these studies predict the breaking up of the jet into ligaments 
as well as rapid pressure fluctuations during this time. There is a point in which the experimental observation and 
numerical simulations are in very good agreement. There does, however, exist a lack of quantitative analysis 
relating to the volume of fluid on the surface of the near nozzle region after the end of injection. There have been 
simulations on predicting mass outflux [18], but this includes fluid that is discharged into the cylinder as well as onto 
the surface. 
 
Whilst there are interesting fluid dynamic processes occurring at the orifices throughout the engine cycle [15, 20], 
this investigation is focused on nozzle wetting processes that occur within a few milliseconds from the end of 
injection. Development of quantitative methods to measure both the spreading area of surface-bound fluid in the 
near-nozzle region after the end of injection, as well as the spreading rate, allows elucidation of the underlying 
mechanism of the initial fuel spreading. In order to decouple the effects of pressure and momentum on the initial 
coverage area, injections were carried out at significantly different timing during the engine cycle, resulting in greatly 
different in-cylinder pressure and temperature. This allowed the effect of capillary action and spreading to be 
investigated since the physical properties of the fuel are functions of pressure and temperature and the spreading 
dynamics are a function of both liquid physical properties and ambient conditions. In fact, at higher pressures and 
temperatures nozzle surface wetting is expected to increase. This is due to the pressure effect on viscosity and the 
temperature effect on viscosity and surface tension. Increasing both pressure and temperature relaxes the contact 
angle and increases surface wetting [21]. Based on this it can be hypothesised that the surface wetting will be more 
pronounced when injecting at top-dead-centre (TDC). Given the timescales involved, it is likely that pressure would 
be the dominant effect, since the nozzle tip will experience a reduced temperature variation due to thermal inertia. 
 
Experimental setup 
The principal apparatus used in this research was a single cylinder reciprocating rapid compression machine. The 
fuel was delivered by a Delphi common-rail system, comprising a DFP-3 high-pressure pump rated at 200 MPa, 
and a six-hole Siemens instrumented injector with a VCO type nozzle. The setup allows observation of all six orifices 
simultaneously as they all sit within the plane of focus. The injector contained two integrated type K thermocouples 
accurate to ±1 K. These thermocouples record temperature at a point just below the tip of the nozzle surface and 
another inside the body of the injector to measure the fuel temperature around the needle prior to discharge. The 
injector was mounted orthogonal to the incident light to allow visualisation of all orifices simultaneously. 
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Table 1. Test conditions and hardware characteristics  

Parameter Value 

Nozzle type Siemens DW10, 6-hole VCO 
Orifice diameter 145 µm 

Peak motored pressure 50 bar 
Peak motored temperature 640 K 

Injection pressures 500; 1500 bar 
Injection timing -30; 0; 30 CA aTDC 

Injection pulse duration 200; 400; 600 µs 

Nozzle tip temperature  405 K +/- 3 K 

 
The light source consisted of two synchronised high-speed lasers illuminating the opposite sides of a 6-hole 
Siemens DW10 instrumented injector. Laser 1 is a CAVITAR Cavilux solid state diode laser emitting at 690 nm and 
Laser 2 is a copper vapour laser emitting at 510 and 578.2 nm with the beam being delivered via optical fibre. Laser 
1 is controlled via a software interface and can be used to trigger a signal generator which, in turn, emits a pulse to 
drive Laser 2. The frame exposure of the high-speed camera was set at 1 µs, although the exposure was controlled 
by the shorter laser pulse durations. More details can be found in the specification table below.  

Table 2. Imaging equipment specification. Frame rates shown are at minimum and maximum resolution and then a 
representative resolution from the data presented in this project. 

Parameter Value 

Camera  Phantom V12.1 
Pixel size 20 µm 
Bit depth 12-bit 

 Frame exposure time  1 µs 
Frame rate (704 x 704 pixels) 10,000 fps 

Image resolution 6.58 µm per pixel 
Field of view 4.63 mm x 4.63 mm 

 
With this setup, video data was acquired showing all six orifices for one entire engine revolution. The orifice were 
numbered clockwise as seen in Figure 1.  

 

 

Figure 1. Video frame showing the entire injector tip and all orifices in focus. Note how each orifice is illuminated differently, in 
particularly how the equatorial orifices 2 and 5 seem to afford little contrast as they lie directly in the path of the incident laser 

light. The remaining orifices 1,3,4,6 offer better contrast as light from the liquid layers is scattered away from the imaging 
system. The surface-bound fluid appears darker, whereas this effect is reduced for orifices 2 and 5. 

 

1 

2 

3 4 

5 

6 
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Quantification of coverage area and spreading rate 
In order to obtain quantitative data to explore the key hypothesis that the surface wetting will be more pronounced 
when injecting at TDC, image processing algorithms were developed to semi-automatically extract the coverage 
area of liquid fuel on the nozzle tip. The key stages of the image processing algorithm are listed and described 
below: 

1. Normalisation of pixel intensities: the intensity histogram was stretched in relation to the top and bottom 
10% pixel intensities across the frame to account for laser pulse to pulse variation. 

2. Flat fielding: the illumination across the frame was not homogeneous due to the curvature of the nozzle 
tip surface. The intensities across the frame were homogenised using a non-linear gradient filter. 

3. Removal of high frequency noise: high frequency noise was removed, and small regions with similar pixel 
intensity distributions were merged using morphological closing with a non-flat, inverted ball-shaped 
structuring element, followed by morphological opening. 

4. Removal of reflections from the orifice edge: an elliptical mask layered over the orifice with constant pixel 
intensities, equal to the mean of those surrounding it, was applied to remove high intensity reflections from 
the orifice’s edge. 

5. Semi-automatic binarisation: a function using the mean and spread of pixel intensities across the frame, 
in conjunction with a user input coefficient, was used for the binarisation threshold. The automatic 
thresholding performed well, but a user adjustment was required in 33% of the videos to faithfully track the 
coverage area. These tended to be for higher injection pressure conditions. 

6. Smoothing of the binarised image: morphological operators were applied to remove small-scale features. 
 

Binarised regions that did not overlap with the orifice were removed, therefore videos showing no coverage did not 
show any binarised regions. The fuel coverage area was converted from pixels to mm2 via scaling of the final 
binarised region, accounting for the 30° inclination of the nozzle tip surface with respect to the optical axis. A visual 
inspection of the image processing output was performed for all frames to ensure that the automated measurements 
accurately represented the coverage area. Videos which could not be processed were discarded, and some videos 
were re-processed with a custom binarisation threshold. 
 
This approach gave consistent results for orifice 3 due to its orientation relative to the illumination and the imaging 
system, therefore the image processing was only applied in the area surrounding orifice 3. Visual inspection of the 
videos confirmed that this particular orifice was representative of the nozzle’s behaviour. An example of the user 
interface for the image processing code is shown in Figure 2.  
 

 

Figure 2. User interface showing the results of image analysis, with individual steps displayed so that the performance of the 
algorithm can be assessed in real time. 

 
A mean value was extracted for data points between 3 and 3.5ms ASOI. This was able to yield an approximation 
for the initial quantitative coverage of the fluid, shown in Figure 3. The individual data points on that chart represent 
the mean values from all injections at matching injection pressures and injection timings in which coverage occurred. 
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Figure 3. Mean initial coverage area measured 3 ms after the end of injection trigger. This shows that increasing injection 
pressure reduces the amount of initial fuel coverage once the spray has collapsed. Each data point represents the mean of 3 to 

15 individual injections, and the error bars represent ±1 standard deviation. The orifice area has been subtracted. 

Results and discussion 
A key hypothesis that was tested in the present work is whether the presence of gas trapped inside the nozzle 
orifices could influence the wetting of the nozzle tip during the expansion stroke. As the in-cylinder pressure drops 
rapidly during expansion, gas trapped within the orifices should expand and displace liquid fuel onto the external 
surface of the nozzle tip. In order to test this hypothesis 3 injection timings were investigated: 

1. During the compression stroke, when the gas pressure rise should inhibit the expansion of trapped gas  
2. At top-dead-centre when the gas pressure is nearly constant 
3. During the expansion stroke when the rapid gas pressure drop should promote the expansion of trapped 

gas. 
 
The mean coverage area was found to depend heavily on the crank angle at which the injection pulse was sent. 
Injection at TDC is where the temperature and pressure are the greatest, higher pressure and temperatures relax 
contact angles and are conducive of more surface wetting. The lower in-cylinder pressures found when injecting 
away from TDC lead to greater fluid momentum at the instant when spray collapse occurs. This means there is less 
chance of splashback or ligament retraction towards the nozzle tip. It is interesting to note that the initial coverage 
areas measured when injecting during the compression (-30 CA) and expansion (+30 CA) strokes are almost 
identical. This confirms that the expansion of trapped gas does not significantly contribute to the initial wetting of 
this nozzle’s surface.  
 
The data recorded in Figure 3 shows a clear trend where increasing injection pressure leads to a reduction of the 
initial fuel coverage area. This can be explained by an increase of the fluid momentum at higher injection pressures, 
which in turn reduces the likelihood of ligament impingement or splashback onto the injector surface. The rate of 
liquid spreading was measured (Figure 4) by analysing the nozzle wetting shortly after the end of injection, using a 
linear regression where the gradient of the line represents the temporal evolution of the wetted surface area (Figure 
5). Tthe same as those described for the initial coverage trend was observed for both injection timing and injection 
pressure. This suggests that the spreading rate highly correlates with the initial coverage area. This correlation 
indicates that the temporal increase in wetted surface area is due to the spreading of the initial liquid deposition, 
rather than the emergence of additional liquid from the orifice. This is further evidence that the expansion of orifice-
trapped gas bubbles is not the main contributor to liquid spreading across the near-nozzle surface after the end of 
injection. However, some exceptions were occasionally recorded, with the emergence of a bubble being observed 
and followed by an abrupt increase of the wetted area (Figure 5). Although such bubble expansions were not 
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common, when they did occur, the coverage area could rapidly double; hence, the importance of this phenomenon 
may not be negligible. 

 

Figure 4. Illustration of how the rate of liquid spreading correlates with both crank angle and injection pressure. The rate of 
liquid spreading was calculated using linear regression analysis where the gradient of the line of best fit denotes the spreading 

rate in mm2s-1 
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Figure 5. Temporal evolution of liquid coverage area as a function of time after start of injection trigger. In the majority of cases, 
the spreading rate observed was constant, as indicated by the linear trend lines. Occasionally, the emergence of a bubble was 
observed and followed by an abrupt increase of the detected coverage (white circles), however, this phenomena only occurred 
outside the image processing period. The dashed ellipses highlight the orifice location and the white arrow in frame B points to 
the distinctive scattering caused by the emergence of a liquid/gas interface within the orifice. Although such bubble expansions 

were not common, when they did occur, the coverage area rapidly increased. 

 
Conclusions 
In this study, a method for quantifying nozzle tip wetting after the end of injection was developed to gain a better 
understanding of the underlying processes and to study the influence of engine operating conditions. A high-speed 
camera with a long-distance microscope was used to visualise fluid behaviour at the microscopic scale during, and 
after, the end of injection. In order to measure the nozzle tip temperature a production injector was instrumented 
with a type K thermocouple near one of the orifices. Post-processing techniques were developed to track both the 
initial fuel coverage area on the nozzle surface, as well as the temporal evolution and spreading rate of surface-
bound fluid. 
 
Increasing the injection pressure from 500 bar to 1500 bar reduced the initial nozzle tip wetting. This is believed to 
be the result of increased momentum of the end of injection dribble, which reduces the likelihood of fluid contacting 
the surface of the near nozzle region, either by retraction of surface-bound ligaments or spray splashback. 
It was observed that the rate of spreading correlated with the initial area of fuel coverage measured after the end 
of injection, suggesting that the main mechanism for the wetting of a VCO nozzle is through the impingement of 
dribble onto the nozzle tip. 
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For this nozzle the expansion of orifice-trapped gas bubbles was not found to be the main contributor to liquid 
spreading across the near-nozzle surface after the end of injection. However, on some occasions the emergence 
of a bubble was observed and followed by an abrupt increase of wetted surface area as liquid fuel inside the orifice 
was displaced onto the nozzle tip. When this occurred the coverage area could rapidly double, suggesting that this 
phenomenon may not be negligible. 
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Abstract
This paper reports on the establishment of a testing facility to investigate spray and impingement characteristics of
a recently developed, fully adaptive lubrication system for large two stroke marine diesel engines. The reported part
of this research relates to development steps towards the new lubrication system as well as the implementation of
a dedicated testing facility and the establishment of validation approaches in order to corroborate technology
developments in this context.

The major objective of this development yields an optimization of lubricant utilization and at the same time a
significant reduction of lubricant fraction in the exhaust gas. A requisite to obtain the desired level of flexibility calls
for a revised approach in injecting the lubricant. The desired flexibility of the new lubrication approach foresees a
cycle based adjustment of the injected amount of lubricant as well as the injection pressure in order to provide the
possibility to shape the injection spray pattern. Concept studies nominate the application of a common rail system
with integrated needle lift type injectors and adjustable injection pressure as compliant with the requisite to inject
the lubricant with a high level of flexibility.

This paper hence encompasses design and development aspects of the new lubrication system but most of all
highlights steps in developing a validation concept in order to compare common lubrication systems with the new
type of lubrication system.

Initial results of the test cell provide an insight regarding relevant information on the injection spray characteristics
over the full engine load range as well as the possibility to compare common lubrication system performance with
the new common rail lubrication system.

A comparison between measurement and simulation results provide the possibility to implement experimentally
gained data in a neuronal network in order to enhance the predictive quality of the simulation tool.

Keywords
Injection system development and validation, computational injection spray simulation, experimental spray
investigation

Introduction
Detailed investigations related to lubricant flow optimizations and transportation mechanisms clearly demonstrate
the importance of an appropriate lubricant injection. [1-4] A characterization of relevant contributors to the total
lubricant balance of a large two stroke marine diesel engine was performed to address the optimization potential of
single components of the tribosystem. Optimizations of piston ring pack geometries showed superior functionality
in terms of considerably reducing the amount of lubricant in the exhaust gas. Another, yet equal important aspect
which must be taken into consideration when looking at further reducing lubricant consumption of such an engine
type, relates to a detailed investigation regarding the application of the lubricant by means of a properly designed
lubrication system. Design aspects of such a recent development focus on controlling lubricant spray characteristics
over the complete engine load range and related variations of boundary conditions. Thus, investigations in the
context of this paper, focus on developing an evaluation approach to support lubricant spray simulation tool
developments as well as an experimental quantification of the lubrication system performance under close to real
engine like boundary conditions.

One of the differences of a large two stroke diesel marine engine, compared to automotive engines, is found in the
application of such a lubrication system. Electronically controlled lubrication systems are designed to meet
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appropriately defined lube oil feed rates in order to optimize cylinder lube oil consumption without compromising life
time performance of a tribosystem. Mentioned lubrication systems deliver accurately metered, main engine load
and fuel quality dependent quantities of lubricant to the cylinder liner with a very precise timing. This circumstance
provides the possibility of adjusting lubrication system parameters on basis of operational requirements.

Fig.1 shows a schematic of a “Pulse Jet” two stroke lubrication system, a typical setup of a lubrication system
applied on WinGD’s large two stroke marine diesel engines. It consists of a lubricant tank, a filter system, lube oil
dosage pumps and non-return valve based lube oil injectors. The cylinder lube oil is applied onto the running surface
of a cylinder liner by means of appropriately designed lube oil injector nozzle tips.

Fig.1: Typical arrangement of a large two stroke diesel engine lubrication system [2,3]

The lubricant is delivered to the injectors by a dosage pump which is powered by pressurized servo oil drawn from
the engines system oil circuit. The lube oil feed rate and timing are electronically controlled by a solenoid valve of
the dosage pump providing full flexibility in setting the injection timing over the full load range of the engine. A short
coming of such a system is found in significant variations of the lubricant spray pattern following well investigated
effects of a strong temperature dependency of the dynamic viscosity and related spray behaviour. A necessity to
control the spray characteristics in order to optimize lubricant utilization thus leads to the development of a needle
lift type in injection system in conjunction with a common rail approach.

Lubrication system development
Complying with the requirements of a fully adaptive lubrication system and the requisite to actively control lubricant
spray characteristics over the entire engine load range, calls for a review of existing lubrication approaches. A
significant part of this investigation hence focuses on the development of such a system to optimize lubricant
utilization and to guarantee optimal life time performance. Fig.2 shows a schematic of the common rail type
lubrication system incorporating needle lift type lubricant injectors.

Fig.2: Schematic of a new common rail type lubrication system

Such an approach provides the possibility to adjust the injection pressure and timing over the complete engine load
range and related temperature condition variations. Flexibility in shaping the lube oil spray pattern can thus achieved
by applying main engine load dependent injection parameters.
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A typical development approach in this respect encompasses computational simulation support to optimize
geometrical aspects and to predict lubrication system performance. A 1D fortran code based on concentrated
volume method is applied to simulate the new lubricant injectors, taking friction effects on dynamics of moving
components of the injector into consideration. Basic equations of the simulation tool are mass and momentum
equations, whereof the integration of momentum equations on a solid body allows to model the moving parts, such
as valves and needles. Forces due to the pressure on the surfaces, to the spring load and preload, to the friction

forces were taken into account as well as the collision forces calculated by the elastic collision theory. An integral
approach on a generic volume for the equation of mass is convenient when the main phenomenon is the pressure
variation due to the flow rate and volume variation, as in the several chambers of the injection system. The discharge
coefficient was evaluated according to Schmitt’s formulation [14]; furthermore, the leakage between different
chambers was evaluated considering laminar flow in the gap. Mass and momentum equations were employed to
simulate the fluid dynamic phenomena inside the pipes and connections between different chambers of the system.
Using a further relation between pressure and density, also provides the possibility to solve the equations in one-
dimensional form using the method of characteristics. [9,11] This relation is based on the bulk modulus of the fluid,
which is considered linear according to the pressure, interpolating the data obtained from measurements, the
presence of air in the oil could also be considered. Nikuradse’s theory was used to calculate the friction forces while
the boundary conditions were calculated according to Matsuoka. All the equations were solved using an explicit first
order Runge-Kutta scheme. A schematic of the simulated component is shown in Fig.3. a) and b) as explained by
de Risi. [5]

a) b)

Fig.3: a) Schematic of the simulated components in the LubeFluid 1D code; b) detailed view of the 
simulated scheme for the control zone, displaying the open position of a needle lift type injector. [5]

A brief description of the new type of lubricant injector is described hereafter. In the upper part of the injector there
is a magnetic circuit which is controlled by an Electronic Control Unit. When a voltage signal arrives from the ECU,
the magnetic circuit attracts the valve-shutter and opens the valve. The control volume and the accumulation volume
are high pressure chambers fed by the rail via adequate pipes. These chambers limit upwards and downwards the
pressure rod. At rest (no voltage signal) both the control volume and the accumulation volume are at the same
pressure and the pressure rod due to the different cross section at the bottom and at the top, keeps the needle in
its seat. When the magnetic circuit open the valve, the pressure in the control volume gets lower since the fluid
moves from this zone to the upper region through the open valve. As a consequence, the pressure rod is moved
upwards by the pressure gradient, the needle is raised from its seat and the injection starts. When the electrical
signal stops, the valve is closed and the injection ceases. The injection profile resulting from this process depends
on the dynamic characteristic of the injector. In particular, the raising of the needle from its seat is governed by the
fluid dynamics of both the control zone and the accumulation volume. The geometric features of these zones will
be used as parameters in the optimization with genetic algorithms that will be carried out on basis of a first draft of
the injector. [5]

Assuming a dependence of density on pressure only, it should be possible to introduce the fuel bulk modulus as
defined by Parson [15]; moreover, the elasticity of the pipe walls has been calculated by reducing the bulk modulus
of the fluid volume contained between them. The equations of flow inside a pipe were solved writing continuity and
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momentum equations considering one-dimensional isothermal flow. Taking into account those hypotheses, the
equation system is:

ቀడ௣
డ௧
ቁ+ ቀ௨	డ௣

డ௫
ቁ+ (ఘ௖మ௨ఋ)

஺
+ ଶܿߩ ቀడ௨

డ௫
ቁ = 0 (1)
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ቁ+ ݑ ቀడ௨

డ௫
ቁ+

ቀങ೛ങೣቁ

ఘ
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where ߜ = ቀௗ஺
ௗ௫
ቁ, u and c are the oil and sound velocity, respectively, whereas is the fluid bulk density and ߩ f is the

friction factor.

Supposing that the density of both phases is only function of the pressure and does not vary, as the section pressure
is constant and equal to the vapor pressure if there is the presence of a vapor phase, the continuity equation can
be written as:

௩ߩ) − (௟ߩ
డఈ
డ௧

+ ௩ߩ)ݑ − (௟ߩ
డఈ
డ௫

+ ߩ డ௨
డ௫

= 0 (3)

The pressure drop due to the friction in two-phase flow cannot be treated as mono-phase, since the vapor
completely modifies the fluid dynamic conditions in the pipe; therefore, its evaluation was computed through the
Lockhart’s and Martinelli’s empirical correlation. [13] A typical simulation result, obtained using the 1D LubeFluid
code, is shown in Fig.4, which compares different injection timing effects on injection velocity profiles at 900 bar
injection pressure.

Fig.4: Injection velocity profile as function of excitation time. The first blue 
curve is representative of an injection in the ballistic regime. [5]

Initial simulation results highlight, that the time response of the injector significantly is affected by stiffness and
preloading of its three springs: the pin spring, the anchor spring and the needle spring. These dynamic parameters
hence are key parameters in the final optimization process to be performed in the next step of the ongoing project.

Experimental setup
Investigating mentioned injection characteristics calls for the establishment of a sound testing environment.
Therefore a system was designed to provide testing conditions similar to real engine application boundary
conditions in order to investigate thermo – physical properties and related effects on the lubricant spray. The test
cell hence provides the possibility to address parameter variations such as pressure, temperature, injection
pressure, nozzle geometry and lubricant property variations over the complete load range of a large two stroke
marine diesel engine.
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The test cell design features a cylinder liner segment between two lubrication quill positions in order to simulate the
lube oil spray under engine like conditions. Fig.5 shows the segment which is covered and provided with an optical
access in order to investigate on different effects on the lube oil spray pattern and the impingement characteristic
on the cylinder liner wall.

Fig.5: Schematic of the lube oil injection test cell and first impressions of the testing environment

In order to comply with real engine like conditions, a pre-study was performed to determine relevant system
boundary parameters. The system is designed to provide pressure and temperature characteristics comparable to
the full engine load range. Efforts in developing a fully operative test cell focus on the application of measurement
technologies and instrumentation. A variety of Software and Hardware adaptions lead to the desired final test cell
design. Adapting a standard Pulse Jet lubrication system and a high speed camera provides first impressions of a
lube oil spray and gives a feedback on how the test cell performs.

Further adaptions of system components lead to preliminary information regarding the injection spray
characteristics over the full engine load range. Fig.6 shows a comparison between 25% and 100% engine load
equivalent system boundary conditions and related lubricant spray patterns of a single-hole nozzle based on a
typical diffused back-illumination measurement approach.

Fig.6: Diffused back-illumination approach measurement results of lube oil injection spray 
characteristics for 25%engine load (1,6 bar of absolute cell pressure and 421 K lube oil 
temperature) and 100% engine load equivalent system boundary conditions (4.8 bar of 

absolute cell pressure and 476 K lube oil temperature)

Fig.6 also demonstrates the strong dependence between lube oil temperature and injection pressure. In fact,
considering a lube oil temperature of 421 K, an injection pressure of 1.6 bar absolute and a nozzle diameter of 0.75
mm, the behaviour of the liquid phase is simply a liquid column. Instead, with an oil temperature of 476 K and an
injection pressure of 4,8 bar absolute, a break-up in the liquid phase is visible, with the formation of a certain number
of droplets. This break-up depends on the Ohnesorge number, which is the ratio between the Weber number square
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root and the Reynolds number. Thus, the decrease of the viscosity results in an increasing of the Reynolds number
and a decay of the Ohnesorge number. The tested oil is characterized by an SAE 50 viscosity index with a kinematic
viscosity of 19,2 mm/s^2 @100°C and for this reason the spray condition can shift from a no-break-up regime to a
first wind induced break-up.

The acquired images are used to study spray characteristics. A Labview code is currently being developed to
standardize measurement results for all testing conditions. Definitions of regions of interest (ROI) are utilized to
characterize the development of the spray. Fig.7 shows a schematic of such an attempt in characterizing distinct
injection characteristics. Two ROIs are related to the upper and lower part of the spray (red and green rectangle)
whereas a third one follows the spray tip along the distance from the nozzle towards the simulated cylinder wall.
(yellow rectangle)

Fig.7: Schematic of a typical spray characterization approach

Next steps in this development relate to further optimizations of the system and the implementation of algorithms
to quantify lubricant spray and impingement characteristics.

Simulation tool development
This section briefly discusses the numerical approach to develop a code which is capable of simulating
lubricant sprays. A 1D CFD and a neural network approach is used with the objective to create a fast running
application to compute spray characteristics variations and to quickly visualize the effect on the cylinder
wall. A particular approach of predicting the lubricant spray characteristics has been applied by making use of a
CFD numerical approach. Literature review and experimental data reveal the most suitable analytical spray models
which best describe the phenomenology of lubricant sprays. [4]

The first step of the numerical code development relates to the computation of the jet velocity ௜ at the nozzle holeݒ
exit. This has been made using the relation derived from Bernoulli:

௜ݒ = ݇௩ඨ
݌∆2
௟ߩ

(4)

Where ݇௩ is the discharge coefficient from Hiroyasu et al, ௟ is the liquid phase density andߩ is the pressure ݌∆
difference across the nozzle. Subsequently, the volume of the injected liquid for every time-step has been computed
using a typical injection profile loaded from the acquired data, which is similar to the one in figure, to calculate the
pressure-drop at every time-step (dt).Thus, the expression for the instant volume of oil is the following:

௙ܸ = ݐ௜݀ݒ௡௭ܣ (5)

At this point it is necessary to compute the Sauter mean diameter (SMD) of the droplets so that it is possible
to apply resulting drag forces. For this reason, a series of SMD prediction models has been implemented
providing the possibility to change the model in the software graphic unit interface according to literature
information related to the specific spray measurement results.The implemented models are derived from
Hiroyasu-Kadota [6], Elkotb et al. [7], Hiroyasu-Arai [8], Hiroyasu-Arai-Tabata [9] respectively:

ܦܯܵ = ௚଴.ଵଶଵߩ଴.ଵଷହି݌∆	23.9
௙ܸ
଴.ଵଷଵ (6)
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ܦܯܵ = ௟଴.ଷ଼ହߥ଴.଻ଷ଻(௟ߩߪ)௚଴.଴଺ߩ଴.ହସି݌∆	3.08 (7)

ܦܯܵ = 0.38݀௡௭ܴ݁௟଴.ଶହܹ݁௟ି଴.ଷଶቆ
௟ߤ
௚ߤ
ቇ
଴.ଷ଻

ቆ
௟ߩ
௚ߩ
ቇ
ି଴.ସ଻

(8)

ܦܯܵ = 8.7	݀௡௭(ܴ݁௟ܹ݁௟)ି଴.ଶ଼ (9)

Equations (6) and (7)  are related to the injection pressure rather than inlet velocity derived by injected droplet
measurement into stagnant air. The equation by Hiroyasu and Kadota considers the volumetric flow rate of the
liquid, but does not consider any liquid properties. Thus the equation is not strictly valid for liquids with physical
characteristics like the lubricant. Equation (7) , instead, considers liquid density, surface tension, kinematic viscosity,
air density and injection pressure, which is the most suitable approach for the modelled lubricant spray. Equation
(8) is suitable for incomplete spray, in fact, the atomization process depends mainly on the injection velocity in the
nozzle hole. The spray cannot be formed correctly (incomplete spray) for low injection velocities, causing an
insufficient atomisation, with a long transformation process from liquid column to droplets. This is the case that can
occur in the lube oil spray, which can be characterized from low velocity and laminar flow due to the high viscosity
of the liquid phase.  However, to describe the complete spray, equation (9) appears to be the most suitable one. [4]

At this stage, a computation of the injected mass, ݉௜௡௝ , for each time-step is performed with equation

݉௜௡௝ = ݇௩ܣ௡௭ඥ2Δ݌ ∙ ௟ dtߩ (10)

Using the computed SMD provides the possibility to estimate the Reynolds field of the mean droplet as a
function of time. Thus, according to the studies of Desantes et al [8] [9], who presented a description of the
drag coefficient :ௗ  for sprays, equation (11) has been used to calculate the drag forceܥ

ቐܥௗ =
24
ܴ݁

(1 + 0.15ܴ݁଴.଺଼଻)	݂݅	ܴ݁ ≤ 10ଷ

ௗܥ = 0.44		 									݂݅	ܴ݁ > 10ଷ
(11)

Finally, It is possible to calculate the mean force acting on the jet, as a weighted arithmetic mean to the injected
masses of the j-th drag forces.

So far, the dynamic characteristics of the spray has been considered. Now, it is necessary to make an estimation
of the spray angle which will be applied to the definition of the 3d behaviour. The approach followed was to use a
literature expression of the spray cone angle and to correct it introducing the dependencies from the viscosity to
make a best fit to the value measured during the tests. Considering the equation for the spray angle provided by
[10], corrected with a nozzle length-diameter ratio provided by [11], a best fit relation (12) for the cone spray angle
has been found:

ߴ = 457 ∙ ݀௡௭
଴.ହଵଶߥ௟ିଵ.ହଷܽ݊ܽݐቈ

1
௡௭ܥ

ߨ4
√3
6 ൬

௚ߩ
௟ߩ
൰
଴.ହ
቉ (12)

With

௡௭ܥ = 3 + 0.28
௡௭ܮ
݀௡௭

(13)

The source code of this numerical simulation tool is based on Labview for a full integration with the previously
exhibited neural network code and with the designed graphical user interface (GUI). Main details and most important
features of the simulation tool are shown in Fig.8
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The main screen of the application is split into three main parts:

· Tree of configuration and calculation results

· Input parameters and computation model selection.  In this mask, it is possible to insert the geometrical

engine specifications (bore diameter, stroke, etc…), lubricant properties and injection system properties

· The graphical section shows a series of three tabs for the visualization in 3d render and on a 2D plane of

the performed computation.

The developed application is capable of predicting the performance of a complete lubrication system, composed
by a number of up to eight lubricant injectors with a maximum of five holes per injector. [4]

Another feature of the new simulation tool relates to the prediction of the shape of the lube oil spray. Fig.9 compares
the predicted spray characteristics with the measured ones of the above investigated ambient conditions at 25%
and 100% engine load equivalent system conditions.

Fig.9: Comparison between predicted and measured lube oil injection spray characteristics for 25% 
engine load equivalent system conditions (1,6 bar of absolute cell pressure and 421 K lube oil 

temperature) and 100% engine load equivalent system conditions (4.8 bar of absolute cell pressure 
and 476 K lube oil temperature)

Next steps of this investigation yield the implementation of experimentally gained data in a neuronal network of the
simulation tool in order to enhance predictive accuracy of the model and to support design optimization of the new
lubrication system development.

Fig.8:  Main screen of the Lube oil simulation tool [4]
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Conclusions
The analysis presented here highlights key steps towards the development of a new, common rail based lubrication
system comprising the application of needle lift type lubricant injectors as well as the consequent application of a
dedicated testing facility and furthermore focuses on relevant simulation tool development activities in order to
provide all the required tools for a successful lubrication system development. The simulation of relevant injector
kinetics allows to predict lubricant flow characteristics in the injector and highlights the optimization potential of such
an approach. A distinct testing facility supports design variation investigations of relevant lubrication system
components under close to real engine boundary conditions and at the same time provides the possibility to validate
a new lubricant spray and impingement simulation tool. The combination of all activities represents a sound basis
for further developments and optimization cycles in order to obtain the desired lubrication performance.
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Nomenclature
:݌∆ pressure drop across the nozzle hole
௚ andߩ :௟ߩ gas and liquid density respectively

௙ܸ: injected volume of liquid

:ߪ liquid/air surface tension
:௟ߥ kinematic viscosity of the liquid
݀௡௭: nozzle diameter
:௡௭ܮ nozzle length
ܴ݁௟: Reynolds number of the liquid
ܹ݁௟: Weber number of the liquid
:௟ߤ dynamic viscosity of the liquid
:௚ߤ dynamic viscosity of the gas phase

݀௡௭: nozzle diameter [mm];
:௟ߥ lubricant viscosity [cSt];
௚ andߩ :௟ߩ the gas and liquid density respectively
:௡௭ܥ nozzle geometry coefficient
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Abstract
The design of modern aeronautical propulsion systems is constantly optimized to reduce pollutant emissions while
increasing fuel combustion efficiency. In order to get a proper mixing of fuel and air, Liquid Jets Injected in gaseous
Crossflows (LJICF) are found in numerous injection devices. However, should combustion instabilities appear in the
combustion chamber, the response of the liquid jet and its primary atomization is still largely unknown. Coupling
between an unstable combustion and the fuel injection process has not been well understood and can result from
multiple basic interactions.
The aim of this work is to predict by numerical simulation the effect of an acoustic perturbation of the shearing air
flow on the primary breakup of a liquid jet. Being the DNS approach too expensive for the simulation of complex
injector geometries, this paper proposes a numerical simulation of a LJICF based on a multiscale approach which
can be easily integrated in industrial LES of combustion chambers. This approach results in coupling of two models:
a two-fluid model, based on the Navier-Stokes equations for compressible fluids, able to capture the largest scales
of the jet atomization and the breakup process of the liquid column; and a dispersed phase approach, used for
describing the cloud of droplets created by the atomization of the liquid jet. The coupling of these two approaches is
provided by an atomization and re-impact models, which ensure liquid transfer between the two-fluid model and the
spray model. The resulting numerical method is meant to capture the main jet body characteristics, the generation
of the liquid spray and the formation of a liquid film whenever the spray impacts a solid wall.
Three main features of the LJICF can be used to describe, in a steady state flow as well as under the effect of the
acoustic perturbation, the jet atomization behavior: the jet trajectory, the jet breakup length and droplets size and
distribution.
The steady state simulations provide good agreement with ONERA experiments conducted under the same condi-
tions, characterized by a high Weber number (We>150). The multiscale computation gives the good trajectory of the
liquid column and a good estimation of the column breakup location, for different liquid to air momentum flux ratios.
The analysis of the droplet distribution in space is currently undergoing. A preliminary unsteady simulation was
able to capture the oscillation of the jet trajectory, and the unsteady droplets generation responding to the acoustic
perturbation.

Keywords
multiscale numerical simulation, liquid jet in gaseous crossflow, acoustic perturbation, Euler-Lagrange coupling

Introduction
The liquid jet in crossflow (LJICF) configuration covers several applications in engineering systems, such as com-
bustion, chemical or even agriculture fields. Particularly in aircraft combustion chambers, systems where the fuel
jet is injected normally into an air crossflow are commonly used. Compared with a free jet into a quiescent flow,
this configuration enables a better mixing of fuel and air and fuel evaporation before delivery to the combustor.
Therefore LJICF are found in numerous injection devices as the "Lean Preximed Prevaporizer" (LPP) device. How-
ever, this device operates on lean premixed combustion, a regime that easily leads to the apparition of combustion
instabilities. Unstable combustion is the consequence of a thermo-acoustical coupling between instationary heat
release from combustion and acoustic pressure oscillations in the combustion chamber. These instabilities lead to
excessive engine vibration and possible irreversible damage of the propulsion system. Among the mechanisms that
can be responsible for the variation of heat release from combustion, Apeloig [1] has shown the effect of : acoustic
perturbations in the incoming airflow that creates fluctuations of the acoustic speed and pressure, state of the liquid
phase injected in the combustion chamber (atomization, spray, filming), acoustic boundary conditions (including
multiperfored liners [2]). The complete understanding of coupling mechanisms between unstable combustion and
fuel injection process remains essential. The aim of our work is to perform a numerical simulation describing the
behavior of a liquid jet in a subsonic gaseous crossflow under acoustic perturbation, thus improving the knowledge
on the interaction between atomization and flow fluctuations.

Many studies have focused on steady-state LJICF. Mashayek et al. [2] gather the important parameters for the
study of LJICF : the liquid and gaseous related physical parameters (density, viscosity, surface tension) and the
parameters linked to the configuration, such as diameter of the jet and injector geometry. Pai et al. [3] identify
four adimensional numbers for the jet behavior and atomization : the jet-to-crossflow momentum flux ratio q, the
aerodynamic Weber number Weg, the liquid Reynolds number Rel and the Ohnesorge number Ohl. Wu et al.
[4] studied experimentally the influence of these parameters on the behavior of the jet. They observed similarities
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Figure 1. Liquid jet in crossflow configuration, from Broumand et al. [5]

between liquid jet primary breakup regimes and those reported by Hsiang and Faeth [6] for secondary breakup of
droplets. Hence, they proposed a q −Weg map to classify the jet primary breakup. These map shows different
breakup regimes, such as the column breakup, the multimode breakup or shear breakup.
The liquid jet breakup generates different liquid structures : ligaments, droplets and blobs (Fig. 1). Experimentally,
the jet breakup is usually characterized by four features [5] : liquid jet primary breakup regimes, liquid jet trajectory,
liquid jet breakup length and spray characteristics. The first experimental studies [4] focused on large-scale features
of the liquid jet breakup, such as trajectory of the jet and column breakup location. In a review paper, No [7] makes
an inventory of the empirical correlations for trajectory of the jet. They showed a huge discrepancy between the
different correlations obtained from experimental studies. Indeed, there are many factors that impacts the jet tra-
jectory, and a restricted number of dimensionless numbers cannot characterize totally the jet trajectory over several
regimes [7].

A few experimental studies on the effect of acoustic perturbations on LJICF have been performed. Carpentier et
al. [8] investigated the comportment of a liquid jet in the presence of acoustic waves generated by a loudspeaker
upstream a Kundt tube. The position of the jet orifice to the acoustic velocity nodes influences directly the jet desta-
bilization, up to the jet atomization. Song et al. [9] studied the effect of a modulated crossflow on the spray formed
by the liquid jet injection. They found out that an oscillating gaseous crossflow faintly changes the trajectory of the
jet whereas it affects its atomization, resulting in smaller and more numerous droplets than in the steady case. They
lately showed a periodic behavior regarding mean drop sizes and mean drop velocity. Unlike Song, Anderson et al.

[10] observed a cyclical oscillation of the jet penetration when they increase the modulation level rate τ =
V ′

V̄
. They

came to the following conclusion : for a small τ only atomization process is impacted, when τ becomes stronger,
the jet trajectory will also be modified by the modulated crossflow.

This study focuses on a high aerodynamic Weber number (Weg > 110), which is typical for shear breakup. In this
type of primary breakup, the liquid jet is slightly deformed by the crossflow. Instabilities appears on the windward
side of the liquid jet due to the strong shearing of the crossflow. These instabilities keep growing along the liquid
jet and cause the breakup of the liquid column as a whole. Other instabilities are observed, creating ligaments then
droplets stripped from the jet sides. These ligaments sizes have been widely studied by Sallam et al. [11], finding
out that both the sizes of the ligaments and droplets increase with the distance from the orifice. Mazallon et al. [12]
concluded that the length of the ligament increases progressively with the Ohnesorge number. This paper presents
a multi-scale simulation of a LJICF in both stationary and perturbed gas flow up to the formation of the spray in the
form of a dispersed phase.

Numerical Approaches
Phenomenological models have been developed to represent the mechanisms of primary breakup of the LJICF.
Wang et al. [13] uses linear stability to describe the instability (especially Rayleigh-Taylor waves) of a round liquid
jet in crossflow. They determined that three main terms contribute to the instability of the jet : jet velocity, surface
tension and aerodynamic force.The analogy between jet atomization and "blobs" breaking up under Kelvin-Helmoltz
instability enabled the development of two breakup models : the Taylor Analogy Breakup (TAB) [14] and the Wave
breakup models [15]. These models can be easily integrated in Reynolds Averaged Navier-Stokes (RANS) compu-
tations.

Many numerical studies have been led with higher grid resolution, such as large eddy simulation (LES) [16]. This
type of simulations represents large-scales features of the jet, but needs the development of sub-grid models to
represent the drop generation process.
Direct numerical simulation (DNS) describes the whole atomization process from the larger scales to the smaller
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ones. They are generally based on sharp interface computed by Level-Set method [17], Volume-of-Fluid [18], and
derived methods such as Refined Level-Set [19] and Coupled Level-Set and Volume-of-Fluid [20]-[21]. These ap-
proaches require a large computational effort and can be combined with AMR method [22] to reduce the number of
cells in the numerical domain or Euler-Lagrangian coupling (in a discrete element sense)[23].

The aim of this paper is to assess a new numerical approach based on a multi-scale methodology for the breakup
of a liquid jet in cross-flow. The multi-scale methodology is described in the following section. While the two-
fluid model captures the larger scale phenomena of the liquid jet breakup, the spray evolution is described by a
well established dispersed phase model resolved in a Lagrangian framework. The Eulerian-Lagrangian coupling
enables the simultaneous resolution of the two previous models. Being the DNS approach too expensive for the
simulation of complex injector geometries, the multiscale approach provides a less expensive alternative that can
be easily integrated in industrial LES of combustion chambers.
This multi-scale method is validated in the case of a liquid jet in steady gaseous crossflow. A preliminary unsteady
simulation shows the effect of an oscillating crossflow on the jet behavior.

Numerical method
The multi-scale approach has been proposed by Blanchard [24] as a tool to be integrated in a LES framework. This
approach has been already validated on the primary atomization of a sheared liquid sheet. This approach is based
upon three numerical models :

• a two-fluid model based on finite volume discretization of conservation equation for both liquid and gas,

• a dispersed phase model with a Lagrangian solver which describes the motion of the droplets stripped from
the jet,

• a sub-scale atomization model that detects zones where the droplets are produced. This model enables the
exchanges between the two previous models.

The methodology has been implanted in to the ONERA legacy CEDRE code [25].

Two-fluid model
The two-fluid model (usually gas/liquid) considers two fluids simultaneously present in any point of the domain. The
hypothesis of local mechanical equilibrium imposes that the two fluids have the same velocity and pressure within
the given cell. The mass and momentum balance equation resolved by the model are :

∂ρ̃

∂t
+ div (ρ̃⊗ v) = 0 (1)

∂ρv

∂t
+ div (ρv ⊗ v + pI) = div (τv + τc) + ρg + sp (2)

with ρ̃ = [αlρl, αgρg]T = [ρ̃l, ρ̃g]T the fluid bulk densities, αl,g the volume fractions of the liquid and the gas, ρl,g
the densities of the liquid and the gas, τc and τv respectively the capillary and viscous stress tensor, g the gravity
acceleration and sp the two-way coupling source term. The mixture density is ρ = αlρl +αgρg. As the configuration
studied in this paper is iso-thermal, we do not consider the energy balance equation.

The numerical resolution of the system is done by finite volume scheme on unstructured 3D meshes. The time
discretization is based on an explicit RK2 scheme. A second-order MUSCL scheme is used to achieve robust
second order space accuracy, while a special attention has been paid to the multislope limitation procedure [26] in
order to limit the diffusion of the interface.
Thermodynamic closure laws are considered for each phase : perfect gas and weakly compressible liquid [27].

Dispersed phase model
In a typical propulsion system, the number of droplets created from the fuel atomization can be huge, thus it is
impossible to simulate each droplet individually. A statistical approach is chosen, based on the resolution of a
Boltzmann equation [28] where a scalar function represents the average liquid droplets density. The resolution is
based on a Lagrangian method, called particulate method. The dispersed phase model assumptions are :

• the droplets are rigid spheres,

• the spray is sufficiently diluted that the volume occupied by the droplet can be neglected,

• the evaporation, the secondary breakup and the collisions between droplets are not taken into account in the
present simulations. Nevertheless, these features can be activated in the CEDRE code.

The concept of numerical particles is introduced, each particle being characterized by a numeric weight carrying the
information of many physical droplets. These numerical particles obey transport equations. The spray is coupled to
the carrier phase in a full two-way coupling. The numerical integration of this model is fully described in [24].
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Atomization model
The atomization model couples the the two-fluid model and the dispersed phase model. This model must deter-
mine the location where the liquid is transferred from one model to another. The conservation of liquid mass and
momentum is imposed between the two models.

The activation of the atomization model in a given cell is based on several criteria :

• the atomization should occur when the two-fluid solution is too diffuse,

• the model should not affect multifluid resolved liquid structures.

These criteria are rewritten with threshold values imposed by the user on the liquid volume fraction αl and its
gradient∇αl calculated in the two-fluid model. The threshold on the volume fraction is set to αatom

l = 0.1, this value
is a good compromise to trigger the atomisation where the liquid phase is diluted enough.The value of ‖ ∇αl ‖atom
is directly linked to the interface thickness :

δint ≈
1

‖ ∇αl ‖atom
(3)

Thus, the threshold value must indicate a zone where the interface is diffuse enough, that is why we choose
‖ ∇αl ‖atom= C.∆x with C = 0.5 and ∆x the local cell dimension.

Once the atomization is activated, the particles are injected in each cell Ωi by respecting : the number of injected
particles, the initial velocity of each droplet, the initial position randomly taken inside Ωi, the physical properties of
the droplets (same as the liquid), and diameter of the droplets. The diameter of the droplet is still a user-defined
parameter at the present time. In this work, the diameter is chosen with the use of experimental correlations, thus
representing the final diameter after primary and secondary atomization.

Results and discussion
Experimental set-up
Because of the few experimental studies that show the liquid jet in presence of an oscillationg crossflow, ONERA
carried out an experimental investigation [29]. The purpose of this study is to understand the behavior of the spray
generated from the breakup of a liquid jet in gaseous crossflow in the presence of combustion instabilities, and
particularly the formation of liquid films when the droplets impact the duct walls.
The experimental configuration consists of a duct with rectangular cross-section where the liquid is injected by
an circular orifice located on the bottom wall. Upstream, a loudspeaker delivers an imposed periodic acoustic
perturbation. The figure 2 shows the experimental disposition, the highlighted rectangular area corresponds to the
domain calculated by the numerical simulations. This domain has the following dimensions : 0.23 m in length,
0.05 m in width and 0.05 m in height. A convergent section is placed just before the nozzle to reduce the duct
height to 0.02 m, and thus stabilize the mean flow : the gas flow is considered as non-turbulent. The airflow
velocities given in this paper refers to the velocity at the channel outlet. Several measurement methods provide us
a significant database for the primary breakup of the liquid jet with a gaseous crossflow. The comparison between
the numerical and experimental results on the same configuration allow to minimize the discrepancies due to the
different geometrical and physical parameters (such as confinement or high-temperature effects).

Figure 2. Experimental configuration set up at ONERA [29], the computational domain is highlighted in green

Steady flow simulations
First, we focus on a liquid jet injected in a steady gaseous crossflow. This configuration is chosen as representative
as possible as a multipoint fuel injection device. The flow description is :

• the two fluids are respectively water for the liquid jet and air for the crossflow,

• the gaseous crossflow is laminar, the liquid jet is supposed laminar,

• the study is conducted at standard temperature and pressure (STP).
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Table 1. Parameters of the simulation of the liquid jet in steady crossflow

Dimensional

Jet diameter dj 2 mm

Air density ρg 1.2 kg.m−3

Water density ρl 1000 kg.m−3

Air viscosity µg 1.9 10−5 Pa.s

Water viscosity µl 1. 10−3 Pa.s

Air velocity vg 78 m.s−1

Water velocity vl 6.4− 7.4− 10.6 m.s−1

Surface tension σ 0.072 N.m−1

Non-dimensional

Aerodynamic Weber number Weg =
ρgdjv

2
g

σ
203

Jet-to-crossflow momentum flux ratio q =
ρlv

2
l

ρgv2g
5.6− 7.5− 15.4

Air Reynolds number Reg =
ρgdjvg
µg

9900

Ohnesorge number Ohl =
µl√
ρldjσ

2.6 10−3

Jet-to-crossflow density ratio Φ =
ρl
ρg

833

The computational domain is the same as the experimental setting presented in the previous subsection. The
mesh consists of about 3.8 M elements, the most refined zone is along the jet inlet surface where the smallest cell
size is ∆x = 80 µm. There are 30 cells in the section of the jet. The mesh becomes coarser downstream the
injection point, where the dispersed phase model entirely describes the liquid phase. At the moment, no subgrid
turbulence model has been activated as we are mainly interested in largest scales liquid/gas interactions. Turbulent
effects will be taken in account in the future simulations. We choose an explicit time discretization, with a time step
∆t = 5. 10−8s. An effective parallelization on 480 processors enables to get a steady regime in approximately 10
hours CPU time.
The inlet gas velocity has a constant value of vg = 78 m.s−1. The other physical parameters are summarized in
table 2. As the liquid considered is water, the Ohnesorge number is Ohl = 2.64 10−3. As long as this number
is smaller than 0.3, Sallam at al. [11] states that the viscous effects are small enough that the Ohnesorge number
do not play any role to classify the jet primary breakup. The present Weber number is representative of the shear
breakup regime.
Based on the correlations from Sallam’s experimental observations [11], the droplet diameter has been fixed at
dl = 100 µm. This diameter represents the droplets at the channel exit, after secondary breakup.

Figure 3. Simulation of the liquid jet in a gaseous steady crossflow

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0).
EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA 786



ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain

We firstly focus on the simulation with q = 7.5. The figure 3-(a) shows a snapshot of the simulated liquid jet in
cross-flow, 5 ms after the beginning of the liquid injection. The white shape represents the liquid core of the jet,
depicted by the iso-contour αl = 0.5. This value of the liquid volume fraction αl is chosen to define as precisely as
possible the envelope which encloses most of the liquid. The particles are the Lagrangian droplets created by the
atomization model.
The first step is to analyze the large scale features of the jet. We observe the development of the liquid jet bent
by the crossflow. Waves propagate on the windward part of the jet, and these instabilities keep growing as they
move along the jet up to provoke the breakup of the liquid column. A first estimation shows that the wavelength
of these waves are slightly under the diameter jet (Fig. 3-(b)). Sallam et al. [11] give a correlation based on his
experimental results, that leads to a wavelength of λs = 0.3. A protocol is actually developed to determine precisely
the wavelength and the frequency of these waves.
As experimentally observed, the section of the jet is deformed and tends to a "kidney shape" (Fig. 3-(c)).
The analysis of the side view pictures of the jet enables to define jet trajectories for three differents value of q. These
results have been compared to the experimental data [29] on the Figure 4.

Figure 4. Effect of the q parameter on the jet trajectory

The numerical simulation results shows a further penetration of the liquid jet as the parameter q increases, in ac-
cordance with the experimental results [7]. Near the injection orifice (

x

dj
= 0.5), the trajectories from numerical

simulations are in a good agreement with the experimental observations. Beyond this point, the numerical curves
tend to underestimate the jet trajectory, especially with increasing values of q. This may be explained by the liquid
inlet conditions : laminar or turbulent profiles [16]. In our case the laminar profile seems to leads to a larger area
exposed to the air flow, involving a stronger drag; this force increasing the jet bending.

With the side view of the liquid jet 3-(b), we can also estimate the mean column breakup location. The liquid jet
breakup length corresponds to the streamwise distance reached by the liquid jet before its complete breakup. Even
if the determination of the breakup length is not very accurate for several reasons [5], we will compare our results to
experimental and numerical studies. The three numerical cases provides a constant normalized length

xb
dj

, around

5.2. Such a tendancy has also been observed in previous experimental studies [4]. Indeed, when the inlet liquid
velocity increases, the penetration of the jet will tends to be more important while the breakup characteristic time is
shorter. We compared our value of 5.2 with the data provided in the paper of Sallam et al. [11] and the theoretical
value given by Wu et al. [4] of 8.6. Although our value appears far from Wu’s value, the comparison with the ex-
perimental results from Sallam gives a good agreement, especially when the experimental conditions are closer to
the considered configuration. Other numerical studies, such as Li and Soteriou [20] or Xiao et al. [16] also obtained
similar values for the normalized breakup length.
Concerning the column breakup height yb, the simulations give a proportionality yb ∝ q0.47. Several authors [5]
integrates other non-dimensional parameters in their correlation, such as Reg or Wel. Here again, there is a large
degree of discrepancies in literature for the prediction of the column breakup height, nevertheless the relation found
in that study is in the range of the correlations given by Wu et al. [4]..

On the figure 3-(a), the particles are colored by their velocity magnitude. The initial velocity of the particles when
they are generated is close to the liquid jet velocity magnitude. The particles velocities near the domain outlet are
still mush smaller that the airflow velocity. Considering a characteristic length l0 = 0.1m equal to the distance
between the jet orifice and the outlet to and vg the gas flow velocity, the characteristic time of a particle and the
Stokes number are :

t0 =
ρpd

2
p

18µg
= 0.029s, St =

t0vg
l0

= 21.8 (4)
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As the Stokes number is greater than 1, the particles are mostly driven by inertia and their relaxation to the air flow
velocity is weak. The transit time of a particle in the domain is calculated with the length of the channel l0 and a gas
velocity v0 ≈ 50 m.s−1 slightly lower than the airflow velocity because of the jet wake :

tp =
l0
v0
≈ 0.002s << t0 (5)

This explains that the particles velocity does not reach the airflow velocity before the channel exit.
A further analysis of the liquid jet and spray is currently in progress and will provide more details about the instabili-
ties on the surface of the jet and the droplets distribution. These results will be compared to the data from ONERA
experiments.

Unsteady flow simulation
The aim of this simulation is to show the capability of the multi-scale simulation to handle the propagation of an
acoustic wave and its effect on the liquid jet behavior.

Table 2. Parameters of the simulation of the liquid jet in unsteady crossflow

Dimensional

Air velocity vg 39→ 91 m.s−1

Water velocity vl 6.2 m.s−1

Non-dimensional

Aerodynamic Weber number Weg 51→ 276
Jet-to-crossflow momentum flux ratio q 3.9→ 21

Air Reynolds number Reg 4900→ 11500

The parameters of the simulation are given in the table 2. Starting from a steady state regime has been reached,
then a periodic oscillation on the inlet acoustic velocity is imposed. The frequency of the oscillation is set to its
experimental value 177Hz. This frequency ensures the presence of a pressure node near the injection point, thus
maximizing the acoustic velocity variations at this location. The modulation rate is τ = 40 %.

(a) (b) (c)

Figure 5. Simulation of the liquid jet in unsteady crossflow

Figure 5 shows snapshots of the jet at three different times after the beginning of the oscillation. The temporal
phase is given in relation to the velocity oscillation imposed at the inlet. The blue shape is the liquid core of the jet,
the Lagrangian particles are colored in red. Note that the atomization model has been activated at the beginning
of the unsteady state, which can explain that the number of droplets is lower than the steady simulations presented
in the previous part. The side views show that the liquid jet shape and penetration changes with the inlet velocity
oscillation. Image processing of the numerical side views provides a frequency of the jet flapping around 177Hz,
consistent with the frequency of the upstream velocity oscillation.
A qualitative analysis of the pictures shows that the spray distribution depends on the time. For instance, a dense
cloud of droplets reaches the upper wall at t = T0 + 180◦ (Fig. 5-(a)) whereas the most dense region is located
near the bottom wall at t = T0 + 270◦ (Fig. 5-(b)). For all the three images, droplets are mainly clearly on the sides
of the jet, as expected in such a flow regime. Besides, the unsteady spray distribution is qualitatively different from
its steady counterpart (Fig. 3).
The simulation demonstrates the unsteady and heterogeneous characters of the spray distribution. When coupled
with an evaporation model, it is expected to observe strong local variations of the mixture stoichiometry. Such a
feature is consistent with the experimental observations of Apeloig [1].
This simulation is still in progress and additional analysis will provide more information about the liquid jet oscillation
and the spray distribution. The numerical results will be compared to the experimental data from ONERA [29].

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0).
EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA 788



ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain

Conclusions
The simulation of a liquid jet in both steady and unsteady gaseous crossflow have been presented in this paper.
The steady computation gives the good trajectory of the liquid column and a good estimation of the column breakup
location, for different liquid to air momentum flux ratios. The unsteady simulations has shown the oscillation of the
jet trajectory and the unsteady droplets generation responding to the acoustic perturbation. A quantitative study of
the spray properties (distribution, velocities ...) is currently undergoing. The numerical data will be compared to the
experiments conducted in ONERA.
The numerical approach is based on a multi-scale methodology. The results prove that the multi-scale methodology
is able to capture the large scales of the LJICF and to reproduce the droplet generation from its breakup.
In a next step, evaporation processes will be taken into account [25]. Since there are still uncertainties on the data
setting, the impact of the flow regime (laminar, turbulent ...) for both the liquid and gaseous phases will be also
investigated.
One of the most important constraint to this method is the determination of the droplet radius. A predicting diameter
model, such as an ELSA method, is considered to improve the proposal approach. This model will determine
the local droplet size according to the actual atomization mechanisms. The model will be validated against the
experimental observations.
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Abstract 
A model is presented for a one-dimensional laminar premixed flame, propagating into a rich, off-stoichiometric, 
fresh homogenous mixture of water-in-fuel emulsion spray, with air and inert gas. The main purpose is to 
investigate the steady-state burning velocity and burnt temperature as functions of parameters such as initial 
water content in the emulsified droplet and total liquid droplet loading. In particular the influence of micro-
explosion of the spray's droplets on the flame's characteristics will be highlighted for the first time.  

Keywords 
water-in-fuel droplets; spray; microexplosions; laminar flame. 

Introduction 
It is common knowledge that tremendous effort is currently being invested in the search for viable biofuel blends 
for combustion engineering in an effort to reduce harmful NOx and PM emissions to the atmosphere. This effort 
has been spurred on by increasingly stringent international protocols governing the restricted emission of harmful 
pollutants to the atmosphere (see, for example, [1]). In practical terms, biofuel blends must be created to be fit for 
utilization in existing combustors (such as jet engines, for example) thereby circumventing the need to perform 
expensive modifications to current combustors or, more critically, to designing new suitable combustors. 
Of the many ideas being considered to attempt to meet the strict standards dictated by protocols is the use of 
water-in-fuel emulsions. Consideration of water-in-fuel emulsion (hereinafter referred to as WIFE) droplets for 
combustion involves understanding a number of aspects of the physical behavior of these droplets as they 
evaporate, in terms of processes occurring within the droplet and their impact on the immediate vicinity outside 
the droplet. As will be described it is these processes that are responsible for the benefits that the droplets 
potentially possess, which may be advantageously harnessed under appropriate operating conditions.  
Kadota and Yamasaki [2] appear to be the first authors to present a review dedicated to theoretical and 
experimental research on water fuel emulsion combustion until the year 2002. Subsequently, in 2014, Khan et al. 
[3] reviewed current trends in water-in-diesel emulsion as a fuel. Their paper focuses exclusively on experimental 
studies that were carried out to investigate the physics of both NOx and particulate reduction and the 
phenomenon of micro-explosion that may occur under appropriate operating conditions in WIFE (see later). In 
addition, there is a discussion of research into the actual influence of water-in-diesel emulsions on engine 
performance for a wide range of engine types and loading conditions. It is of interest to note that, due to the 
variety of engine set-ups and experimental methodologies employed, results reported in the literature were not 
consistent. However, generally, a water content of between 5-40% by volume was successfully utilized. Although 
there was a consensus concerning the ability of the water-in-fuel emulsions to reduce NOx and particulate 
production the reported extent of the reduction was far from uniform.   
The first models of emulsified water/oil droplets appeared in 1977 [4, 5]. Jacques [4] solved numerically a heat 
transfer model containing essential elements of the underlying behavior of the transient heating of a single 
emulsified fuel droplet. His main concern was to try to quantify the primary effect of the water in the droplet. 
Attention was particularly focused on attempting to replicate the experimentally observed reduction of particulate 
formation by the water's presence based on the premise suggested by Shyu et al. [6] that, for waterless fuel 
droplets, this occurs during latter stages of heavy fuel oil combustion as a result of cracking of liquid phase 
hydrocarbons within the droplet at temperatures above 700K. The addition of water was shown to act as an extra 
source for heat loss thereby lowering the temperature within the droplet so that the extent of cracking reactions 
(and, therefore, subsequent formation of particulates) was reduced.  
Micro-explosions seem to have been first reported in 1965 [7]. Experimental studies showed that combustion of 
compound droplets with different volatile fluids may be accompanied by violent explosion of the droplets. As the 
temperature increases, the higher volatile fluid, which is strategically located at the core, will evaporate sooner in 
the form of a bubble. The fast expansion of the gas at the core will result in partial or full disintegration of the 
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parent droplet and it is this behavior that is called a micro-explosion. A similar occurrence called puffing happens 
when the nucleation bubble ruptures the parent droplet along with fine steams of tiny droplets. This happens 
when the bubble expands very rapidly and tears through the host droplet at a specific location. These phenomena 
are very important to combustion because they provide a secondary mechanism of atomization by breaking down 
large droplets into a smaller, faster evaporating form. Since the fuel combusts in gaseous form only, micro-
explosions help more fuel to change phase from liquid to gas, thereby improving the efficiency of fuel 
consumption . 
One of the most important factors promoting the occurrences of micro-explosions is the superheat limit. 
Superheated liquid is defined as a fluid at extremely high temperatures – well above the boiling point, and thus 
occurs mainly when the working fluid undergoes a significant increase in pressure (Fu et al [8]). Since pressure is 
the main mechanism for controlling the boiling point of the fluid, micro-explosions could have major application in 
diesel engines, where the pressure is already designed to be extremely high (Law [5, 9, 10]). This phenomenon 
has a greater effect on heavier components (Fu et al [8]), such as fuel versus water, which means that a fuel shell 
will have higher tolerance to evaporation than water and it will allow more pressure to build up inside the emulsion 
droplet, promoting stronger micro-explosions. In [10], Law and Wang experimented with micro-explosions under 
different pressures, and showed an agreement with their previous mathematical theory. They theorized that 
increasing the pressure will enhance the occurrences of micro-explosions, and demonstrated this it up to 5 
atmospheres.  
Shinjo et al [11] described the detailed physics behind micro-explosions and puffing using numerical simulations 
to solve several problems such as the dynamics of the surfaces between emulsion droplet’s fluids. The process of 
puffing begins with the growth of a single bubble between the water and fuel surfaces until it bursts. The outcome 
of the puffing depends on the following three mechanisms: (1) oscillation of the emulsified water droplet, (2) thrust 
created by the jet of vapor when the water boils, and (3) inertia of the bubble when it bursts – or in other words, 
the smaller the water content within the droplet is, the more effective the burst will be at detaching the water from 
the oil shell. On the other hand, if the water sub-droplet is large, the force applied by water vapor ejected from the 
emulsion droplet will push the water sub-droplet further within the oil shell – causing an increase in the 
effectiveness of the secondary atomization, but also the breakup time period. Since effective micro-explosions 
can improve fuel efficiency, a discussion of the increased time period is warranted. Tarlet et al [12] experimentally 
found that increasing either the water content or the droplet radius would promote longer micro-explosion delays. 
This concurs with the theoretical work of Shinjo et al [11], with respect to the addition of water content. Tarlet et al 
[12] also found that shorter micro-explosions delays occur when the ambient temperature and the relative velocity 
are higher, as well as an increase in the liquid content. He validated these conclusions with 27 different 
experiments under different conditions that would either promote or suppress the onset of micro-explosions. 
Finally, we mention a very recent theoretical study by Girin [13] which provides a solid analytical/theoretical 
foundation to the understanding of micro-explosions, as well as predicting the resulting number and size of the 
smaller fuel droplets that are formed. 
Due to the complexity involved in modeling WIFE spray combustion under conditions in which micro-explosions 
take place, all theoretical studies we are aware of have only been concerned with the sequential evaporation of 
the fuel outer "shell" followed by the evaporation of the water inner "core". Thus, in a series of papers Hsuan et al 
[14], Hsuan and Lin [15,16] and Hou et al [17] considered WIFE spray flames. The mathematical analysis 
presented by these authors related to both fuel rich and fuel lean flames and took account of the fact that the 
major effect of the water evaporation was as a heat sink due to the heat loss incurred as the water absorbed heat 
for evaporation. Actually, such heat loss is also present when the outer fuel layer evaporates but the latent heat of 
evaporation of water is typically much larger than that of hydrocarbon fuels. For example, for n-octane it is of the 
order of 300kJ/kg in comparison to 2254 kJ/kg for water. This discrepancy can have a strong effect on the laminar 
flame speed, depending on the relative amount of water in the droplets and the location of onset of pure water 
evaporation. With the respect to the latter both possible scenarios were examined (i.e. pre- and post- flame front 
water evaporation) combined with the nature of the fuel evaporation (completely before the flame front or only 
partially so). The methodology used was based on Lin et al's [18] analysis of fuel spray combustion which made 
use of asymptotic methods for finding the flame structure and an expression for the burning velocity. Critical 
conditions for flame extinction and propagation were determined as a function of the initial water content in the 
droplets.  
An allied study, motivated by the behavior of emulsion explosives made up of a mixture of a fuel and an 
ammonium nitrate-water solution, was conducted by Hughes et al. [19]. A one-dimensional theoretical model was 
solved numerically to examine combustion waves driven by competing exothermic and endothermic reactions in 
the presence of water evaporation. A rich variety of influences of the water content on the flame propagation and 
its stability were noted, mainly because of its impact on the temperature and thereby on the fraction of ammonium 
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nitrate consumed by the competing exothermic and endothermic reactions. Interestingly, the water evaporation 
was treated as a first-order chemical reaction with a specially constructed rate coefficient. However, once again, 
micro-explosions were not accounted for. 
In the current work we describe a preliminary model of the behavior of a laminar off-stoichiometric water-in-fuel 
emulsion spray flame. We present for the first time a simplified theory for the steady state propagation of such 
flames and incorporate the overall effect of micro-explosions in the model. The governing equations are solved 
analytically and a formula for the burning velocity of the flame is derived which highlights the influence of the 
relative amount of water to liquid fuel in the sprays droplets and the impact of droplet micro-explosions.  
The model and governing equations 
Assumptions 
We consider a laminar one-dimensional premixed flame propagating into a fuel rich off-stoichiometric fresh 
homogeneous mixture of fuel vapor, water-in-fuel emulsion droplets, oxygen and an inert gas. The flame is taken 
to propagate from right to left. The droplets are viewed from a far-field vantage point, i.e. their average velocity is 
equal to that of their host environment. For qualitative purposes this approach has been demonstrated to be quite 
valid [20]. The temperature of the droplets is taken to be that of the surroundings until the fuel's boiling 
temperature is reached; essentially the droplets heat-up time is small compared to the characteristic time 
associated with their motion. The initial ratio of the amount of water to the amount of liquid fuel in the droplets is 
assumed to be constant irrespective of the size of the droplets. Droplet evaporation is assumed negligible until a 
prescribed reference temperature (such as the boiling temperature of the liquid fuel) is attained at which point the 
fuel begins to evaporate at a finite rate. In the meantime, there is a buildup of water vapor within the compound 
droplets as the liquid water evaporates until conditions are attained for which the water vapor erupts through the 
outer layer of evaporating fuel thereby shattering the liquid fuel into smaller fuel-only droplets which, of course, 
continue to evaporate. 
The stoichiometry of the gas mixture that the flame front meets is taken to be fuel rich, so that the limiting reactant 
consumed by chemical reaction is oxygen. It is assumed that the various transport coefficients, such as thermal 
conductivity, diffusion coefficient, specific heat at constant pressure, latent heat of vaporization of the droplets etc., 
can be satisfactorily specified by representative constant values. An overall reaction of the form

 is taken to describe the chemistry. However, in this way the water vapor does 

not participate in the chemical reaction. Nevertheless, neutralizing the role of chemical effects associated with 
water vapor by utilizing a one-step chemical reaction is not unreasonable at a first attempt, as it was found ]21[  
that evaporated water vapor has less than a 10% effect on flame extinction conditions whereas thermal effects, 
that are included in our model, influence them significantly 
As the velocity of propagation of the flame is much less than the velocity of sound, dynamic compressibility effects 
in the mixture can be neglected. Thus, the density becomes only a function of the temperature through the gas 
law. 
A realistic polydisperse spray can be described using the sectional method [22] in which the droplet size-
distribution is divided into sections (or bins) and conservation equations are derived for the liquid fuel in each 
section allowing for droplet evaporation from a given section, say j, and addition to that section as droplets 
evaporate in the next section up and become eligible for membership in j. For simplicity at the current stage we 
assume a mono-sectional description of the spray's droplets.  
Droplet evaporation is assumed negligible until a prescribed reference temperature vT  (such as the boiling 

temperature of the liquid fuel) is attained. The pre-vaporization region will be denoted: 1 vfR { : }ξ ξ ξ= −∞ < ≤ −
where vfξ ξ= −  is the point at which the ambient temperature equals vT  . At this point the liquid fuel in the droplets 

begins to evaporate. Micro-explosion is supposed to occur instantaneously at a predefined temperature eT , 
producing smaller droplets which will evaporate more rapidly than the parent droplets from which they were 
created. This region will be denoted by 2 vf eR { : }ξ ξ ξ ξ= − ≤ ≤ − . The stoichiometry of the gas mixture that the 

flame front meets will be determined by the particular conditions under consideration. We restrict our analysis to 
those circumstances in which a homogeneous flame front actually exists. If the flame front is located at 0ξ =  in 

the moving coordinate system we adopt, the pre- and post-flame zones can be denoted by 3 eR { : 0 }ξ ξ ξ= − ≤ ≤  

and 4R { : 0 }ξ ξ= ≤ < ∞ , respectively. 

Governing equations 
Under the aforementioned assumptions the governing equations for the gas-phase describe energy and oxygen 
mass fraction conservation: 

F Ofuel oxidant productsν ν+ →
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 ʹT = ʹ́T +DaimO exp θ 1−T
−1( )⎡

⎣
⎤
⎦− LWSvW − Lf Svf                                                                                             (1) 

 mÓ=mÓ́−DaimO exp θ 1−T
−1( )⎡

⎣
⎤
⎦                                                                                                                   (2) 

 df vfm Sʹ = −                                                                                                                                                   (3) 

              dW vWm Sʹ = −                                                                                                                                                 (4)    
where ( )́ denotes the derivative with respect to ξ , the normalized mass fractions of oxygen, liquid fuel and water 

are defined by 

mO =
mO
*

mOu
*

, mdf =
mdf
*

mfu
* + mdfu

* +mdWu
*( )

, mdW =
mdW
*

mfu
* + mdfu

* +mdWu
*( )

                                                                        (5a,b,c) 

with the upper asterisk denoting actual mass fraction and the suffixes O, u, f, d and W  denoting oxygen, 
unburned value, fuel, droplets and water, respectively. T is the non-dimensional temperature, Da  is the 
usual chemical Damkohler number,θ is the dimensionless activation energy, WL , fL  are the latent heats of 

vaporization of the water and fuel, respectively, and where the evaporation source terms for fuel and water are 

 ( ) ( )( )( ) ( ) ( )vf f vf e f e vW W eS S H 1 H fS H , S S Hξ ξ ξ ξ ξ ξ ξ ξ= + − + + + = +                                               (6a,b)  

in which, following the sectional approach to spray modelling [22]: 
 f f df W W dWS C m , S C m= =                                                                                                                        (7a,b) 

where fC  and WC are evaporation Damkohler numbers. In Eqs.(6a) and (6b) use is made of the Heaviside 

function H to define the regions in which the expressions it multiplies apply. Thus, in Eq.(6a) the first term on the 
right hand side is applicable once the fuel starts to evaporate through to the point eξ ξ= −  where the micro-

explosion occurs. From that point onwards the rate of evaporation of the fuel is increased by a factor of f  due to 
the shattering of the droplets by the micro-explosion. Incorporating a result of Girin's micro-explosion theory [13] 
within the framework of the sectional approach to spray modelling, an expression for this factor can be shown to 
be 

 ( )( ) 21/ 3f 0.27 1 α
−

≈ −                                                                                                                                 (8) 

where α  is the initial ratio of water to liquid fuel in the spray's droplets. As mentioned previously this ratio is 
assumed to be the same for all the droplets initially in the spray. In what may be considered as the current first 
order model the sudden micro-explosion at eξ ξ= −  simply results in the same amount of remaining fuel 

instantaneously changing its rate of evaporation. Other features of the occurrence of a micro-explosion, such as 
complete droplet rupturing puffing [11] and the spatial location of the new sized droplets, are not accounted for at 
the current stage. The evaporation of the water is assumed to occur within the original compound droplets and the 
micro-explosion releases all water vapor instantaneously at eξ ξ= −  so that WC →∞ . This fact will express itself 

via the matching conditions between regions 2R and 3R . 

To close this mathematical formulation boundary and matching conditions are required. These are readily shown 
to be 

 u O df dfu dW dWuT T ,m 1,m m ,m mξ →−∞ = = = =                                                                                             (9) 
 b OT T ,m 0ξ →∞ = =                                                                                                                              (10) 

              [ ] [ ] [ ]vf v O O df dfuT T , m m T 0,m mξ ξ ʹ ʹ= − = = = = =                                                                                        (11) 

 [ ] [ ] [ ] [ ]e e o o df W dWuT T , m m T m 0, T L mξ ξ ʹ ʹ⎡ ⎤= − = = = = = =⎣ ⎦                                                                        (12) 

 [ ] [ ] [ ] [ ]O dfu O0 T m m 0, T Q, m Qξ ʹ ʹ⎡ ⎤= = = = = − =⎣ ⎦                                                                                      (13) 

where the subscript u denotes unburned conditions. 
Solution 
The solution to the afore-defined problem is readily developed using known asymptotic methods, and is found to 
be 
In 1R :  

𝑇 𝜉 = 1 − 𝐿!𝛼𝛿𝑒!! −
!!!"! !!! ! !!!! !!!!!!! !!!

!!!!!
− !!!! !!! ! !!!!

!!!!
+ !!!! !!! ! !!!! !!!!!!" !!!

!!!!
𝑒!                      (14a)    

 𝑚! = 1 − 𝑒!"#                                                                                                                                                                         (14b) 
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mdf = 1−α( ) !δ                                                                                                                                                       (14c) 

In 2R :  

𝑇 𝜉 =

−𝐿! (1 − 𝛼) 𝛿 + 1 − 𝐿!𝛼𝛿𝑒!! −
!!!"! !!! ! !!!! !!!!!!! !!!

!!!!!
+ !!!! !!! ! !!!! !!!!!!" !!!

!!!!
𝑒! + !! (!!!) ! !!!!(!!!!")

!!!!
(15a)                                                                                                                            

𝑚! = 1 − 𝑒!"#                                                                                                                                                      (15b) 

mdf = 1−α( ) !δe−C f ξ+ξvf( )                                                                                                                                          (15c) 

In 3R : 

𝑇 𝜉 = −𝐿!𝛼𝛿 − 𝐿! (1 − 𝛼) 𝛿 + 𝑒! + !! (!!!) ! !!!! !!!!!!! !! !!!!

!!!!!
                                                                      (16a) 

𝑚! = 1 − 𝑒!"#                                                                                                                                                                          (16b) 

mdf = 1−α( ) !δe−C f −ξe+ξvf( )+ f ξ+ξe( )⎡
⎣

⎤
⎦                                                                                                                             (16c) 

In 4R : 

𝑇 𝜉 = 1 − 𝐿!𝛼𝛿 − 𝐿! 1 − 𝛼 𝛿 + !! (!!!) ! !!!! !!!!!!! !! !!!!

!!!!!
                                                                           (17a) 

Om 0=                                                                                                                                                              (17b) 

mdf = 1−α( ) !δe−C f −ξe+ξvf( )+ f ξ+ξe( )⎡
⎣

⎤
⎦                                                                                                      (17c) 

The locations of the onset of evaporation and the micro-explosion are determined according to predefined 
temperatures and can be readily found to be: 

−𝜉!! = 𝑙𝑛
!!"!

!!!! !!! !

!!!!

!!!!!!!!!!
!!!"! !!! ! !

!!! !!!!!!! !!!

!!!!!
!
!!!! !!! ! !

!!! !!!!!!" !!!

!!!!

                                                                  (18) 

−𝜉! = 𝑙𝑛 𝑇! + 𝐿! 1 − 𝛼 𝛿 + 𝐿!𝛼𝛿 −
!! !!! ! !!!! !!!!!!!

!!!!!
                                                                                 (19) 

The burning velocity is determined to be: 

𝑈 = !!! !!"#$
!

∗ 𝑒𝑥𝑝 !!
!!!!∗

− !!! !!! !
!

1 − !!!!
!!

∗! !!!!!!! !!!!
!!

!!∗!⋅!!!!
− !!!!!

!
                                                                      (20) 

in which aT is the adiabatic flame temperature, λ is the thermal conductivity of the gas mixture, R is the gas 

constant, E , A are the activation energy and pre-exponential coefficient of the global chemical reaction and 

( ) ( )f W f WL ,L L ,Lθʹ ʹ =  are related to the latent heats of evaporation of the fuel and water , respectively. 

Note that since fC  is in non-dimensional form according to C f =C f
*λ / U 2  Eq.(20) becomes an implicit equation 

for the burning velocity. In the aforementioned solutions the total initial fraction of liquid in the total fuel and water 
(vapor +liquid) in the fresh mixture, !δ , appears. It can be shown that if there are no droplets present initially (i.e. 
!δ = 0 ) and the premixture is purely gaseous the expression for the flame propagation velocity collapses to that for 
a gaseous flame (see, e.g. Buckmaster and Ludford [23]). If there is no water present in the droplets (i.e. α = 0 ) 
the formula reduces to that of Greenberg et al. [24] in the limit of infinite and finite vaporization rate. The second 
and third terms in the exponential represent the contributions to reducing the burning velocity (relative to that of a 
purely gaseous flame) due to evaporation of the liquid fuel and the water, respectively.  
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Results and discussion 
By specifying the initial fraction of liquid in the total fuel and water (vapor +liquid) in the fresh mixture,  and the 
initial ratio of water to liquid in the droplets, , it can be shown that the mass fractions in the fresh mixture are 
given by the following expressions: 

                                                                                                                                    (21) 

𝑚!"#
∗ =

!!"
!!"

!! !"
!!! !!"

!! !!!
!!!

                                                                                                                                       (22) 

                                                                                                                                                            (23) 

𝑚!"
∗ = 1 − !!"

∗

!
−𝑚!"#

∗ −𝑚!"#
∗                                                                                                                                 (24) 

where  is the mole fraction of oxygen in the fresh mixture,  is the stoichiometric coefficient and  is the 

equivalence ratio. Here,  is taken as 2 and =3.5.  

Other data used was as follows (unless otherwise specified): 
𝑞 = 1.279 ⋅ 10! !

!"
,𝜌 = 1 !"

!! ,𝜅 = 0.02512 !
!"

,𝐶! = 1255.92 !
!"

,𝐴 = 10!" !
!"#

,𝐸 = 2 ⋅ 10!  !
!"#$

,𝑇!∗ =

300 𝐾 ,𝑇!"∗ = 400 𝐾 , *
eT 600K= , fL / q 0.04= , WL / q 0.12= . 

In Figure 1 we illustrate the major effect the micro-explosion has on the burning velocity. The burning velocity is 
plotted against the total initial liquid mass fraction (i.e. water+liquid fuel). Three different initial water content 
fractions are considered. Curves are drawn accounting for the occurrence of micro-explosions (the solid lines) and 
for the cases when no micro-explosion is accounted for (the broken lines) for comparison. The impact of the 
microexplosion is very pronounced, reducing the burning velocity by a factor of almost 43% at the most, when no 
fuel vapor is initially present in the fresh mixture. This factor decreases as less liquid is replaced by pre-vaporized 
fuel. In addition, it is seen that the more water initially present in the spray's droplets the greater the impact in 
reducing the burning velocity. This is evidently due to the greater heat absorbed by the water for the sudden 
evaporation at the point of the micro-explosion which, in turn, reduces the temperature and thereby the 
propagation velocity. This effect is likely play a critical role in the stability (and extinction of these flames). The 
combined effect of volumetric heat loss and liquid fuel evaporation heat loss on flame extinction was addressed in 
[25]  and compared to the case of volumetric heat loss alone [26]. However, an analysis of these features in the 
current context is beyond the scope of the current paper. 

 
Figure 1:  Influence of droplets micro-explosion on the burning velocity of water-in-fuel laminar spray flames as a function of 
total initial liquid mass fraction. 

In Figure 2 the influence of the micro-explosion parameter f on the flame temperature is illustrated for different 
initial liquid mass fractions. Recall that the factor f depends on the initial fraction of water in the droplets (Eq.(8)). 
It is important to note that the flame temperature depends amongst others on both droplet loading and the water 
content. Thus, when there are no droplets present the top portion of the graph is unchanged with no heat loss 
accrued. As liquid droplets are introduced the effect that the water content α has on the temperature comes to the 
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fore. Since f is a function of alpha, the more water in the droplets the larger f becomes with the consequent micro-
explosion producing smaller droplets which evaporate more rapidly thereby focusing heat loss due to the 
absorption of heat by the rapidly evaporating fuel droplets. This yields lower temperatures. 
 

 

Figure 2: Influence of micro-explosion factor f on flame temperature in water-in-fuel spray flame propagation. 

In Figure 3 the effect of the micro-explosions on the behavior of the liquid fuel mass fraction is drawn. The upper 
curve is for the case when no water is present in the sprays droplets so that they are comprised of liquid fuel only. 
For the data considered here this spray evaporates fairly slowly and droplets actually traverse the flame front, 
which is located at 0ξ = . The lower curve illustrates the behavior when micro-explosions occur at about 2.2ξ = −

. 

 

Figure 3: Comparison between liquid fuel spatial profiles with and without accounting for droplet micro-explosions. 

The influence of the micro-explosions is dramatic, with the smaller droplets produced evaporating very quickly. In 
contrast to the purely liquid fuel spray, the water-in-fuel spray considered here are completely evaporated 
upstream of the flame front. Nevertheless, as shown above, the price paid for the premature fuel evaporation is a 
drastic loss in the flame temperature which may, of course, be detrimental in terms of combustion efficiency. It 
would seem that micro-explosions are likely to be more efficient in near stoichiometric or fuel lean mixtures for 
which the prematurely produced fuel vapor is actively involved in the combustion at the flame front. Such a 
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situation is precluded here as the mixture is off-stoichiometric and fuel rich so that the limiting reactant accounted 
for in the global chemical reaction assumed is the oxidant. 
Conclusions 
A simple model of water-in-fuel laminar spray flame propagation was presented for the first time, including the 
influence of micro-explosions. The analytical solutions provide insight into the essential processes competing in 
such combustion. For the fuel-rich off-stoichiometric flames considered it was found that the micro-explosions are 
effective in enhancing the rapid production of fuel vapour but are rather disadvantageous in terms of lowering the 
flame temperature and burning velocity. The latter effects are likely to impinge directly on the stability and/or 
extinction of such flames – an issue that is the subject of ongoing research. The primary advantage of micro-
explosions is likely to be prominent in lean and near-stoichiometric mixtures. Work in this direction will be reported 
on in the future. 
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Abstract 

The intermediate fermentation mixture of butanol production, Acetone, Butanol and Ethanol (ABE), is increasingly 

considered as a new alternative fuel in CI engines due to its physical and chemical properties, which are similar to 

those of butanol, and its advantages of no additional cost or energy consumption due to butanol separation. In a 

previous study, the High-Pressure and High-Temperature (HPHT) chamber, called ‘New One Shot Engine” (NOSE), 

was used to investigate macroscopic spray-combustion parameters by validating Spray-A conditions of the Engine 

Combustion Network. The present study concerns the spray-combustion characteristics of the ABE mixture (volume 

ratio 3:6:1), blended with n-dodecane at a volumetric ratio of 20% (ABE20), compared to n-dodecane as reference 

fuel. The macroscopic spray and combustion parameters were investigated, for non-reactive conditions, in pure 

Nitrogen and for reactive conditions, in 15% oxygen, at ambient pressure (60 bar), ambient density (22.8 kg/m3) 

and different ambient temperatures (800 K, 850 K and 900 K). The liquid and vapor spray penetrations were 

investigated by the Diffused Back Illumination (DBI) and Schlieren techniques in non-reactive conditions. In reactive 

conditions, the lift-off length was measured by OH* chemiluminescence images at 310 nm. The Schlieren technique 

was also used to verify the choice of detection criterion. The ignition delay results of the two fuels were compared. 

It was found that the behavior of the two fuels as a function of temperature was similar even if the liquid length of 

ABE20 was shorter than that of n-dodecane at all ambient temperatures. On the other hand, no real difference in 

vapor spray penetration between the two fuels was observed. The vaporization properties and the lower auto-

ignition ability of ABE20 led to longer ignition delays and lift-off length. 

Keywords 

Spray and Combustion Characterizations, Acetone-Butanol-Ethanol (ABE), High-Pressure and High-Temperature 

Conditions. 

Introduction 

Due to the increase in energy demand and the depletion of oil resources during the last few decades, butanol has 

become an alternative fuel, considered in the transportation sector as a sustainable energy and also a means to 

reduce greenhouse gases compared to conventional fuel [1], as it can be produced from renewable bioresources 

in the form of agricultural biomass and waste [2]. Moreover, butanol induces lower fuel consumption as its energy 

content is higher than ethanol, up to 30%, and its lower water solubility decreases the tendency to microbial-induced 

corrosion in fuel storage and pipelines during transportation [1]. The higher cetane number (CN) of butanol (CN = 

25) compared to ethanol (CN = 8) leads to easier ignition in compression ignition (CI) engines [3]. It is suitable for

diesel injection systems thanks to its high level of viscosity like diesel fuel and no water content, unlike ethanol. 

Finally, researchers have considered butanol as one means to reduce CO, HC, NOx, and Soot emissions  [4] and 

also to improve combustion efficiency especially in advanced combustion modes [5].  

Bio-butanol can be produced from agricultural crops and lignocellulosic biomass by using Clostridium bacteria, 

Clostridium beijerinckii or Clostridium acetobutylicum, to ferment lignocellulosic hydrolysate sugars to produce a 

mixture of Acetone, Butanol and Ethanol (ABE) in a volume ratio of 3:6:1 [6], [7], after which it is distilled to separate 

butanol from the ABE mixture. However, the intermediate fermentation product, ABE, can also be considered as a 

potential new alternative fuel itself for CI engines because its physical and chemical properties are similar to those 

of butanol [3], [7], [8]. In addition, if the ABE mixture can be used as fuel, the cost and energy consumption of the 

separation process of butanol from ABE would be eliminated. 
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The Engine Combustion Network (ECN), initiated by Sandia National Lab, is an international network for the 

experimental and simulation analysis of combustion phenomena for diesel and gasoline engines to provide new 

accurate data about diesel spray and combustion processes and thereby reach a better understanding of the 

physical processes involved and also of the modelling concepts and models themselves [9], [10]. To participate in 

this network, PRISME Laboratory University of Orleans developed a new chamber to reach the High Pressure-High 

Temperature (HPHT) thermodynamic conditions of current common-rail diesel engines, called ‘New One Shot 

Engine” (NOSE), designed based on the concept of the Rapid Cycling Machine (RCYM).  

In a previous study, NOSE was successfully used to investigate the macroscopic spray parameters of n-dodecane 

by using standard conditions and standard measurement methods in the Spray-A conditions of the Engine 

Combustion Network (ECN) [10]. The present study focuses on the spray – combustion parameters in the case of 

an ABE mixture, blended with n-dodecane in a volume ratio of 20% (ABE20) in comparison to the reference fuel, 

n-dodecane. The macroscopic spray parameters and combustion parameters were investigated in non-reactive 

conditions (pure Nitrogen) and reactive conditions (15% oxygen) at ambient pressure (near 60 bar), ambient density 

(22.8 kg/m3) and different ambient temperatures (800 K, 850 K, and 900 K). The injection conditions were controlled 

at 1,500 bar of injection pressure, 90 ºC of injection fuel temperature, and 1.5 ms of injection duration. The results 

of macroscopic spray, the liquid length (LL) and vapor spray penetration (S) were investigated by the Diffused Back 

Illumination (DBI) and Schlieren techniques for non-reactive conditions. In reactive conditions, the Lift-off Length 

(LOL) was measured by OH* chemiluminescence images at 310 nm. In the last section, the results of ignition delay 

(ID) for the two fuels are discussed and compared. The Schlieren technique was used to verify the detection criterion 

to determine the ignition delay by OH* chemiluminescence. 

Experimental set-up and operating conditions 

NOSE is a High Pressure-High Temperature (HPHT) combustion chamber which operates based on the concept 

of the Rapid Cycling Machine (RCYM). It was developed to study diesel spray and combustion with the objective of 

sharing experimental conditions defined by the ECN [10]. The NOSE design is based on the use of a single-cylinder 

low-speed diesel engine with a 155 mm bore diameter and 177.8 mm stroke. The original cylinder head was 

replaced by a dedicated chamber, designed by extending the combustion chamber to support optical 

measurements. The compression ratio was set at 15:1 by modifying the shape of the piston head. There are 4 

quartz windows, 25 mm thick, 25 mm wide, and 80 mm long to support several kinds of optical measurement. 

Further details about the chamber design, thermal characterization chamber, specification of the injection system, 

and data acquisition system were presented in our previous study [10]. 

To achieve target conditions in an adiabatic compression process, the initial conditions such as initial pressure, 

temperature, and injection temperature must be defined before starting operation. For example, in the non-reactive 

condition of 900 K, the piston was first positioned at BDC with a cooling temperature fixed at 83 °C. The chamber 

was heated up to 100.5 °C to achieve 90 °C inside the injector ‘sac’. The chamber was filled with Pure Nitrogen 

(N2) until 1.8 bar of initial pressure was reached. The electric motor drives the piston from BDC to TDC to compress 

gas inside the chamber. Around TDC, the control system generates the TTL signal to drive fuel injection during 1.5 

ms and to trigger image recording. The main testing conditions are summarized in Table 1.  

Table 1. The main conditions of test fuels at the Start Of Injection (SOI) 

Parameters Value 

Ambient gas temperature 800, 850, 900 K 

Ambient gas pressure near 60 bar 

Ambient gas density 22.8 kg/m3 

Ambient gas oxygen 0% O2 for non-reactive 

15% O2 for reactive 

Ambient gas velocity Near-quiescent, less than 1 m/s 

Fuel injection pressure 150 MPa (1,500 bar) 

Fuels n-dodecane, and ABE20 

Fuel temperature at nozzle 363 K (90°C) 

Injection duration 1.5 ms 

In this study, the ABE used was based on the typical volume ratio 3:6:1 [7] (30% of acetone, 60% of butanol, and 

10% of ethanol with acetone (98.5%), butanol (99.5%), and ethanol (99.5%)). The ABE mixture was blended with 

n-dodecane, at a volumetric ratio of 20% (ABE20), as n-dodecane is a conventional surrogate of diesel fuel. The 

physical properties of the fuels are given in Table 2. The density and viscosity were measured by a viscosity meter 

(Anton Paar SVM300) and the other properties were taken from the literature [11]-[13], if available. 
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Table 2. Fuel properties 

Properties n-Dodecane Acetone Butanol Ethanol ABE20 

Molecular formula C12H26 C3H6O C4H9OH C2H5OH - 

Density at 15 °C (kg/m3) 752.8 789 813.3 794.1 760.7 

Viscosity at 15 °C (mm2/s) 2.032 0.149 4.119 1.489 1.642 

Cetane number [11] 74 - 17 8 - 

Boiling point (K) [12] 489.3 329.1 390.6 351.3 - 

Vapor pressure at 298 K (kPa) [12] 0.018 30.80 0.58 7.91 - 

Latent heat of Vaporization at 298 K 

(kJ/kg) [12],  [13] 

362 518 582 904 - 

 

Optical techniques 

In this part the details of the different optical techniques and post-processing tools are explained. Table 3 

summarizes the optical set-ups, for the 4 different techniques needed to characterize macroscopic spray of non-

reactive and combustion parameters, following the ECN recommendations to ensure accurate experimental results. 

 

Table 3. Summary of the optical set-ups 

 Non-Reactive Reactive 

Optical Technique DBI Schlieren OH* Chemilu. Schlieren OH* Chemilu. 

Parameters Liquid 

Penetration 

Length (LL) 

Vapor Spray 

Penetration 

(S) 

Lift-Off Length 

(LOL) 

Ignition Delay 

(ID) 

Ignition Delay 

(ID) 

Camera / Detector Phantom-

V1611 

Phantom-

V1611 

Photron -  

APX-I2 

Phantom-

V1611 

Newport  

Photomultiplier  

tube 70680  

Sensor type CMOS CMOS ICCD CMOS - 

Light source LED plate 

(white) 

100x100 mm 

LED (white) 

with 1 mm 

pinhole  

- LED (white) 

with 1 mm 

pinhole 

- 

Lens 60 mm f/2.8 - UV 60 mm 

f/3.5 

- - 

Mirrors - 2 Parabolic 

Mirrors 34 inch 

- 2 Parabolic 

Mirrors 34 inch 

- 

Pin hole - 6 mm - 6 mm - 

Filter - - BPF 310 nm    

FWHM 10 nm 

LPF ≤ 550 nm BPF 307 nm    

FWHM 10 nm 

Frame speed 49 kHz 39 kHz 2 kHz 39 kHz - 

Exposure time 3 µs 5 µs 499 µs 5 µs - 

Image size 512 x 384 pi² 1024 x 400 pi² 512 x 1024 pi² 1024 x 400 pi² - 

Magnification 12 pix/mm 12.3 pix/mm 18.2 pix/mm 12.3 pix/mm - 

Repetitions 12 tests 12 tests 12 tests 12 tests 12 tests 

 

Diffused Back Illumination (DBI) 

The liquid penetration length (LL) is an important parameter when designing and optimizing the operation of modern 

diesel engines. The length of liquid-phase fuel needs to be optimized to avoid fuel impinging on and collecting at 

the piston bowl or cylinder wall, which causes higher emissions. The liquid penetration length is defined as the 

maximum distance of liquid-phase from the injector tip to liquid phase fuel penetration [14], [15]. To avoid 

uncertainties due to the light source, the calibration and the post-processing, DBI is recommended by the ECN as 

the standard technique to measure LL [9], [16]. Moreover, DBI is easy to implement as it consists of only two main 

components: the light source and the camera, as shown in Figure 1 (left). 

A white LED light plate measuring 100x100 mm² was used to illuminate the liquid phase of spray. The light intensity 

through the optical window and images from the test section were collected by the high speed camera (Phantom 

V1611), as shown in Figure 1 (left). The flame rate, exposure time, and image resolution were set at suitable values 

to capture high quality images (512x512 pi²) at a high frequency (49 kHz), as shown in Table 3.  
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For post-processing, the light intensity of background images (𝐼𝑏𝑔) was processed from the average of images 

before start of injection (SOI). The average light intensity (𝐼𝑎𝑣𝑔) was normalized by 𝐼𝑏𝑔. The images during steady-

state of injection, i.e. 1.1 to 1.5 ms after SOI, were averaged to avoid the transient phases due to the start and end 

of injection. Then the light extinction factor, 𝜏, along the spray core was calculated from equation (1). The light 

extinction image is shown in Figure 1 (right-top). To avoid the effect of the beam steering phenomenon due to 

variation in the refraction index on the medium at the liquid spray tip, the distance where the linear fit line (red line) 

crosses the X-axis was determined as the liquid length (LL) of spray penetration, as shown in Figure 1 (right-

bottom).  

 

𝝉(𝒙, 𝒚) = −𝒍𝒐𝒈 (
𝑰𝒂𝒗𝒈(𝒙,𝒚)

𝑰𝒃𝒈(𝒙,𝒚)
)                                                                                       (1) 

 

               

Figure 1. Scheme of DBI set-up (left), the light extinction image (right-top), and LL determination criterion (right-bottom) 

 

Schlieren visualization 

To detect the vapor phase of the spray, the high-sensitivity Schlieren technique was used, based on the 

measurement of the bending of the light source though the test section, which is sensitive enough to capture the 

spray boundary. The pinhole or aperture Schlieren stop was used to give a bright field and dark background. The 

image processing and determination of S were done by using the standardized post-processing code of Sandia to 

reduce uncertainties and to compare and validate the values obtained. Figure 2 (left) shows an example of Schlieren 

images and an example of the spray boundary (red line). The vapor spray penetration length is defined at the spray 

front that crosses the spray axis (vertical blue line). The Schlieren set-up, presented in Figure 2 (right), is composed 

of a continuous white LED with a 1 mm pinhole, mirrors and collimating mirrors to reflect light through the test 

section in the NOSE chamber. A 6 mm pinhole was set up to record Schlieren light by the high speed camera 

(Phantom V1611). The image resolution was 1024x400 pixels, and the highest flame rate was set at 39 kHz, with 

an exposure time of 5 µs.  

 

       

Figure 2. An example of Schlieren images (left-top) and an example of the spray boundary (left-bottom). Experimental scheme 

of Schlieren set-up. (right) 

 

In reactive conditions three optical techniques were set up to measure the combustion parameters at the same 

time, namely a lift-off length by OH* chemiluminescence images at 310 nm, an ignition delay from high speed 

Schlieren images, and the OH* chemiluminescence temporal signal recorded by the photomultiplier as shown in 

Figure 3. 

 

801



ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain 

 

 

 

Figure 3. The optical set-ups for reactive condition (left) and synchronization signals diagram (right). The images 5, 6 and 7 (2.0 

ms after SOI) of ICCD camera were used to calculate the LOL. 

 

Lift-Off Length 

Generally, Lift-Off Length is defined as the distance between the injector tip and the stabilized flame of the high 

temperature reaction zone [17], [18]. As is well known, at high temperature the chemiluminescence spectrum of 

OH* is centered at 310 nm, so OH* is a good indicator to measure the LOL. As shown in Figure 3, an ICCD Photron 

Fastcam APX I2 was used with a 60 mm f/3.5 UV lens and equipped with a 310 nm (FWHM10) band-pass filter 

(BFP). A long constant gating time of 449 µs was used to allow turbulent fluctuation in the LOL to reach an average 

so as to provide an image of the quasi-steady mean LOL after start of injection (SOI) [17]. 10 images were recorded 

and the image taken during quasi-steady state, as well as images 5, 6 and 7 (2.0 ms after SOI) were used to 

calculate the LOL as shown in Figure 3 (left). Figure 4 (left) shows the post-processing criterion; the intensity along 

the upper (red) and lower (blue) profile of the spray centerline is considered to define LOL. In this study LOL was 

defined as the average distance between the injector tip and the first value above 50% of the maximum intensity of 

each profile, following the ECN method [9]. Figure 4 (right) shows an example of the LOL of n-dodecane at 850 K. 

 

      

Figure 4. The light intensity along the upper and lower profile of the spray centreline and the dots represent the 50% of the 

maximum intensity of each profile (left) and an example of LOL result at 850 K of n-dodecane (right). 

 

Ignition Delay 

To determine the ability of fuels to auto-ignite, the ignition delays of n-dodecane and ABE20 were characterized 

and compared. During the combustion process, there are two states of ignition: the first state of ignition or cool 

flame, and the second state of ignition or hot flame [15]. The cool flame is the moment at which the first light is 

emitted by natural luminosity, when the parent fuel molecules are broken down and raise the temperature slightly. 

However, during this stage it cannot be detected by an increase in cylinder pressure but by the emission of CH 

radicals [15], [19]. After that the hot flame occurs, which  can be characterized by OH radicals chemiluminescence 

in UV at 310 nm [9], [15], [18]. In this paper the ignition delay was defined as the time between the start of injection 

and the second stage of ignition or hot flame ignition delay. The start of injection (SOI) is an important parameter 

that should be clearly defined before calculating the ignition delay. It was defined here as the time between the start 

of injection current and the first injection image of the spray obtained by Schlieren visualization, usually called 

“hydraulic delay”. To use the same criterion to define ignition delay with both techniques, the results shown in this 

work were corrected by the hydraulic delay. 

The hot flame ignition delay was detected by the Schlieren technique, which was set as for the reactive condition, 

but a 550 nm low-pass filter was added to limit emissions due to soot radiation. Figure 5 (left) shows the Schlieren 

images during cool flame and hot flame events. As mentioned before, the hot flame ignition delay appears after the 

cool flame. The cool flame can be detected at the extinction region in the reactive Schlieren images. This can be 

explained by the fact that during this period the slight increase in temperature changes the refractive index of the 

spray to match the refractive index of the ambient gas, leading to more transparent images than the original 

Schlieren images [20]. Figure 5 (left) shows the series of cool flame images and post-processing images. The vapor 
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spray length in transparent images is shorter after post-processing when compared with non-reactive events, as 

shown in Figure 5 (right) from 312.9 µs to 373.1 µs. After that, the head of spray images reappear at 398.7 µs and 

the curve again becomes similar to that of the non-reactive events. In the next images the head of spray smoothly 

expands in the radial and axial directions. The red point in Figure 5 (right) marks the onset of combustion, which 

corresponds to the second image after the return to the normal trend. This enables the hot flame ignition delay of 

the different fuels to be compared. 

To verify the criterion defined for Schlieren images, OH* chemiluminescence was also used to detect the hot flame 

ignition delay. As can be seen in Table 3, a Newport Oriel Photomultiplier tube side-on with a PMT 70705 high 

voltage power supply and a band-pass filter of 307 nm (FWHM 10) was used to follow OH* chemiluminescence 

temporally. It was set up close to the NOSE window and positioned on the opposite side to the ICCD camera, as 

shown in Figure 3 (left). The low light intensity signal from the combustion event was multiplied and recorded in an 

in-house Labview data acquisition system (DAQ) with a 4 µs recording interval. The time at the start of combustion 

of the hot flame is defined at the maximum of the first peak. Figure 5 (right) shows that the two techniques used to 

identify ignition delays are in good agreement.  

 

      

Figure 5. The series of Schlieren images and post-processed images during cool flame and hot flame events (left) and 

validation of the ignition delay criterion on Schlieren images by the OH* chemiluminescence collected by a Photomultiplier at 

900 K on n-dodecane (right). 

 

Result and discussion 

This section presents the results of spray and combustion parameters at different ambient conditions for both fuels, 

n-dodecane and ABE20. All the results are averages of 12 tests; standard deviation bars are indicated. 

 

Liquid penetration length  

Figure 6 shows the results of LL for both fuels at different ambient temperatures. As expected, LL is longer at lower 

ambient temperature than at high temperatures, there is more energy entrainment on the liquid fuel, leading to an 

increase in the evaporation rate and also as the surface tension and viscosity of the fuel are lower, the atomization 

process is enhanced [7], [14]. The LL of ABE20 are shorter than those of n-dodecane for all ambient conditions, 

mainly due to the higher volatility of solution fuels in ABE20. From the physical properties shown in Table 2, the 

boiling point of the fuel components of ABE20 is 32.7%, 20.2%, and 28.2% lower than that of n-dodecane for 

acetone, butanol, and ethanol, respectively. Moreover, the vapor pressure of acetone, butanol, and ethanol is 30.8 

kPa, 0.58 kPa, and 7.9 kPa, which is much higher than that of n-dodecane (0.018 kPa). This leads to a faster 

evaporation rate for ABE20.  

 

 

Figure 6. Liquid penetration length (LL) results for different tests. 
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Vapour spray penetration length 

Figure 7 (left) shows the vapor spray penetration of ABE20 for different ambient temperatures. It can be observed 

that there is no significant difference (1% of variation in average) and this trend is also the same in n-dodecane. 

The vapor spray penetration depends mainly on the spray momentum which is controlled by the injection pressure 

(1500 bar), the fuel density and the gas density, set at 22.8 kg/m3 whatever the ambient temperature. The effect of 

fuel on vapor length is presented in Figure 7 (right). The blue line represents the average S (from 3 ambient 

temperatures) of ABE20 and the red line the average S of n-dodecane. There is no significant difference in the 

trends of the two fuels (2% of variation in average).  

 

          

Figure 7 Vapor spray penetration length profile averaged on 12 repetitive tests. 

 

Lift-Off Length (LOL) 

The LOL is determined by the region where the flame stabilizes, and where the spray velocity and flame front 

velocity are balanced. A longer LOL will provide more time and space for fuel droplets to evaporate and mix with 

the ambient air [3]. From Figure 8 (left), it can be seen that both fuels show shorter LOL at higher ambient 

temperature as also found by [7], [18], because the increase in ambient temperature  improves evaporation and 

mixing processes. LOL for ABE20 are longer than for n-dodecane for all temperatures. As mentioned previously, 

even though ABE20 has a faster evaporation rate, it is a blend of fuels with higher latent heat than n-dodecane, up 

to 250 % for ethanol. This induces a cooling effect in the chamber and an increase in the vaporization time for 

ABE20, and therefore a longer LOL and ID are expected. 

 

          

Figure 8 Lift-Off Length (left) and Ignition Delay (right) of n-dodecane and ABE20 at different ambient gas temperatures. 

 

Ignition Delay (ID)  
This part presents the results of ignition delay (ID) of the Schlieren technique, identified as the hot flame ignition 

delay, as shown in Figure 8 (right). As mentioned earlier, there is a relationship between LOL and ID. Both ID and 

LOL increase with the decrease in ambient temperature. This is due to the fact that the fuel atomization and 

evaporation rate at lower ambient temperature are lower than at high temperature, lowering the chemical reaction 

rate [7]. As expected, the higher resistance to auto-ignition of ABE20 induces a higher ID for all testing conditions, 

0 0.5 1 1.5 2 2.5
0

10

20

30

40

50

60

70

Time after SOI [ms]

V
a
p

o
r 

S
p

ra
y
 P

e
n

e
tr

a
ti

o
n

 [
m

m
]

 

 

ABE20 800K

ABE20 850K

ABE20 900K

0 0.5 1 1.5 2 2.5
0

10

20

30

40

50

60

70

Time after SOI [ms]

V
a
p

o
r 

S
p

ra
y
 P

e
n

e
tr

a
ti

o
n

 [
m

m
]

 

 

n-Dodecane

n-Dodecane +std

n-Dodecane -std

ABE20

ABE20 +std

ABE20 -std

804

ob.nilaphai
Texte surligné 



ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain 

 

 

because the ABE20 was blended with lower cetane fuels than n-dodecane (CN=74), such as ethanol (CN=8) and 

butanol (CN=17) [11].  

 

Conclusions 

To characterize spray and combustion parameters, the standard optical set-ups and image post-processing defined 

by the ECN were installed on the NOSE, a high-pressure high-temperature combustion chamber. From the 

experimental results presented, focusing on a comparison between ABE20 fuel and n-dodecane for 3 different 

ambient temperatures, it can be concluded that:    

 The LL of both fuels decreases with an increase in ambient temperature due to more energy entrainment 

on the liquid fuel which increases the evaporation rate and reduces the surface tension and viscosity of 

the fuel. 

 The increase in ambient temperature improves the evaporation and mixing process because of shorter lift-

off length and ignition delay. 

 The LL of ABE20 is shorter than that of n-dodecane due to its being blended with high volatility fuels that 

evaporate more easily, but ABE20 exhibits a similar trend of S compared to n-dodecane. 

 The higher latent heat of vaporization in ABE20 decreases the saturation temperature, increasing the lift-

off length.  

 The lower auto-ignition ability of ABE20 is indicated by the lower cetane number of blended fuel in ABE20. 

 The ignition delay results of the two techniques are in good agreement. 
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Abstract
Primary breakup of liquid fuel in the vicinity of fuel spray nozzles as utilized in aero-engine combustors is numerically
investigated. As grid based methods exhibit a variety of disadvantages when it comes to the prediction of multi-
phase flows, the ”Smoothed Particle Hydrodynamics“ (SPH)-method is employed. The eligibility of the method to
analyze breakup of fuel has been demonstrated in recent publications by Braun et al, Dauch et al and Koch et al
[1, 2, 3, 4]. In the current paper a methodology for the investigation of the two-phase flow in the vicinity of fuel spray
nozzles at typical operating conditions is proposed. Due to lower costs in terms of computing time, 2D predictions
are desired. However, atomization of fluids is inherently three dimensional. Hence, differences between 2D and 3D
predictions are to be expected. In course of this study, predictions in 2D and based on a 3D sector are presented.
Differences in terms of gaseous flow, ligament shape and mixing are assessed.

Keywords
Multiphase Flows - Fuel Atomization - Smoothed Particle Hydrodynamics - Aero-Engine - Combustor

Introduction
Aiming at a reduction of pollutant emissions of air-traffic, academia and industry both invest in research to investigate
processes causing the formation of pollutants of aero-engine combustors. One aspect influencing the formation of
pollutants is the quality of the injected fuel spray and its placement within the gaseous flow field of the combustion
chamber.
Because of limited optical access and challenging thermodynamic conditions, experimental studies are costly and
cannot provide detailed information about breakup of the fuel in the close vicinity of fuel injectors. Hence, numerical
investigations analyzing the local two-phase flow are desired.
At the “Institut für Thermische Strömungsmaschinen” (ITS) a numerical code based on the Lagrangian “Smoothed
Particle Hydrodynamics” (SPH)-method has been developed by Koch, Hoefler and Braun [5, 4]. The objective is to
predict the liquid fuel breakup in the close vicinity of the fuel spray nozzle. Conventional grid based methods exhibit
a variety of inherent shortcomings, which can be overcome by a fully Lagrangian approach. In recent publications
the potential of the code in terms of two-phase flow predictions has been demonstrated successfully by Braun et al,
Dauch et al and Keller et al [1, 3, 6].
Current state-of-the art methods for combustor design do not take into account the details of primary breakup.
Correlations based on empirical studies are employed to impose droplet initial conditions for subsequent Euler-
Lagrangian CFD predictions. These correlations must be tuned to each individual setup and need to be calibrated.
Most of the correlations are valid only for low pressures and temperatures. A detailed simulation of primary breakup
can overcome these shortcomings. It might provide transient droplet initial conditions, which can be used as input
for subsequent Euler-Lagrangian predictions. Even if SPH computations are too costly for every day design studies,
they can help deriving simplified primary breakup models such as presented by Chausonnet et al [7], that are
efficient and accurate enough to be integrated in conventional CFD-codes.
The current study demonstrates, how SPH predictions can be used to investigate the details of primary breakup
at fuel spray nozzles typically utilized in aero-engines at realistic operating conditions. As fuel spray atomization is
inherently three dimensional, predictions in 3D are desired. Because of the lower costs for 2D predictions, design
studies in 2D are preferred if possible. However, deviations between 2D and 3D predictions are to be expected. To
identify the deviations this study will address the comparison between 2D and 3D results.

Numerical Method
The original purpose of the ”Smoothed Particle Hydrodynamics“(SPH)-method is the analysis of phenomena oc-
curring in astrophysics as presented by Gingold et al and Lucy [8, 9]. Nowadays, SPH is employed for the analysis
of different problems in science and engineering as demonstrated by Chaussonnet et al, Dauch et al and Keller et
al [10, 3, 6]. In contrast to conventional grid based CFD methods, SPH is a fully Lagrangian method and does not
require a computational mesh. The flow domain is discretized by means of moving discretization points, referred to
as ”particles“.
In grid based methods the location of the phase interface depends on the definition of the limited volume fraction
resulting in reduced accuracy. The phase interface needs to be reconstructed, which is computationally expensive
and prone to interface diffusion.
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Due to the Lagrangian character of the SPH method, phase interfaces of multi-phase flows are inherently advected
and do not have to be reconstructed. Once particles are initialized as liquid, they remain liquid. Thus, the contour of
the ligaments is uniquely defined by the location of the liquid particles. Hence, interface reconstruction is avoided.
As primary breakup is entirely resolved, no breakup criterion is required. Additionally, particle methods can be
parallelized more efficiently and therefore are less computationally expensive.
One drawback inherent to the method is its instability referred to as ”Tensile Instability“ as presented by Swegle et al
[11]. Even though a variety of mitigations has been developed, which are summarized by Liu et al [12], the problem
is still not solved in general. Another problem of SPH is the consistency issue, as described by Liu et al and Quinlan
et al [12, 13]. Both aspects are subject of ongoing research as described by Chaussonnet et al and Litvinov et al
[10, 14]. However, despite these known issues, SPH has been demonstrated to capture primary atomization with
high accuracy as presented by Koch et al [4].
The fluid flow is modeled by means of the Navier-Stokes equations and corresponding boundary conditions. In the
present work the flow is considered to be isothermal. Hence, the energy equation is not considered here. The
substantial derivatives of density and velocity are defined by continuity and momentum equation:

Dρ

Dt
= −ρ

(
~∇ · ~v

)
, (1)

ρ
D~v

Dt
= −~∇p+ ~∇ · τ + ρ~f. (2)

In order to illustrate the formalism of the SPH-method, the formulation of any function f(~r) in terms of the convolution
integral is utilized:

f(~r) =

∫
f(~r′)δ(~r − ~r′)d~r′. (3)

Replacing the Dirac function by an approximation called kernel function W (~ra − ~rb, h) yields an approximated
convolution integral. A variety of kernel functions exists as pointed out and discussed by Dehnen in [15]. In the
present study a quintic kernel function is used. The typical shape of a kernel function is depicted in Fig. 1a. The
magnitude h is called the smoothing length. Depending on h, the so called radius of influence, exemplified in Fig.
1b, is varied.

(a) Kernel Function [16]

(b) Radius of Influence

Figure 1. SPH Methodology

Approximating the integral by a finite sum leads to a quadrature. Consequently, a scheme for the computation of
derivatives can be determined as presented by Liu et al [12]:

〈f〉a =
∑
b

f(~rb)W (~ra − ~rb, h)Vb, (4)

〈∇ · f〉a = −
∑
b

f(~rb)∇W (~ra − ~rb, h)Vb. (5)

The brackets 〈〉 represent the SPH approximation. The index a denominates the central particle and index b any
particle inside the radius of influence. The variable Vb indicates the volume of each individual particle b. The
resulting quadratures are the basic SPH schemes. Equation 4 demonstrates that any magnitude 〈f〉a at the position
of particle a can be determined in terms of a weighted sum f over the function f (rb) of all other particles b located
inside the radius of influence.
By means of the quadratures, the terms on the right hand side of the Navier-Stokes equations as presented in
Eq.1 and 2 can be approximated. The substantial derivatives are computed and integrated in time by means of
a predictor-corrector time integration scheme. In the present study, the density is not computed by means of the
discretized continuity equation, but by the direct SPH scheme according to Colagrossi et al [17]:

〈ρ〉a = ma

∑
b

W (~ra − ~rb, h). (6)
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The pressure gradient is computed as proposed by Monaghan in [18]:

〈
−
~∇p
ρ

〉
a

= − 1

ρa

∑
b

mb

ρb
(pa + pb)~∇W (~ra − ~rb, h). (7)

Viscosity is modeled by means of a viscosity model presented by Szewc [19]. These approximations conserve
momentum and ensure stability in case of large density ratios. As equation of state the Tait-Volume-Equation
according to Batchelor [20] is used:

p =
ρnomc

2

κ
·
[(

Vnom
V

)κ
− 1

]
+ pback. (8)

where V is the volume and p the pressure of each particle. The quantitiy c is the speed of sound and κ the polytropic
exponent. Index nom designates the reference value of the corresponding quantity. The background pressure
pback is used in weakly compressible SPH to mitigate the inherent tensile instability of the SPH method. As to
the assumptions of the weakly compressible approach, pressure depends only on density or volume, respectively.
Hence, the equation of state is applied after the volume of each particle has been computed by means of Eq. 6.
Following Wieth et al [21], a modified version of the surface tension model by Adami et al [22] is employed. Static and
dynamic contact angles are accurately predicted based on the prescribed surface tension coefficients. According to
Young’s equation, static contact angles of 60◦ are recovered for the present case. In dynamic flows contact angles
deviate from the static values. The current implementation takes this effect into account as a result of the balance
of forces. The prediction of static and dynamic contact angles has been demonstrated and validated by Wieth et al
[21].
As pointed out by Violeau and Rogers [23] three different types of wall treatment exist: Fictitious particles, repulsive
functions and boundary integrals. The objective of all wall boundary treatments is to provide kernel support within
the radius of influence of all fluid particles across the solid wall boundary. In the current implementation, prescribed
dummy particles of at least three layers are used as solid wall boundary representation. Additionally, a repulsive
function resembling the Lennard-Jones potential is employed as presented by Wieth et al [21] to avoid particle
intrusion. By means of these wall treatments the no-slip condition at the wall is imposed.
In 3D simulations, the circumferential velocity component can easily be imposed at the inlet. Centrifugal forces are
inherently imposed by the swirling flow. In order to mimic the centrifugal forces in the 2D setup, a model aiming at
a representation of centrifugal forces is incorporated. For each SPH particle entering the domain, the radius and
the circumferential velocity is stored. In other words, the angular momentum of the particle entering the domain is
recovered. When assuming the conservation of the angular momentum, radial equilibrium as well as incompressible
fluids, the variation of the circumferential velocity of a particle can be determined as function of its actual radius.
Then the corresponding centrifugal forces can be assigned. The model is presented previously by the author in [3].

Fuel Spray Nozzle
The fuel spray nozzle investigated in the present study consists of three annular, coaxial air ducts referred to as
inner air, outer air and dome air according to the setup presented by Mansour et al [24]. All air flows exhibit a swirl
component because of the arrangement of swirl generators in each duct as depicted in Fig. 2a. Because of the
high angular momentum of all air flows, high centrifugal forces occur forcing the flow in radial direction. As the ratio
of angular and axial momentum is large, it comes to vortex breakdown. A stagnation point (SP) is formed, in the
vicinity of the middle axis as indicated in Fig. 2b.
The main objective of the dome air flow is to shape the recirculation zone inside the combustor. In between the
inner and the outer air duct, fuel is supplied through an annular, coaxial slot across the whole perimeter. The fuel is
released into the shear zone between inner and outer air. The shear stress imposed by the air will act against the
surface tension and finally the fuel will be disintegrated.
Local recirculation zones are to be expected downstream the bluff edges of each shroud as indicated in Fig. 2b. The
flows of inner and outer air form a stream tube. Per definition, no mass transfer takes place across the boundaries
of the tubes. These boundaries are indicated as dashed lines in Fig. 2b.

Computational Setup
Main objective of this study is the analysis of the multi-phase flow in the vicinity of the prefilming edge in 2D and 3D.
The focus is on the interaction of the inner air flow with the fuel in the fuel supply duct, the formation of ligaments and
their disintegration. Dispersion of the fuel droplets, their placement inside the combustor and secondary breakup
are not the objective of the present study.
The numerical domain is a three dimensional sector based on the axisymmetric cross-section depicted in Fig. 3a.
There are two inlet boundaries for air and one inlet boundary for fuel. The velocity profiles for both air flows are
extracted from grid-based CFD predictions and imposed as boundary conditions. In Fig. 4a and 4b the shape of the
velocity profiles imposed at each inlet is presented. The axial velocity profile of the fuel flow at the inlet is based on
a correlation for laminar flows. At the fuel inlet, the circumferential velocity recovers a free vortex with sharp velocity
gradients at the sides. This profile is used in order to mimic an established annular flow with no slip condition at
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Prefilmer

Outer
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Fuel

Outer Shroud

Inner

(a) Geometry

SP

(b) Local Air Flow

Figure 2. Fuel Spray Nozzle

Table 1. Thermodynamic Conditions and Fluid Properties

Air Fuel
T K 649 293.15
ρ kgm−3 6.51 770
µ 10−3Pa s 0.03255 1.56

the walls. The pressure gradient is set to zero at all inlet boundaries. At the outlet cross-section of the domain, the
pressure is set constant and the velocity gradient in normal direction is imposed to be zero.
In order to capture the influence of vortex breakdown, the boundaries of the stream tube containing the inner and
outer air are extracted from grid based one-phase flow predictions and imposed as slip walls in the SPH setup as
depicted in Fig. 3a.
The thermodynamic conditions of the underlying operating point are presented in Tab. 1. Surface tension coeffi-
cients are set for the liquid to recover static contact angles of 60 °. The pressure is 1.213 MPa and the surface
tension 27.5 10−3Nm−1.
As exemplified in Fig. 3b, the cross-section of the fuel duct at the inlet constitutes an annulus. Further downstream,
the duct is deflected in radial direction and forced to smaller radii. Whenever the main direction of the flow exhibits a
radial component, the cross-section constitutes a frustoconical surface. The area of the frustoconical surface scales
with the radius. The same effect applies to the outer air duct.
The presented setup enables the computation of the local multi-phase flow in the vicinity of the atomizer at a high
spatial resolution of 10 µm. The 3D sector covers 5 degrees. We are aware of the fact, that in order to resolve details
of the flow in circumferential direction, the size of the segment is too small. However, swirl effects can inherently be
captured. Furthermore, the sector recovers the inherently three dimensional shape of the flow cross-section along
the flow path as illustrated in Fig. 3b.
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Figure 3. Computational Domain

Aiming at lower computational costs, predictions based on two-dimensional domains are desired. However, 2D
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Figure 4. Inlet Boundary Conditions

predictions violate the inherently three dimensional character of fuel atomization. They furthermore imply a planar
extension in lateral direction, also violating the frustoconical shape of the flow cross-sections as presented before.
In order to identify and quantify differences between 2D and 3D predictions, 2D computations are also performed.
In 2D the circumferential velocity at the inlet of each duct is used as input to the 2D swirl model. All the other
boundary conditions are kept constant. A discretization study in 2D up to a resolution of 2.5 µm has been conducted,
demonstrating that a spatial resolution of at least 10 µm is required.

Results and Discussion
Gaseous Flow - Velocity Profiles
In Fig. 5a the non-dimensional velocity profiles of the axial velocity in 2D and 3D are depicted at the axial position
I. The co-ordinate H is the non-dimensional channel height. The non-dimensional channel height is 1 at the radius
of the prefilmer lip. As to be expected, the shape of the profiles is similar to the shape of the axial velocity imposed
at the inlet boundary. Obviously, the maximum of the axial velocity component in 2D is located at a larger radius
than in the inherently three dimensional case. As the flow is not developed at position I, it comes to a radial velocity
component. Comparing 2D and 3D, larger values of the radial velocity can be stated in case of the 2D prediction.
Both, the shift of the maximum of the axial velocity and the larger value of the radial velocity indicate that the virtual
centrifugal forces seem to be slightly stronger than the inherent centrifugal forces in 3D. The 2D swirl model is based
on the assumption of conserved angular momentum. Contrary, in 3D angular momentum is not conserved because
of friction losses. Hence, lower centrifugal forces in 3D are to be expected.
In Fig. 5c the resulting velocity magnitudes in 2D and 3D are depicted. In 2D only a representative centrifugal force
is modeled, but the circumferential velocity component is not present. Therefore, there is no contribution to the
magnitude of the absolute velocity ‖v‖∗. Hence, the magnitude of the velocity is smaller in 2D compared to 3D. The
velocity distribution of air at position I acts on the liquid fuel flow exiting the fuel gallery. The centrifugal forces of the
inner air flow lead to a force in radial direction and, hence, to an interaction with the fuel flow inside the exit of the
fuel duct.
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Figure 5. Comparison of Velocity Profiles at Position I - 2D vs. 3D

In Fig. 6 the velocity profiles at position II obtained from 2D and 3D predictions are presented. In contrast to the
inner air flow, the differences of the velocity magnitude in the outer air flow are significantly larger. Again in 2D there
is no contribution of the circumferential velocity to the magnitude. Furthermore, the flow is accelerated according to
the continuity equation because of the decrease of the flow cross-section as illustrated in Fig. 3b. In 2D this effect is
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omitted. Hence, only a deflection of the flow, but no acceleration takes place resulting in a much smaller magnitude
of the velocity.
One can conclude from the velocity profiles, that deviations of the gaseous flow between 2D and 3D occur. The
differences inside the inner air duct are comparably small. The largest differences are to be expected downstream
the prefilming surface in the vicinity of the shear zone between inner and outer air.
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Figure 6. Comparison of Velocity Profiles - 2D vs. 3D - Position II

Gaseous Flow - Flow Instabilities
Due to the Lagrangian nature of the SPH method, a color coding can easily be applied, which serves as a tool
to distinguish between inner and outer air flow. Fuel is colored in blue and air originating from the outer air inlet
is indicated as orange. Air that entered the domain through the inner air inlet is not visible. By means of the
color coding the Kelvin-Helmholtz instability between inner and outer air flow can be visualized. Two instantaneous
snapshots are presented in Fig. 7. The snapshots are recorded at the beginning of the simulation, when there
is no fuel emerging from the supply duct. Despite the differences with regard to the velocity field in the outer air
duct, the Kelvin-Helmholtz instability is qualitatively captured in 2D and 3D. Because of the higher velocity in the
outer air duct in 3D, the shear zone is located at a smaller radius than in 2D. In each case, two vortices occur in
the snapshots. The fuel exiting the fuel gallery will be released into the corresponding shear zone and exposed
to the local flow instabilities of the gaseous flow. The Kelvin-Helmholtz instability presented here is one example
of a transient flow instability that might occur in the vicinity of the nozzle. Instabilities in circumferential direction
might also occur, but just a subset of wavelengths is captured in the present numerical setup due to the small
circumferential extension. Later in time, as soon as fuel emerges from the supply duct, the distinct vortices due to
the Kelvin-Helmholtz instability will vanish. However, instabilities of the gaseous flow in radial direction still occur
and interact with the liquid.

2D 3D

Figure 7. Comparison of Kelvin-Helmholtz Instability

Liquid Flow
The design of the air flow with fuel emerging from the fuel gallery, leads to a periodic filling and discharge effect at
the exit region of the fuel duct. In Fig. 8 three snapshots presenting the different phases of the periodic discharge
are depicted. In the beginning fuel is accumulated in the exit region of the fuel duct. Once the cavity is filled up
with fuel, a ligament is formed reaching out into the inner air duct. The momentum of the inner air flow pushes the
ligament against the prefilming surface. The ligament is released into the shear zone and breaks up into smaller
ligaments. Once the ligament is extracted, the fill level of the cavity reaches its minimum. Then for a period of time
fuel is again accumulated in the cavity, before the formation of a new ligament starts again. In 3D and 2D the same
periodic effect can be observed.
In Fig. 9 the time evolution of liquid volume flow rate across the circular cross-section of the inner air duct at axial
position II is depicted. The periodic discharge effect is recovered in terms of periodic peaks of the liquid volume flow
rate. Facing comparably large computational effort in 3D, only a few discharge events are captured. Comparing
2D and 3D, one can conclude from the time histories that the peaks do not coincide in time. The reason for the
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Figure 8. Periodic Filling and Discharge

difference is the higher velocity of fuel at the outlet of the fuel gallery in 3D due to the reduced frustoconical cross-
section compared to 2D. Based on the few available events, the frequency of the periodic discharge is determined
to be approximately 1.6 kHz. However, the number of events is far below statistical significance.
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Figure 9. Evolution of the Non-Dimensional Volume Flow Rate over Time

Conclusions
A methodology for the numerical analysis of primary breakup by means of SPH in the vicinity of fuel spray nozzles
at typical engine conditions is presented. A typical airblast-nozzle for aero-engines with three air flow ducts is
analyzed. Predictions based on a 3D sector are performed and compared to predictions based on simplified two
dimensional setups. To the knowledge of the authors this is the first analysis of primary breakup in a fuel spray
nozzle at engine conditions in 3D by means of SPH. The following conclusions can be drawn:

1. SPH is suitable for the analysis of primary breakup phenomena in realistic fuel spray nozzle configurations.
2. Unsteady effects in the gaseous and the liquid flow field are identified.
3. Temporal fluctuations and flow instabilities can be studied in 3D, which resemble those observed in experi-

mental data.
4. Large quantitative discrepancies between 2D and 3D simulations occur.
5. However, 2D simulations are capable of giving qualitative insights into local, unsteady flow phenomena.
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Nomenclature
Abbreviations
ITS Institut für Thermische

Strömungsmaschinen
PDF Probability Density Function
SMD Sauter Mean Diameter
SPH Smoothed Particle

Hydrodynamics
SP Stagnation Point
VoF Volume of Fluid

Latin Symbols
c Speed of Sound [ms−1]
d Diameter [m]
h Smoothing Length [m]

H Non Dim. Height [-]
m Mass [kg]
p Pressure [Pa]
t Time [s]
~v Velocity [ms−1]
V Volume [m3]
W Kernel Function [m−2, m−3]

Greek Symbols
α Angle [deg]
δ Dirac Function [m−2, m−3]
κ Polytropic Coefficient [-]
ρ Density [kgm−3]
τ Shear Stress [kg s−2 m]

Subscripts
air Air [-]
x Axial [-]
θ Circumferential [-]
fuel Fuel [-]
i Integral Interpolation [-]
nom Nominal [-]
r Radial [-]
ref Reference [-]

Superscripts
∗ Non-Dimensional [-]
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Abstract
Spray systems often operate under extreme ambient conditions like high pressure, which can have a significant
influence on important spray phenomena. One of these phenomena is binary drop collisions. Such collisions, de-
pending on the relative velocity and the impact parameter (eccentricity of the collision), can lead to drop bouncing,
coalescence or breakup. This experimental and computational study is focused on the description of the phe-
nomenon of drop bouncing, which is caused by a thin gas layer preventing the drops coalescence. To identify the
main influencing parameters of this phenomenon, experiments on binary drop collisions are performed in a pressure
chamber. This experimental system allows us to investigate the effect of an ambient pressure (namely the density
and viscosity of the surrounding gas) on the bouncing/coalescence threshold.

Keywords
drop collision, breakup/coalescence, multiphase flow

Introduction
Understanding the collisions of drops is of interest for many fields of application. They play an important role in
raindrop formation [1, 2] and in the modeling of fuel combustion [3, 4]. Systematic experimental studies visualizing
binary drop collisions provide information allowing to construct regime maps of the collision outcomes [5, 6, 7]. The
mechanisms of bouncing, coalescence, stretching separation, reflexive separation, and shattering are observed.
These mechanisms are determined by the kinetic and geometrical parameters of the collision, as well as the prop-
erties of the drop liquids and the surrounding gas. The main kinetic and geometrical parameters are defined in
Figure 1, where D1 and D2 are the drop diameters and V is the relative drop velocity. B is the distance of closest
approach of the drop centers, measured orthogonal to V at the instance of the collision. Dimensional analysis
reveals that the collision Weber number We = V 2D1ρ/σ, the Ohnesorge number Oh = µ/

√
σD1ρ, the impact

parameter X = 2B/(D1 + D2) and the drop size ratio ∆D = D1/D2 determine the outcome of the collision, if the
medium ambient to the colliding drops is not varied.

Figure 1. Definition of collision geometry

The present investigation concentrates on the mecha-
nism of bouncing. Outcomes from drop collsion with a
solid substrates shown, that small droplets are able to
bounce on solid substrate, irrespectivly of their wettabil-
ity [8]. The bouncing is caussed by a thin squeezing air
film beetween the droplet and the substrate leading to
squeeze forces. For the binary drop collsion, Rayleigh
[9] pointed out that the drop collision mechanism may
be influenced by electrical charge on the drops. The
occurrence of bouncing or coalescence of electrified
drops may depend on their charge density. Electrically
charged drops formed from vertically upward pointing
electrified liquid jets may either coalesce (at moderate
charge density) or rebound (at high charge density).
This behaviour determines the appearance of the jet,
which may be either fairly coherent or strongly scattered, respectively. Qian and Law [7] carried out experiments
in atmospheres of different gases at different pressures, showing that the extension of the bouncing regime in the
collision charts varies with the ambient gas pressure. At higher gas pressure, the bouncing regime widens. The
experimental study [10] demonstrates that the bouncing regime relies on the presence of the ambient gas. The
regime disappears if the drops collide in a vacuum. This important result clearly indicates the role of the medium
ambient to the colliding drops in the occurrence of bouncing. Consequently, the study [11] shows that bouncing is
enhanced with drops colliding in another viscous fluid.
From the literature we know several models for binary drop collision outcomes applied in the framework of CFD
codes, such as the KIVA-II code. The first model for bouncing was presented in [12]. It assumes that, upon impact,
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the drops deform into semi-spherical shapes. If the deformation produces an increase in surface energy larger
than the initial kinetic energy of the pair, the drops will bounce. The resulting criterion is a threshold of the impact
Weber number as a function of the impact parameter and drop size ratio. The model is empirical, built on collision
charts, and does not represent the flow details in the space between the approaching drops [13]. This model is
used by the group of Reitz to predict drop collision outcomes, accounting for all the four mechanisms at moderate
Weber numbers, except shattering [14]. The conclusion is that, in the present literature, we do not see any detailed
investigation of the flow in and around colliding drops for the bouncing mechanism.
The effect of the ambient pressure on the thresholds between the regimes is not yet completely understood. The
main subject of this study is the experimental and computational investigation of binary drop collisions under ele-
vated ambient pressure with emphasis on bouncing. The goal is to better understand this mechanism caused by
the viscous air flow in a very thin gap between the colliding drops, and to model the transition conditions between
coalescence and bouncing. The regime maps allow the threshold Weber number between bouncing and coales-
cence to be determined as a function of the impact parameter. One important result of this study is that only a minor
dependence of the drop coalescence on the elevated ambient pressure is observed. It should be noted that, for
high pressures, the value of the kinematic viscosity of air is almost constant.

Experimental and Computational Methods
Experimental setup

Figure 2. Scheme of the experimental setup

(a) bouncing (b) coalescence

Figure 3. Exemplary observations of binary drop collisions
leading to bouncing or coalescence.

The experimental setup consists of two drop generators
mounted in a pressure chamber, a high-speed video
system and a data acquisition system. The scheme of
the setup is shown in Figure 2. The pressure chamber
can be operated in the range of absolute pressure from
1 bar to 20 bar. It has four glass windows to provide
optical access to the studied phenomena.
Two drop generators are used to generate a chain of
drops and can be controlled independently. They are
connected to a pressurized fluid supply tank and a sig-
nal generator. The electrical signal powers the drop
generators’ piezo actuators, which are used to impose
disturbances onto the continuous fluid jets. If the dis-
turbance frequency is properly set, the jet undergoes
a controlled Rayleigh-type breakup and a stream of
monodisperse drops is produced. The drop diame-
ter can be varied by the disturbance frequency and by
changing the orifice diameter of the drop generator.
Two drop generators are positioned in front of one
chamber window. For precise positioning, one drop
generator is mounted on a manual micromanipulator
and the other drop generator is mounted on a high-
precision traversing system. The piezo motor of the
traversing system can adjust one drop generator po-
sition in 5 µm steps. This fine adjustment of the drop
generator position allows to ensure equal distances be-
tween each drop generator and the camera objective.
The high-speed camera is operated with a frame rate
of 22000 frames per second. Continuous illumination
using an LED light source is used in the experiments.
A data acquisition and control system is used to con-
trol the fluid flow rate through the drop generators and
to measure the experimental properties. These are the
air pressure, temperature and relative humidity in the
pressure chamber, the supply fluid temperature and the
pressure in the fluid reservoir. The relative velocity of
the colliding drops, their diameters and impact param-
eter are calculated via image processing.
In the experiments 42 wt.% glycerol-water solution at a
temperature of Tf = 28◦C is used for the drops, whose
diameter ranges from D1 = 335 − 400 µm with a constant drop size ratio ∆D ≈ 1. The impact velocity varied from
V1/2 = 1.5−3.3 m/s. The dynamic viscosity, surface tension coefficient and density of the liquid are µL = 3.25×10−3

Pa·s, σ = 68.44 × 10−3 N/m and ρL = 1058 kg/m3, respectively. The corresponding Ohnesorge number Oh ≈ 0.02
is almost constant in all the experiments. The air temperature in the pressure chamber was T0 = 28◦C and the
relative humidity φ = 78 %.
Exemplary observations of drop collisions leading to different outcomes, bouncing or coalescence, are shown in
Figure 3. These images are then processed to measure the drops sizes and the impact velocity and to identify the
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Figure 4. Drop bouncing near the coalescence threshold. Comparison of the computed drop shapes after axisymmetric drop
collision with the experimental observations. The parameters are: Re = 204.92, We = 17.76, X = 0.0135, the pressure is p = 7

bar. The three columns compare experiments (left) with numerical simulations (right).

main collision regimes. The two drop chains in the background are produced in the jet breakup region. Due to the
high ambient pressure small satellite drops bounce off the main drop chain. These pre-collision droplets do not
affect the binary collision.

Computational method
In order to better understand the mechanisms of binary drop collisions, this phenomenon is simulated numerically,
solving the full Navier-Stokes equations in the liquid and gas phases and accounting for surface tension effects.
The numerical simulations are performed with the in-house code Free Surface 3D (FS3D), which was originally
developed at the ITLR (University of Stuttgart) [15] and has been extended both at the ITLR and in the Mathematical
Modeling and Analysis (MMA) group of the Technische Universität of Darmstadt. FS3D is based on the Volume-of-
Fluid (VOF) method and solves the incompressible transient two-phase flow in 3D on a staggered Cartesian mesh.
A recent overview of FS3D is given in [16]. FS3D has been validated in [15, 17, 18, 19] for the simulation of binary
droplet collisions.
In FS3D, for integrating the surface tension force, the balanced-CSF [20] and CSS models [21] are implemented.
The balanced-CSF model has the advantage of much less parasitic currents. However, it is not able to deal with
the topology change when merging of two interfaces occurs. The CSS model can deal with the topology change
in a natural manner; however, it suffers from parasitic currents. Based on their advantages and disadvantages, the
balance-CSF model is used before possible coalescence in the simulations, while at the instant of coalescence, the
computation of the surface tension force is computed according to the CSS model.
In experiments, prior to possible coalescence, there is a gas layer between the colliding droplets with a thickness
generally of the order of a few 10 nm [22]. The gas layer cannot be resolved due to current restrictions in computa-
tional effort. This results in a numerical coalescence of droplets in standard VOF simulations, since the computation
of the surface tension force of one droplet is affected by its counterpart. In order to simulate bouncing, specifically
in case of a symmetric collision, we temporarily remove the symmetric counterpart of one droplet while computing
the surface tension force. This treatment is also valid for the case of coalescence before the merging occurs. At the
instant of possible coalescence, this treatment is discarded so that coalescence then occurs. The time instant of
coalescence is defined as the averaged value of the instants that correspond to the last cuspy contour and the first
smooth contour between the two droplets [23], which are obtained from the experiment.
In the simulations, one droplet with diameter D1 is initialized, colliding towards its symmetric counterpart with
velocity V . A rectangular box with the dimensions of (2D1)3 is discretized with 2563 equidistant Cartesian cells.
Three symmetry planes are employed for reducing the computational effort. Slip conditions are prescribed on the
symmetry planes while homogeneous Neumann boundary conditions for the velocity and zero pressure are imposed
on the other parts of the boundary.
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Figure 5. Drop bouncing. Comparison of the computed drop shapes after axisymmetric drops collision with the experimental
observations. The parameters are: Re = 208.10, We = 17.27, X = 0.005, the pressure is p = 9 bar.

Figure 6. Drop coalescence. Comparison of the computed drop shapes after axisymmetric drops collision with the experimental
observations. The parameters are: Re = 210.01, We = 18.48, X = 0, the pressure is p = 7 bar. The coalescence is imposed in

the computations.
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(a) (b) (c)

Figure 7. Bouncing-coalescence diagrams of the experimental outcome for various Webern numbers We and impact parameters
X at different ambient pressures: (a) p = 5.3 bar, (b) p = 7.0 bar, and (c) p = 9.0 bar.

Results and discussion
The theoretically predicted shapes of the drops during collision are compared with the experimental data in Figures 4
- 6. The agreement is rather good for both bouncing cases (Figs. 4 and 5) and the coalescence case (shown
in Figure 6). It should be noted, that since the coalescence still cannot be described numerically, the instant
of coalescence during drop deformation was externally imposed. Some deviation between the predictions and
experimental data at the later stages of drop coalescence can be explained by the sensitivity of the phenomena to
the instant of coalescence (which is not known a priori).
The outcome from the binary drops collision is determined by many factors, like gas density, the impact Weber
number and the impact parameter, which determine the duration of contact. The duration tc of the binary collision in
the bouncing regime is governed by inertia and surface tension. It has been shown [10] that for high Weber numbers
this time is scaled very well by half of the Rayleigh period of oscillation,

tc = A

√
π2ρLD3

1

8σ
, (1)

where A ≈ We0.043 is obtained by fitting to the experimental data reported in [10], ρL and σ are the liquid density
and surface tension. It should be noted that in the case of drop rebound the contact time will be different, since
the rim experiences an additional force associated with two liquid interfaces bounding the air gap. Therefore, the
estimated corrected contact time is

tc ≈ We0.043
√
π2ρLD3

1

16σ
, (2)

for rebound. For the set of parameters corresponding to the experiments shown in Figures 4 and 5, the contact
time predicted by (2) is tc = 0.708 ms and tc = 0.772 ms, respectively, which agrees rather well with the observed
contact times. In any case, since the Weber number enters equation (2) only with a small power, we can assume

tc ∼
√
ρLD3

1

σ
=
D1

Vn
We1/2 (3)

for a certain range of Weber numbers.
The bouncing-coalescence diagrams for different ambient pressures, showing the types of collision outcome for
various impact parameters X and Weber numbers We, are shown in Figure 7. It is interesting that these diagrams
for elevated pressures are very similar. This counter-intuitive result is explained by the fact that the influence of
the pressure on the dynamic viscosity µA of the air in the gap is only minor. It indicates also that the viscosity
effects in the gap between the drops are dominant. It is therefore obvious that the Weber number is not a relevant
dimensionless group for description of the bouncing/coalescence threshold.
To develop a reliable expression for this threshold an accurate analysis of the air flow in the gap between the drop
and further its stability analysis are necessary. In this study only rough estimations of the relevant parameters are
performed. The typical air gap thickness hair between the drops can be roughly estimated using the lubrication
approximation in the description of the gas flow and using the expression for the pressure p, produced by drop
impact [24], i.e.

p ∼ ρLV
2
n exp

[
−b tVn

D1

]
, hair ∼

[
µAD1

ρLVn

]1/2
= D1 Re

−1/2
A , (4)

where Vn ≡ V
√

1 −X2 is the normal component of the relative impact velocity, µA is the air dynamic viscosity, b
is a dimensionless constant (b = 3.1 found from the computations in [24]), ReA is the Reynolds numbers based on
the air density and normal velocity component Vn.
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Figure 8. The predicted thickness of the air layer for bouncing and coalescence, roughly estimated in (5), as a function of the
impact parameter.

For a long time after impact the thickness of the gap is governed by the flow in the lamellae. Such flow has been
analyzed in [24, 25], leading to the evolution of the film thickness in the form h ∼ t−2. This analysis has been
confirmed in the experiments with drop impact onto convex surfaces [26]. Finally, we estimate the thickness of the
air layer during drop collision according to

hair ∼
[
µAD1

ρLVn

]1/2
D2

1

t2cV 2
n

=
µ
1/2
A σ

ρ
3/2
L D

1/2
1 /V

5/2
n

= D1 Re
−1/2
A We−1

n , (5)

where Wen is the Weber number based on the normal component of the impact velocity.
The dependence of the predicted values of hair on the dimensionless impact parameter X for the cases of drop
bouncing and coalescence is shown in Fig. 8. For small values of the impact parameter, X < 0.5, the estimated
minimum air gap thickness hair is approximately 100 nm. Locally, the minimum gap thickness can be much smaller,
since the gap thickness is strongly non-uniform and its value reduces near the rim area. Therefore, the physics of
coalescence can depend on the intermolecular forces. Nevertheless, the value of hair is probably a relevant scale
determining the coalescence threshold. Further analysis is still required to describe the mechanism of coalescence.

Conclusions
In this study, the bouncing and coalescence of two Newtonian drops in air under elevated pressure conditions have
been observed using a high-speed camera. Additionally, the kinematics of drop deformation has been described
numerically using a computational code based on the volume-of-fluid method. The typical times of contact are
estimated and compared to existing expressions.
The thickness of the air gap between the drops is roughly estimated. It is shown that the predicted smallest gap
thickness of the air gap is in our case approximately 100 nm. This value can be used as a scale for the bounc-
ing/coalescence threshold. However, more data are required for validation of this assumption and for development
of a more precise model.
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Abstract 
In this paper, the assessment of puffing and micro-explosion occurrence in emulsion drops with different 
water percentage is studied. The emulsified fuels are formulated using micro channel emulsifier, rapeseed 
oil and diesel fuel as continuous phase, as well as water and Sorbitan Sesquioleate as surfactant. The 
formulated dispersed systems are covered under different experimental factors such as water ratio and 
surfactant percentage. The puffing occurrence is reported in all emulsified fuels tested (i.e. with and 
without surfactant). A sudden puffing and highest number of occurrence is noted when the water amount 
increases in all emulsified fuels. The micro-explosion phenomenon is only noted in emulsified fuel 
formulated without surfactant. 

Keywords 
Micro-explosion, puffing, Leidenfrost effect, rapeseed oil, diesel fuel 

Introduction 
The direct use of vegetable oils in diesel engines causes several problems such as a less efficient 
combustion process due to the poor atomization process and changes in the ignition delay. For these 
reasons and seeking for a more engine-friendly fuel, it is necessary to change the feedstock properties 
applying different methods such as: preheating, blending with diesel fuel, transesterification, cracking / 
pyrolysis or emulsification. The advantage and drawbacks of each method have been pointed out in 
different researches [1, 2]. 
Among these methods, the emulsification has an additional advantage linked to its capacity to decrease 
diesel engine exhaust emissions such as nitric oxides, solid and carbonaceous residues [3]. It is a cheaper 
method because modifications of the original engine design, special and sophisticated equipments are not 
necessary. The preparation of an emulsion involves no complex chemical reactions [4]. It also produces no 
by-products unlike transesterification [4].  
According to Tran et al. [5] the combustion of emulsified fuel droplets is largely characterized by this 
difference between water and fuel volatility. The droplet is heated by convective and radiative heat transfer 
and its temperature reaches the superheat limit. Inside the droplet, this is followed by a rapid bubble 
nucleation, and then, internal formation of vapor bubbles [5]. The vaporization of water then blows up the 
oil layer and thereby forms smaller oil droplets, which increases the oil droplet’s surface to volume ratio [6]. 
This phenomenon is called ‘‘micro-explosion’’ [6, 7].  
The micro-explosion causes the secondary atomization which forms the bulk of much finer droplets  [5]. 
Such secondary drops evaporate very quickly and are dispersed over a large volume, improving fuel/air 
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mixing and the overall combustion efficiency [8]. This mechanism is fundamental in reducing particulate 
emission in the combustion of medium and heavy oils [8]. In addition, the presence of water influences the 
physics and chemical kinetics of combustion and has a beneficial effect on the rate-of-heat release and the 
reduction of pollutant emissions [9].  
On the other hand, during combustion, the vaporized water reduces the flame temperature, changes the 
chemical composition of the reactants, resulting in higher OH radical concentration controlling the NO 
formation rate and soot oxidation, and dilutes the rich zones in the combustion chamber [9]. In addition, 
due to the micro-explosion phenomenon as a consequence of the dispersed water into emulsified fuel, it is 
also possible to improve the atomization process and recover the combustion efficiency when it is used as 
diesel engine fuel. However, it is important to point out that the physicochemical properties of emulsified 
fuel play a decisive role. 
Nevertheless, a large scientific effort has been devoted to the experimental evaluation of the micro-
explosion phenomenon [10-26]. However, the micro-explosion phenomenon has been also questioned 
[27]. Califano et al. [8] pointed out that the micro-explosion does not always occur, and that its occurrence 
depends on a number of parameters. An important factor affecting the micro-explosion could be the 
coalescence or phase separation of the dispersed water droplets into the continuous phase [8, 10].  
On the other hand, several studies [11,14-16, 28-31] reported the occurrence of a particular phenomenon 
(i.e. puffing or bubbling) prior to micro-explosion phenomenon. The occurrence of puffing is also linked to 
the thermal effect of dispersed phase into continuous phase under intense heat flux. This phenomenon is 
not always observable, consists in the formation of irregular bubble of steam that perturbs the free surface 
of the droplet [16, 32]. 
In spite of the fact that puffing and micro-explosion phenomenon are well-known, discovered in 1965 by 
Ivanov and Nefedov [29] and defined separately by Watanabe et al. [32], their assessment involving 
emulsified fuels have not been studied thoroughly. For this reason, the scope of this investigation is to 
analyze the puffing and micro-explosion occurrence in emulsified fuels obtained through a micro-channel 
emulsifier. 

Experimental set-up and procedures 
The experimental investigation of puffing and micro-explosion occurrence is conducted in emulsified fuel 
drops on a hot surface. The emulsion fuel drops are placed on a heated plate leading to the Leidenfrost 
effect. Recently, several researches have been conducted in this topic using Leidenfrost burning [11, 14-
16, 22]. 
A pipettor VWR with tip ejector (volume: 2-20 µL, precision: ≤1.5–0.3% and accuracy of ±1.0–0.6%) is 
used as a fuel droplet generator. Additional equipment such as a high-speed camera model 675K-M1 
(HighSpeedStar series) provided by LaVision, a hot plate controlled by a power station Weller and a Type-
K thermocouple coupled to a K-Thermocouple thermometer Hanna are used for the visualization and 
control of the studied phenomena. The schematic diagram of the experimental setup used is shown in 
Figure 1. 

Figure 1. Schematic diagram of the micro-explosion setup
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The assessment of the puffing and micro-explosion occurrence is conducted under selected test 
conditions keeping fixed the hot plate temperature at 365°C and atmospheric pressure. This temperature 
was found as a proper value to ensure the Leidenfrost effect occurrence (emulsified droplet lifted) avoiding 
the quick warm-ups and vaporization, in agreement with previous experiments developed by Mura et al. 
[33] and Tarlet et al. [13, 15].  The test conditions are shown in Table 1. 

Table 1. Puffing and micro-explosion test conditions 

Hot plate 
temperature 

(°C) 

Droplet 
volume (µL) 

Droplet 
diameter 

(mm) 

Acquisition 
frequency 

(Hz) 

365 12 2.84 750

In this study several emulsified fuels are prepared based on previous results reported in [35]. The 
materials used are rapeseed oil and diesel fuel as continuous phase, water as dispersed phase and 
Sorbitan Sesquioleate as surfactant. The emulsified fuels studied here are ERO7, ERO8, ERO9, ERO10, 
ERO11 and ERO12, which are prepared through a micro-channel emulsifier. The continuous phase and 
surfactant were previously blended and stirred during 15 minutes (at 1000 rpm) as a first step before the 
use of micro-channel emulsifier. The experimental facilities used for the emulsification process were three 
piston displacement pumps (ARMEN-AP-TRIX-500-200) feeding a micro-channel with an optimized 
geometry, which has been recently presented in details by Belkadi et al. [35]. 
The emulsions´ composition and properties are shown in Table 2. Moreover, additional emulsified fuels are 
formulated avoiding the use of any surfactant and keeping fixed the water ratio (10%, 20% and 30%). The 
aim of this proposal is to analyze the effect of surfactant and dispersed phase concentration on puffing and 
micro-explosion occurrence. That is why the most stable and the less stable emulsions are going to be 
compared.   

Table 2. Composition and properties of the emulsified fuels - ERO: Emulsified rapeseed oil, *RO-Diesel: Blend of 20%of 
rapeseed oil-in 80% of diesel fuel 

Emulsified 
fuel 

Composition Properties 

RO-Diesel 
(% Vol.) 

Surfactant (% 
Vol.) 

Water 
(%Vol.) 

Dynamic 
viscosity 
(mPa.s) 

Average 
droplet 

size (µm) 

ERO7 88 2 10 4.6 4.97
ERO8 78 2 20 16.1 8.12
ERO9 68 2 30 20.4 9.2

ERO10 86 4 10 5 4.88
ERO11 76 4 20 16.5 7.96
ERO12 66 4 30 21 8.89

Experimental results 
The emulsified droplets undergo a Leidenfrost effect as a result of the heat flux on the dispersed water 
within emulsions. Under this effect, a continuous process of vapor bubbles formation within emulsified fuel 
matrix is expected. For this reason, this section focuses on effect of dispersed water quantity into 
emulsified droplets exploring vapor bubble growth itself.  The vapor bubble growth in the emulsified 
droplets was studied in a data set of captured images prior the first puffing or micro-explosion occurs. The 
time lapse in the vapor bubble formation and growth are shown in Fig 2. In general, an increase of 
surfactant percentage in the emulsions leads to a disruptive effect on vapor bubble formation and its 
further development. 
The time lapse between generating droplet on the hot surface and vapor bubble formation varies 
significantly from an emulsion to another depending of their composition. For each set, bigger vapor 
bubbles are observed in a shorter period of time for emulsions without surfactant.  
In this regard, comparable results have been attained for other emulsified fuels [10-12], in spite of the 
effect of additional factors such as the surfactant percentage, the analyzed size of the emulsion droplet 
and characteristics of continuous phase (e.g. volatility, viscosity, carbon-chain length, etc.) have not been 
studied thoroughly. The vapor bubbles formations are linked to several phenomena such as nucleation, 
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agglomeration, coalescence and bubbling which might lead to a further occurrence of puffing and micro-
explosion. Nevertheless, an analysis about the effect of surfactant on puffing and micro-explosion 
occurrence will be discussed in the next section.   

Figure 2. Time lapse between generating droplet, vapor bubble formation and growth 

The experimental results of puffing and micro-explosion occurrence in the formulated emulsions 
with/without surfactant are shown in Fig 3 and Fig. 4. For all cases, the light luminous areas around the 
droplet surface represent the surrounding vaporized fuel. 
As can be noted, an increase of water percentage promotes a sudden occurrence of the puffing 
phenomenon. The number of puffing occurrence per set of emulsions also increases with the water ratio, 
but contrary when the surfactant percentage is increased. A delay of puffing process with the increase of 
surfactant percentage was also attained. This behavior is a consequence of the surfactant activity within 
the interphase boundary inside the emulsified fuels. 
On the other hand, the micro-explosion phenomenon only occurs in emulsified fuels formulated without 
surfactant (see Fig 3, Fig 4). This fact might be correlated with the sudden agglomeration and coalescence 
of the dispersed water in the bottom of the emulsified droplet [12], which is associated to differences 
between dispersed and continuous phase density. Moreover, a strong puffing process like weak micro-
explosion is noted in the emulsified fuel prepared with 2% of surfactant and higher water amount (i.e. 
ERO12, not shown here du to lake of place). 
An average water droplet size of 5 µm is seen as an adequate size for a good micro-explosion as shown 
by Mura et al. [33] and Tarlet et al. [13, 15]. However, micro-explosion phenomenon might occur also for 
smaller or bigger droplets size, although it may be more or less strong according to Tarlet et al. [15]. In our 
study, only two emulsified fuel reach this value (i.e. ERO7 and ERO10) but they do not micro-explode. 
This behavior might be associated with different factors such as the composition of both sets of dispersed 
systems (e.g. water and surfactant percentage) and physicochemical properties of continuous phase (e.g. 
volatility and boiling temperature).  
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t=0sec t=0.736sec t=1.035sec 
(a)

t=0sec t=0.569sec t=0.745sec 
(b)

t=0sec t=0.416sec t=0.68sec 
(c)

Figure 3. Sequence of puffing and micro-explosion occurrence: a) ERO10, b) ERO7, c)Emulsified fuel prepared with90% of 
diesel–rapeseed oil blend and 10% of water (without surfactant) 

A summary of emulsified fuels burning droplets plotted in a ternary diagram is shown in Fig 5. The black zone 
represents a zone where the puffing and micro-explosion phenomena are often reported in the literature [10-16, 
18-20, 22-26,32-34] using different continuous phases with increasing water emulsification up to 30%. In our 
study, both phenomena took place in all emulsified fuels prepared without surfactant (see section 3.2 and Fig 5a). 
In addition, a set of emulsions formulated without surfactant but involving pure diesel fuel and different water ratio 
also reported the occurrence of puffing and micro-explosion phenomenon (i.e. see red-blue points in Fig 5a). 
As it was previously mentioned, emulsified fuels prepared with surfactant reported puffing and vaporized fuel 
process (see yellow-blue points in Fig 5b). An additional set of emulsified fuels using surfactant were analyzed in 
order to broaden the investigate zone. In concordance with previous results, a puffing and vaporization process 
was also attained. 
For each case of emulsions formulated with a blend of rapeseed oil-in diesel, an increase of the rapeseed oil ratio 
in the blend conducted to highest surrounding vaporized fuel. This assessment is characterized by differences 
between rapeseed oil and diesel fuel volatility, mainly. 
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Puffing and blow-up

t=0sec t=0.584sec  t=0.699sec 
(a) 

t=0sec   t=0.512sec t=0.604sec 
(b) 

t=0sec  t=0.254sec   t=0.540sec 
(c)

Figure 4. Sequence of puffing and micro-explosion occurrence: a) ERO11, b) ERO8, c) Emulsified fuel prepared with80% of 

diesel–rapeseed oil blend and 20% of water (without surfactant) 

Conclusions 
The results of several experiments varying the amount of water, surfactant and continuous phase depicted the 
occurrence of puffing and/or micro-explosion phenomena, even for lower water amounts. A summary of 
emulsified fuels burning droplets was plotted in a ternary diagram denoting an interesting zone where puffing and 
micro-explosion occur. A sudden puffing and highest number of occurrence is noted when the water amount was 
increased, but contrary when the surfactant percentage is increased. This fact is also correlated with a disruptive 
effect achieved on vapor bubble growth. On the other hand, the micro-explosion phenomenon only took part in 
emulsified fuel formulated without surfactant. All this denote that the occurrence of puffing and micro-explosion 
involves a multifactorial analyze based on several factors such as the dispersed water size, water amount, 
surfactant usage and physicochemical properties of continuous phase (e.g. volatility, boiling temperature, 
viscosity, carbon-chain length).  
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a) b) 

Figure 5. Summary of emulsified fuel burning droplet plotted in a ternary diagram: a) Emulsified fuel prepared without 

surfactant, b) Emulsified fuel prepared with surfactant 
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Abstract
The disintegration process of liquid fuel within combustion chambers is one of the most important parameters for
efficient and stable combustion. Especially for high pressures exceeding the critical value of the injected fluids
the mixing processes are not fully understood yet. Recently, different theoretical macroscopic models have been
introduced to understand breakdown of the classical two phase regime and predict the transition from evaporation to
a diffuse-mixing process. In order to gain deeper insight into the physical processes of this transition, a parametric
study of free-falling n-pentane droplets in an inert nitrogen atmosphere is presented. Atmospheric conditions varied
systematically from sub- to supercritical values with respect to the fluid properties. An overlay of a diffuse lighted
image with a shadowgram directly in the optical setup (front lighted shadowgraphy) was applied to simultaneously
detect the presence of a material surface of the droplet as well as changes in density gradients in the surrounding
atmosphere. The experimental investigation illustrates, that the presence of a material surface cannot be shown
by a direct shadowgram. However, reflections and refractions caused by diffuse ambient illumination are able to
indicate the presence of a material surface. In case of the supercritical droplet injections in this study, front lighted
shadowgraphy clearly revealed the presence of a material surface, even when the pre-heated droplets are released
into a supercritical atmosphere. This detection of the droplet interface indicates, that the droplet remains subcritical
in the region of interest, even though it is injected into a supercritical atmosphere. Based on the adiabatic mixing
assumption recent Raman-scattering results in the wake of the droplet are re-evaluated to compute the temperature
distribution. Presented experimental findings as well as the re-evaluation of recent Raman scattering results are
compared to thermodynamic models to predict the onset of diffuse-mixing and supercritical disintegration of the
droplet. Additionally, a one dimensional evaporation model is used to evaluate the validity of the adiabatic mixing
assumption in the estimation of the droplet temperature. The presented findings contribute to the understanding of
recent theoretical models for prediction of spray and droplet disintegration and the onset of diffuse-mixing processes.

Keywords
Front lighted Shadowgraphy, Raman-scattering, Supercritical fluid injection

Introduction
The disintegration process of liquid droplets in a high pressure and high temperature environment is one of the
most important parameters for stable and efficient combustion. Therefore, the behaviour of droplets in such an
environment has long been a matter of analytical, numerical and experimental investigation. Especially the transition
process from a two phase behaviour of the droplet or jet to a diffusion dominated mixture is not yet well understood.
Recently, three different models predicting the onset of this diffuse-mixing have been introduced. The first model by
Banuti and Hannemann [1] exploits the supercritical transition at the Widom-line of the fluid and introduces a new
breakup model called pseudo-boiling. Another, second criterion, is proposed by Dahms and Oefelein [2] and later
extended by Dahms [3]. Dahm’s criterion compares the thickness of the interface layer with the characteristic length
scale of heat transfer to calculate the probability of a supercritical breakup. Qiu and Reitz [4] proposed a third model,
which extends classical thermodynamic conditions for a single component fluid to binary mixtures. The transition
from sub- to supercritical fluid behaviour occurs, when the local temperature and pressure exceed the critical values
of the mixture. Whereas the pressure of the mixture at the droplets interface is controlled in the experimental setup
the temperature has to be estimated. Qiu and Reitz [4] suggested a adiabatic mixing assumption, which takes phase
stability and phase separation into account, to calculate the local temperature based on the local concentration.
In the following, we will focus on a discussion of the Qiu and Reitz [4] model using two different experimental
techniques, namely front lighted shadowgraphy and Raman-scattering. Complementary, the evaporation model of
Abramzon and Sirignano [5] is used to evaluate the validity of the adiabatic mixing assumption.
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Experimental Setup
The experimental investigations described in this paper were done in two nearly identical heatable pressure cham-
bers. The chambers are both designed for investigation of free falling droplets in near critical environments. In
case of phenomenological investigations the droplets are generated in a closed chamber, detached and measured.
For statistical investigations the chamber is used as a continuous flow chamber. The gas inside the chamber is a
pressurized pure nitrogen atmosphere controlled by either solenoid valves mounted in the fluid supply and exhaust
system or with a pneumatic valve at the system exhaust (Badger Meter). The pressure chamber can be operated at
pressures up to 60 bar and temperatures up to 553 K. Pressure inside the chamber is measured at the fluid exhaust
with a temperature compensated pressure transducer (Keller 35 X-HTC) with an uncertainty of ±300 mbar. Several
T-type thermocouples with an uncertainty rated at ±1 K are installed in the chamber wall and the core to monitor
the steel temperature as well as the temperature of the nitrogen atmosphere, respectively.

(a) 3D cross section of the chamber.
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(c) Vertical cross-section through chamber
and droplet generator. C: Capillary; EI:
Electric insulation; H: Heating cartridges; S:
Spark plugs; T: Type-T thermocouples; TI:
Thermal insulation; W: quartz windows.

Figure 1. Horizontal and vertical cut of the pressure chamber.

The pressure chamber is made out of temperature resistant stainless steel (EN-1.4571). The cylindrical core has a
diameter of 48 mm and a height of 85 mm. Optical accessibility is granted through 4 UV-transparent quartz windows
which are arranged in a 90◦ angle to each other. Six heating cartridges, four mounted vertically and two mounted
horizontally, are inserted in the chamber body. The cartridges are controlled with type J-thermocouples in the
heater cartridges as well as type T-thermocouples in the chamber. In figure 1 vertical and horizontal cross-sections
of the chamber are depicted. Droplets are generated by an electric detachment system. The system utilizes the
interactions between strong, pulsed electric fields and the fluid of the droplet. A detailed description of the droplet
generator can be found in Weckenmann et al. [6] and Oldenhof et al. [7]. A analytical and numerical framework of
the detachment process was done by Ouedraogo et al. [8]. For further information about the experimental setup the
reader is referred to Bork et al. [9], Weckenmann et al. [6] and Oldenhof et al. [7].

Raman Scattering
The objective of the Stokes-shifted Raman scattering layout is the quantitative investigation of species concen-
trations in the wake of a free-falling droplet. A detailed description of the Raman scattering setup as well as the
calibration and data evaluation can be found in Bork et al. [9]. Based on the concentration measurements a tem-
perature estimation is performed to gain a deeper insight into the thermodynamic state of the fluid-mixture in the
droplet wake. As a first approximation, the adiabatic mixing model is used for estimation of the temperature. Dahms
and Oefelein [2], and later Dahms [3] used this assumption for their simulation study of supercritical jets. Qiu and
Reitz [4] used an extended adiabatic mixing assumption, which includes phase instabilities and phase separation
for their study on high pressure fuel injection.

Front Lighted Shadowgraphy
Front lighted shadowgraphy is an optical technique to indicate the thermodynamic state of the droplet and simulta-
neously visualize the changes in density gradients in its vicinity. It applies a direct overlay of a diffusive or scattered
lighted image with a common shadowgram in the optical setup. Due to surface tension of the droplet, a strong
density gradient at the interface occurs. Using this steep density gradient, the material surface of the droplet is
detectable by refractions and reflections of the incoming light on the droplet surface. Changes in density gradients
in the vicinity of the droplet are displayed by direct shadowgraphy in parallel light due to the Laplacian of the refrac-
tive index (∂2n/∂x2) [10].
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Figure 2. Front lighted shadowgraphy setup.

Figure 2 depicts the front lighted shadowgraphy setup. The retroreflector, which reflects the incoming light with
the same incidence angle, on the right side of the chamber overlays a frontal illumination of the droplet with a
backlighted shadowgraph. Both images are focused on the capillary and are aligned as well as overlayed by a
50/50 beam splitter. Note, that optical distortions caused by the reflected shadowgram are not visible. This is due
to the fact, that the focal depth of the used long distance microscope is at least one magnitude smaller than the
distance between the chamber and the retroreflector. To increase reflection and refraction on the material surface
of the droplet two LED arrays are located at the bottom of the pressure chamber illuminating the droplet detachment
system. By removing the neutral density filter (ND-filter), located behind the orifice, the intensity of the frontal and
back illumination can be adjusted. Without the ND-filter the intensity of the arc lamp overpowers the LED illumination
leading to a common shadowgraph.

Experimental results: Characterization of the thermodynamic state during droplet evolution
A parametric study of free falling n-pentane droplets in a sub- to supercritical nitrogen atmosphere has been con-
ducted using front lighted shadowgraphy. Experimental test conditions reach from subcritical chamber conditions to
supercritical conditions. The injection temperature of injected fluid remains subcritical to anchor the droplet on the
capillary. The reduced chamber temperature and pressure are referred to as Tr,ch = Tch/Tc and pr,ch = pch/pc,
respectively. The reduced fluid injection temperature is Tr,f = Tf/Tc. Reduced values are normalized by the critical
values of n-pentane (pc = 33.7 bar, Tc = 469.7 K) [11].

(a) Tr,ch = 0.81, Tr,f = 0.81 (b) Tr,ch = 0.95, Tr,f = 0.95 (c) Tr,ch = 1.11, Tr,f = 0.95

Figure 3. Front lighted shadowgraphs at four different positions for supercritical chamber pressures (pr,ch = 1.78) and sub- to
supercritical temperatures. Left: shadowgraph without ND-filter; Right: front lighted shadowgraph with ND-filter.
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The temporal evolution of the droplet under sub- to supercritical ambient temperature and supercritical chamber
pressure (pr,ch = 1.78) is depicted in figure 3. The right side of each image displays the front lighted shadowgram,
whereas on the left hand side the common shadowgraph is depicted. Every image is a compilation of snapshots
recorded during the same experiment at four different locations. The shadowgrams and front lighted shadowgrams
were recorded directly after each other and care was taken to insure similar chamber conditions during the exper-
iment. As can be seen from figure 3, the mounting of the ND-filter increases the reflections and refractions on the
droplet surface by reducing the intensity of the arc lamp. The bright spot at the top of the droplet in the upmost
location is a result of reflections caused by the illuminated droplet detachment system, whereas the glare point in
the centre of the droplet is a result of the refraction of the laser beam used for triggering. Without ND-filtering the
reflection caused by the illuminated droplet detachment system is just slightly visible. This shows the overpowering
of the LED arrays by the arc lamp. Changes in density gradients in the vicinity of the droplet are visible in both
images.

A visual comparison of reflections and refractions in the front lighted shadowgrams depicted in figure 3 reveals
similar behaviour for all conditions. Changes in density gradients are displayed by both common and front lighted
shadowgraphy. The material interface of the droplet, however, can only by revealed by reflections and refraction
caused by the diffuse illumination in the front lighted shadowgrams. Additionally, presence of a droplet surface is
clearly indicated at all conditions, even when injected into supercritical atmospheres. At the transition from sub- to
supercritical fluid states the phase boundary of the droplet should be vanishing, due to vanishing surface tension.
Weckenmann et al. [12] illustrated, that a diffuse lighted image is sensitive to phase boundaries. Reflections and
refractions on the droplet surface would concordantly vanish or show a different optical behaviour. A supercritical
droplet, to be precise, a supercritical gas mixture, will therefore show no or different signs of reflective spots or
refractive glare points compared to subcritical droplets. By the virtue of that fact, detection of the material surface
and similar optical behaviour compared to subcritical temperatures indicates, that the droplet remains subcritical
in the field of view although it is injected into a supercritical atmosphere. One possible explanation for this fluid
behaviour are cooling effects due to evaporation of the droplet, which mitigate the heat fluxes from the supercritical
atmosphere into the droplet. A more detailed explanation will be given in the next section by both experimental and
analytical investigations of the droplet wake and the evaporation of the droplet, respectively.

Assessment of thermodynamic models
In this section experimental investigations regarding the thermodynamic state of the droplet are affiliated with ther-
modynamic analysis of the interfacial temperature as well as the thermodynamic state of the droplet. Our ther-
modynamic model is based on the true adiabatic mixing temperature calculation by Qiu and Reitz [4], which takes
phase stability into account and uses the PC-SAFT equation of state (EOS). The PC-SAFT EOS is formulated
as a fundamental equation in the Helmholtz energy utilizing results from statistical physics [13]. PC-SAFT uses
chains of tangentially bonded segments of hard spheres as molecular model coarse graining the real molecular
structure considering hard-sphere repulsion, chain formation, van der Waals attraction association and polar inter-
actions. One-fluid treatment allows easy transfer from pure components to mixtures. Consideration of the molecular
structure allows for good qualitative and quantitative representation of thermodynamic properties with a minimum
number of parameters. Since Qiu and Reitz [4] used the Peng-Robinson EOS, figure 4 shows a direct comparison
of the theoretical adiabatic mixing temperature calculated by Qiu and Reitz and the PC-SAFT EOS. The fluid system
consist of a dodecane-nitrogen mixture at 60 bar and 900 K ambient pressure and temperature, respectively. The
fluid temperature is 363 K. As can been seen in figure 4 both calculation coincide very well.
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Figure 4. Comparison of the theoretical adiabatic mixing temperature calculations for a n-dodecane-nitrogen (C12-N2) mixture.
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Characterization of the droplet wake
A comprehensive Raman test campaign was conducted to analyse the concentration field in the droplet wake for
a variety of test fluids injected into a nitrogen atmosphere. In this paper a re-evaluation of the results for the n-
heptane/nitrogen binary mixture done by Bork et. al [9] is discussed. A similar re-evaluation of the experimental
results using the thermodynamic model of Dahms [3] is currently in development but not yet published. In this paper
we will focus on the thermodynamic model presented by Qiu and Reitz [4]. The measured concentration field in the
droplet wake is complemented with an estimation of the temperature field to provide insight into the role of evap-
oration on the droplet’s surface temperature evolution. The temperature field is estimated using the concentration
data applying the theoretical adiabatic mixing assumption by Qiu and Reitz [4]. The data is afterwards fitted by an
iteration of the initial droplet temperature using the adiabatic mixing assumption at constant chamber conditions.
Whilst the adiabatic mixing assumption has not been validated by independent measurements of temperature and
concentration, we will apply this assumption to the experimental results to enable a direct comparison with the
predictions from the theoretical models of Qiu and Reitz [4].
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Figure 5. Correlation between measured mole fraction in the droplet wake and mixing temperature plotted with the vapour liquid
equilibrium for a n-heptane-nitrogen (C7-N2) mixture at 60 bar and the critical locus. The temperature in the vapour phase is

estimated assuming adiabatic mixing using the PC-SAFT EOS.

Figure 5 shows adiabatic mixing lines fitted onto the experimental data (curves without markers), plotted together
with the adiabatic mixing lines, derived according to the Qiu and Reitz [4] model (curves with markers). The latter
are calculated for the experimental test conditions of the Raman scattering investigations. In contradiction to Qiu
and Reitz [4], we assume a homogeneous droplet temperature, which is equal to the estimated surface tempera-
ture. Hence, the temperature inside the two phase region is constant. The different colours distinguish between
the experimental cases A, B and C of the Raman scattering investigations. The critical temperature as well as
the critical pressure of the mixture are plotted as well. Note, that critical temperature and pressure are solely de-
pending on the composition of the mixture. Comparing the theoretical adiabatic mixing lines derived from the Qiu
and Reitz [4] model (curves with marker) with the fitted experimental data (curves without markers) the results
deviate systematically from each other. Especially the resulting interfacial temperature of the theoretical adiabatic
mixing line, which is the intersection of the mixing line with the dew point line, is significantly lower. Additionally the
necessary initial droplet temperature to fit the experimental data is higher for all cases. The same discrepancies
can be observed using the adiabatic mixing assumption from Dahms [3]. Note, that this similar behaviour is to
be expected, since adiabatic mixing by Dahms [3], and Qiu and Reitz [4] is similar as long as the phase stability
limit is not reached. The observed discrepancy can be explained by an evaluation of the inherent assumptions of
the two models. Both models consider the system in stable thermodynamic equilibrium for the initial conditions
and couple the temperature in the vapour phase with the mole fraction assuming adiabatic mixing. However, the
injection time and dwell time of the droplet or jet is in the range of seconds or milliseconds, respectively. Hence,
it is highly questionable that thermal equilibrium is reached within this short residence time. The next section will
focus on this by applying the evaporation model of Abramzon and Sirignano [5] to the discussed experimental cases.
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Besides the mixing lines, figure 5 shows critical temperature and critical pressure of the mixture. In compliance with
the transition criterion predicting the onset of diffuse-mixing by Qiu and Reitz [4], the droplet remains subcritical
when the droplet’s temperature and pressure remain subcritical. Hence, they are below the critical values of the
mixture. In order to reveal the thermodynamic state of the droplet, the mole fraction in the liquid phase has to be
taken into account. The latter can be extracted from the bubble point line assuming a homogeneous droplet tem-
perature. The corresponding temperature is therefore the estimated interface temperature. Following this criterion
n-heptane droplets remain subcritical for all our experimental conditions, since the droplet temperature is below the
critical temperature of the liquid compositions. In the vapour phase in the vicinity of the droplet the critical pressure
of the mixture exceeds the ambient pressure leading again to a subcritical thermodynamic state. In figure 6, the
n-pentane-nitrogen (C5-N2) fluid system of the front lighted shadowgraphy investigations are depicted. Applying the
transition criterion by Qiu and Reitz [4] to the n-pentane cases, a subcritical droplet as well as a subcritical vapour
phase at the boundary layer of the droplet is observed. Hence, for both fluid systems our experimental observations
agree with the transition criterion proposed by Qiu and Reitz [4].
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Figure 6. Theoretical adiabatic mixing temperature over mole fraction plotted with the vapour liquid equilibrium for a
n-pentane-nitrogen (C5-N2) mixture at 60 bar and the critical locus. The temperature in the vapour phase is estimated using the

PC-SAFT EOS.

Characterization of the droplet surface temperature
The observations in the previous section reveal, that investigations of the surface temperature of the droplet are
highly important to confirm the thermodynamic state of the droplet and account for evaporative cooling of the droplet.
Since experimental investigations regarding the droplets surface temperature in the discussed setup have not been
done yet, we will focus on an analytical approach to estimate the temperature history of the droplet. As a first
strategy the equilibrium evaporation model of Abramzon and Sirignano [5] is used. Thermodynamic properties
of the pure fluids are extracted from the NIST Database [11], whereas properties of the mixture are calculated
according to Amagats law for gas mixtures. Diffusion coefficients are calculated using the method of Wilke and
Lee [14] with Lennard Jones parameter extracted from Hirschfelder et al. [15] for n-pentane and nitrogen. For n-
heptane the Lennard Jones parameter are listed in Chea and Violi [16]. Furthermore, the saturation pressure of
the liquid in the vapour phase is corrected by the binary mixture composition in equilibrium using an enhancement
factor as explained by Luijten [17]. The temporal evolution of the droplet temperature is shown in figure 7 for both
n-pentane and n-heptane droplets. The initial droplet diameter is D0 = 1 mm and the atmospheric pressure is
pamb = 60 bar.
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(a) n-pentane droplet in nitrogen atmosphere.
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Figure 7. Droplet surface temperature evolution over time compared to the theoretical adiabatic mixing temperature (TAMT) at
the surface of the droplet. The latter is the intersection of the TAMT with the dew point line at vapour liquid equilibrium.

In figure 7, a comparison between the estimated droplet surface temperature with the theoretical value TAMT (true
adiabatic mixing temperature) at the droplet’s interface is depicted. The latter is the intersection between the the-
oretical adiabatic mixing line calculated as described by Qiu and Reitz [4] and the dew point line of the binary
mixture. The fluid systems and experimental conditions are the same for figure 5 and 6. The comparison of the
surface temperature shows, that for low initial droplet temperatures the TAMT at the interface sightly underestimates
the wet bulb temperature. However, the agreement at high dwell times is good, due to the attainment of local ther-
modynamic equilibrium. Indeed, for lower initial droplet temperatures the equilibrium vapour mole fraction at the
drop interface is rather low as shown in figure 5 and 6. Consequently the wet bulb temperature coincides with the
TAMT. For higher initial droplet temperatures the equilibrium vapour mole fraction increases significantly. Hence,
the vapour boundary layer at the droplet interface remains undersaturated, leading to a sustained evaporation rate.
Concordantly, the surface temperature drops below the TAMT values. This discrepancy increases with decreasing
latent heat as can be seen by comparing n-pentane (low latent heat) and n-heptane (high latent heat) in figure 7.
This leads to the following conclusion: The TAMT can be applied to estimate the wet bulb temperature only for
low initial droplet temperatures. However, one must consider that the latter is reached after a characteristic dwell
time, which depends on the initial droplet size. In the described experiments the dwell time is approximately 0.5 s
for the n-heptane cases and circa 2 s for n-pentane. Hence, using the TAMT to calculate the surface temperature
would lead to an underestimation of up to 40 K of the droplet temperature and therefore seems, as discussed in
the previous section, not applicable to calculate the temperature of the droplet surface. For high temperature cases
models based on the assumption of global thermodynamic equilibrium between the droplet and the gaseous phase
are not suited to characterise the droplet temperature at any time.

Conclusions
An experimental and analytical study of drop dynamics at high pressure and temperature conditions has been
conducted. We employed front lighted shadowgraphy to investigate the thermodynamic state of the droplet by
detecting the material surface of the droplet as well as Raman scattering to investigate the concentration field in
the droplet wake. Both investigations were carried out on falling alkane droplets in a nitrogen atmosphere. These
experiments were complemented with an analysis of a transitional criterion to predict the onset of diffuse-mixing.
Additionally, an evaporation model was applied to study the evolution of the droplet temperature compared to the
adiabatic mixing assumption. Our main conclusions are the following:

• The front lighted shadowgraphy setup was able to reveal the presence of a material surface by means of
reflections and refractions on the material surface of the droplet. In all experimental cases the presence
of a material surface was observed, even when the droplet was injected into a supercritical atmosphere.
This observation can be explained by the evaporative cooling effects. Evaporation prevents the droplet from
gasification by mitigating the heating of the droplet interface.

• The temperature field in the droplet wake, calculated from the concentration field assuming adiabatic mixing,
further confirm the role of evaporation for the evolution of the droplet.
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• From the presented experimental studies the Qiu and Reitz model [4] predicting the onset of diffuse-mixing
shows good agreement. Hence, the critical locus of the mixture seems to be a suitable criterion to determine
the thermodynamic state of a fluid injection. However, since the critical locus has not been reached yet, further
experimental investigations at higher temperature levels are necessary.

• The comparison of the evaporation model of Abramzon and Sirignano [5] with the adiabatic mixing assumption
of Qiu and Reitz [4] or Dahms [3], corroborates the role of evaporative cooling in the droplet evolution. Fur-
thermore, the time scales of the fluid injection and dwell time have to be taken into account when calculating
the temperature distribution in high pressure injection process.

• By applying the critical locus as the onset criterion of diffuse-mixing a global thermodynamic equilibrium is as-
sumed. Evaporative cooling effects, however, lead to strong departure from global thermodynamic equilibrium
and therefore may deduce erroneous results. This is especially true, for fast evaporation processes and short
injection times. Hence, a detailed evaluation of the prediction of the onset of diffuse-mixing requires further
investigations in the vicinity of the critical locus and eminently above the critical line.
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Abstract 

Selective Catalytic Reduction (SCR) using Urea-Water Solution (UWS) as an ammonia precursor is considered 

as one of the best choices to meet the current stringent emission norms for reduction of NOX in diesel engines. 

UWS sprayed in the engine exhaust line forms ammonia, and this ammonia reduces NOX into nitrogen. The NOX 

reduction efficiency depends on the mixing and evaporation behavior of the UWS spray in the hot exhaust gas. 

Spray characteristics decide the evaporation rate and hence the NOX reduction efficiency. The spray structure is 

closely related to the breakup point and breakup mode of the jet. Hence, in this study, breakup length and 

breakup mode were investigated by injecting UWS (32.5 % by weight) through a nozzle in a hot air cross flow. A 

CCD camera and pulsed Nd:Yag laser were used for capturing the images. Experiments were conducted with 

varying nozzle size (150, 250 and 400 micron), injection pressure (0.5 to 3 bar), temperature (32 °C,150 °C and 

200 °C) and air flow rate. The effect of operating parameters (nozzle size, injection pressure, air temperature and 

velocity) in terms of dimensionless numbers (Weber number and momentum flux ratio) on jet breakup mode and 

jet breakup length was studied. It was observed that the breakup length for UWS was close to that of water. The 

jet breakup length increases with momentum flux ratio since a jet having a higher momentum is able to penetrate 

a larger distance in the cross flow. Increasing the air temperature increases the velocity of the cross flow and 

hence reduces the breakup length. A correlation for jet breakup length was developed. The effect of inclusion of 

Weber number in the breakup length correlation, in addition to the momentum flux ratio, was studied. Visual 

observation shows that droplet sizes obtained from the plain orifice injector without preheating is large. Preheating 

the UWS before injection is recommended to reduce the droplet size. 

Keywords 

UWS, cross flow, breakup length and laser diagnostics. 

Introduction 

Diesel engines deliver a high thermal efficiency, high torque density and good fuel economy. However, emissions 

produced by diesel engines, especially oxides of nitrogen (NOx), pose a major problem to the environment and to 

human health. In-cylinder treatment methods like retarding injection timing, Exhaust Gas Recirculation (EGR) and 

exhaust after treatment methods like three-way catalysts and lean NOX traps are not suitable to meet future US 

and European emission norms. Urea-SCR after treatment method has the ability to meet these norms [1]. 

In this method, ammonia reacts with NOX in hot exhaust gas and reduces it to Nitrogen in the presence of a 

catalyst which accelerates the reduction reaction. Liquefied ammonia poses issues relating to storage, handling 

and transportation. Gaseous ammonia storage leads to problems of toxicity and possible explosions. Hence, the 

direct use of ammonia is avoided. Urea is used as a precursor for ammonia. Requirement of uniform distribution 

of ammonia in exhaust gas and the hygroscopic nature of urea prevent the use of solid urea. Hence, urea (32.5 % 

by weight) is mixed with water. The eutectic point of this solution is at -11 °C. This provides the lowest 

crystallization point and ensures a constant concentration even when the solution is partially frozen [1]. Urea-

Water Solution namely UWS is injected into hot exhaust gas. Thermal decomposition of UWS consists of three 

successive stages namely evaporation, thermolysis and hydrolysis. First, water evaporates from the solution. 

Then, urea decomposes into ammonia and isocyanic acid in the thermolysis process. Finally, isocyanic acid 

reacts readily with water vapor and produces ammonia and carbon dioxide in the hydrolysis process. 

The efficiency of the NOX reduction reaction is affected by the availability and uniformity of ammonia present 

before the catalyst. However, ammonia formation is influenced by mixing and evaporation of UWS which are 

affected by the spray quality. All the above processes: evaporation of urea, ammonia formation, ammonia mixing 

with exhaust gas and reduction reaction need to be completed within a short period of time or distance. This is the 

major challenge in mobile engines, especially at low exhaust gas temperatures, since only a short distance is 

available for mixing, evaporation and reaction. Typical cross flow spray characteristics are shown in Figure1. The 
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actual spray structure starts from the jet breaking point. This will decide the other parameters of the spray such as 

the width, trajectory, droplet size and distribution. This motivates the study of the breakup length of UWS jet in hot 

cross flow. The objective of this study is to find a correlation for breakup length of UWS jet in the hot cross flow by 

conducting experiments with different nozzle sizes, injection pressures, air velocities and temperatures. Here, 

breakup length refers to the vertical distance between the nozzle exit and the point where the jet breaks and 

forms ligaments. This is also referred to as the transverse breakup length, jet transverse penetration or column 

fracture height [2]. 

 

 

Figure 1. Typical jet in cross flow showing bag breakup and column breakup regimes (not to scale) 

 

 In previous studies, researchers have developed several correlations for breakup length in different forms. Table 

1 shows the correlations for breakup length from different studies. In studies [3] to [7], correlations were 

developed for breakup length in terms of the momentum flux ratio. In addition to the momentum flux ratio, 

Ohnesorge number was included when liquid viscosity exceeds 0.019 Pa.s in [4]. Two separate correlations were 

proposed based on Weber number (≤ 8 and ≥12) in [7]. Aerodynamic Weber number and Reynolds number were 

added along with momentum flux ratio in [8] and [9] respectively. 

 

Table 1. Correlations for breakup length from literature 

Author Correlation Equation number 

Wu et al. [3], 1997   

 
            (1) 

Birouk et al. [4], 2003    

 
                                 Pa.s 

  

 
                               Pa.s 

(2a) 

(2b) 

Costa et al. [5], 2006   

 
           (3) 

Wang et al. [6], 2011   

 
            (4) 

Y.Zheng  et al. [7], 2011   

 
             for We(air)    

  

 
             for We(air)     

(5a) 

(5b) 

Ragucci et al. [8], 2007   

 
                   

      (6) 

Bellofiore et al. [9], 2007   

 
                

      (7) 
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Correlations (1), (2a), (3) and (4) appear close to each other in terms of the constants and exponents, even 

though different liquids (water, ethyl alcohol, lubrication oil, Jet A fuel) were used for the experiment. Experiments 

were conducted in different air flow conditions: normal temperature and pressure in [3] to [7], elevated pressure 

(10 bar) in [8], and elevated temperature (327 °C) and pressure (10-20 bar) in [9]. Higher Weber number and 

lower length to diameter of the nozzle (l/d) were used in [3], where as lower Weber numbers and higher length to 

diameter ratio of the nozzle were used in [7]. Studies [3] and [6] gave a single equation for a wide range of 

momentum flux ratio. Liquid was injected at an angle of 15°, 30° and 45° with the air flow direction in [5].  

 

Table 2. Experiment Input conditions for the cases 1 and 2 

Parameters Case1 Case2 Parameters Case1 Case2 

Weber number 7 -16 2.4-5 Liquid Injection 

pressure (bar) 

0.5-3 0.5-3 

Momentum flux ratio 22-149 36-436 Liquid Injection 

Velocity (m/s) 

8-20 8-20 

Liquid Water, UWS UWS Air Temperature (°C) 150,200 32, 150,200 

Nozzle diameter (micron) 

Length/diameter  ratio 

152 254 406 152,254 Air Velocity (m/s) 45 -55 35-50 

0.62 1 1.67 

 

In the present study, the experiments were conducted by injecting UWS into the cross flow of air at elevated 

temperature. The input conditions used in this experiment are given in Table 2. Surface tension and density of 

UWS are taken as 0.065 N/m and 1090 kg/m
3
, respectively [10]. Maximum uncertainty values calculated for 

Weber number and momentum flux ratios are 8.8 % and 9.4 % respectively. 

 

Experimental set up and procedure 

 

Figure 2a. Schematic of the experimental set up. 
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A schematic view of the experimental set up is shown in Figure 2a. The experimental setup includes three main 

subsystems: hot air supply line, UWS injection line and optical components for imaging. The air supply line 

consists of a blower to draw air, a venturi meter to measure the volume flow rate of air, a heater (30 kW) to heat 

the air, a test section and an exhaust arrangement. The test section has a length of 250 mm and a cross section 

of 40 mm (height) x 25 mm (width). The walls of the test section are made of toughened glass to visualize the 

spray. The urea injection line consists of a N2 cylinder, pressure vessel to store the UWS and an injector with a 

ruby nozzle. Nitrogen pressurizes the vessel and the liquid was injected through the injector into the test section. 

A cylindrical, straight hole ruby nozzle having diameter of 152, 254 or 406 micron size with the corresponding 

length/diameter ratio of 0.62, 1 and 1.67 respectively was used. The dimension, shape and assembly of the ruby 

nozzle with brass plate fixed in the injector are shown in Figure 2b. The plain orifice injector has been selected for 

this experiment due to the following reasons: it is simple in design, allows for easy cleaning and can be easily 

mounted or removed from the test section for change of nozzle size. The jet coming from the hole does not get 

disturbed by the jet coming from the other holes which would be present in a multi hole injector and this helps to 

understand the spray structure and make it suitable for image processing. 

 

                              
 

Figure 2b. Ruby Nozzle, Ruby nozzle fitted with brass plate and the Injector 

 

The optical sub system contains an Nd:Yag laser (532 nm) for illumination, a CCD camera fitted with a lens (105 

mm) to capture the spray image and an National Instruments device to trigger and synchronize the laser and the 

camera at 10 fps. Rhodamine-B solution based diffuser is placed in between the laser and the test section to 

reduce the speckle in the images [11]. The hot air from the heater was passed through the test section and the 

UWS in room temperature was injected perpendicular to this hot air stream. The bottom of the injector (cap) was 

exposed to the hot air. The liquid temperature inside the injector, near the nozzle was measured using a 

thermocouple while conducting some of the trials. During continuous injection of the liquid, the temperature of the 

liquid was observed to be slightly (5°C) above the room temperature (30°C). In the calculation it was taken as 

room temperature. Backlight imaging technique was employed to capture spray images by using the pulsed laser 

and camera. Finally, the images were processed using MATLAB [12]. 

 

Image processing 

Two thousand images of the spray structure were captured for each test condition. Each gray scale image was 

subtracted from the reference (background) gray scale image. Then, the subtracted image was converted into a 

binary (black and white) image using a suitable threshold (cut-off intensity) value, which is shown in Figure 3. 

From this binary image, the distance between the jet origin and the jet breakup point in transverse direction was 

calculated in terms of pixels. Breakup length was obtained by pixel-to-millimeter conversion using a scale image, 

taken during the experiment. Typically, a 50.7 mm x 37.9 mm and 55.5 mm x 41.5 mm field of view with a pixel 

resolution of 36 and 40 µm/pixel was imaged.  

     

Figure 3.  Stages of image processing employed in the present study. 

Gray image Subtracted Image BW image 
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Results and discussion 

 

Breakup mode  
Bag breakup mode was observed in the Weber number range of 7-16 (case 1) and column breakup mode was 

observed in the Weber number range of 2.4-5 (case 2) as shown in Figure 1. A large number of droplets are 

formed during bag breakup and only a few are formed during column breakup. 

  

Breakup length 

       

Figure 4a.  Effect of injection pressure on the breakup length        Figure 4b. Effect of temperature on the breakup length  

 

Figure 4a shows the breakup length results for two experimental conditions: liquid: UWS, nozzle diameter: 254 

micron, temperature: 150 °C, We: 9.3. Breakup length increases with an increase in the momentum flux ratio.  

Momentum flux ratio was increased by increasing the injection pressure, and hence the injection velocity.  

 

Figure 4b shows the breakup length results for two experimental conditions (liquid: water, nozzle diameter: 254 

micron, temperature: 32 °C, We: 8.5 and liquid: water, nozzle diameter: 254 micron, temperature: 150 °C, We: 

11). An increase in air temperature (32 °C to 200 °C) increases air velocity and hence the Weber number, but 

reduces the momentum flux ratio. A decrease in the breakup length was observed with an increase in air 

temperature for the same liquid injection velocity. There is not much difference between the breakup length for 

water and UWS as the properties (surface tension, viscosity) of both liquids are close to each other. 

 

Breakup length Correlation 

Correlations for breakup length were obtained for the entire Weber number range (2-16) and momentum flux ratio 

(22-436) in terms of momentum flux ratio, without Weber number and with Weber number in equations (8) and (9) 

respectively as: 

                 (8) 

                           (9) 

Figure (5a) shows the plot between momentum flux ratio and breakup length at a Weber number of 16 (nozzle 

size: 406 micron, air temperature: 208 °C). Including Weber number in equation (9) reduces the average deviation 

between the predicted breakup length values with the experimental values (from 13.3 % to 10.3 %), in comparison 

with equation (8). This is observed for all the experimental conditions. 

 

Figure (5b) shows the plot between momentum flux ratio and breakup length at a Weber number of 5 (Nozzle size: 

152 micron, Air temperature: 156 °C). Similar to the previous case, inclusion of Weber number in the correlation 

brings the predicted breakup length values close to the experimental values.  

 
Separate correlations were obtained for the Weber numbers in the range 7-16 (bag breakup) and Weber numbers 

in the range 2.4-5 (column beak up) as shown in equations (9a) and (9b) respectively. These correlations further 

reduce the average deviation between the predicted and the experimental values (9.2 % for 9a and 9.5 % for 9b) 

and bring the result much closer to the experimental values, as shown in Figure 5a and 5b. 
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                          (9a) 

                           (9b) 

 

Figure 5a.  Effect of momentum flux ratio on the breakup length (We =16). Experimental values are plotted along with the 

values predicted by equations (8), equation (9) and equation (9a)  

 

Figure 5b. Effect of momentum flux ratio on the breakup length (We =5). Experimental values are plotted along with the values 

predicted by equations (8), equation (9) and equation (9b) 

 

 

843



ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain 

 

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0). 

EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA 

Droplet 
Visual observation shows that the maximum size of the droplet is nearly equivalent to the nozzle size. Droplets of 

this size are not small enough to evaporate before they reach the catalyst in the exhaust pipe. Injecting the liquid 

through the plain orifice injector without preheating the liquid is thus not suitable for injecting UWS. Preheating the 

UWS before the injection is could help to reduce the droplet size and obtain more efficient evaporation. 
 

Conclusion 

An attempt was made to study UWS jet in a hot cross flow in Weber number range 2.4-16 and momentum flux 

ratio range 22-436. Bag breakup mode was observed for Weber numbers in the range 7-16 and column breakup 

mode for Weber number range 2-5 for the jet. The breakup length increases with an increase in the momentum 

flux ratio. The effect of temperature is incorporated in the Weber number and momentum flux ratio. Including the 

Weber number along with the momentum flux ratio in the breakup length correlation, reduces the deviation from 

the experimental values. Individual correlations for particular breakup modes (Weber number range) predict the 

breakup length values closer to the experimental values. This preliminary experimental investigation using plain 

orifice injector shows that the size of the droplet is large particularly at low air velocities. The droplet may not 

evaporate within the limited exhaust pipe length and time. Preheating the UWS before the injection is required to 

reduce the droplet size and obtain more efficient evaporation. 
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Nomenclature 

Dimensionless numbers 

                 
       

    

  
 

                      
       

 

      
  

         
          

    

  
 

                
           

  
 

                    
  

        

 

   Diameter of nozzle [m] 

v Velocity [m/s] 

   Ohnesorge number  

   Momentum flux ratio 

      Weber number 

   Breakup length [mm] 

            Reynolds’s number 

     Liquid 

     Air 

   Density [kg/m
3
] 

   Dynamic viscosity [Ns/m
2
] 

    Surface tension [N/m] 
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Abstract 
Laser ignition was investigated in the swirled, confined CORIA Rouen Spray Burner under ultra-lean conditions 
(=0.61) with n-heptane as the liquid fuel. Ignition probability was calculated for different spark locations and 
compared to the non-ignited local flow properties. Mean velocity components of the carrier flow were measured by 
PDA under spray presence and without spray, and are compared to mean values from PIV. PIV measurements 
provide information on the instantaneous airflow and the total strain rate. Fuel droplet size-velocity data was 
measured by PDA. Toluene-PLIF images were acquired to provide information on the local equivalence ratio and 
the flammability factor. Results show that the outer recirculation zone (ORZ) has a flammability factor close to 1 
and the highest ignition probability (~80%). These results have a high correlation with the air velocity field and 
turbulent kinetic energy. Instantaneous equivalence ratio images and shear rate-velocity fields give important 
information on local segregation of the flow properties that help to understand the ignition process. The present 
work provides a useful database for numerical simulations and industry, plus new insight on spray ignition.  

Keywords 
Spray ignition, PDA, PIV, Toluene PLIF, Ignition probability, Local flow properties. 

Introduction 
The ignition process in gas turbines involves a wide range of parameters which makes it a multi-physical complex 
problem. New aeronautical burner designs demand a better knowledge of the mechanisms here involved to assure, 
for instance, re-ignition in high altitude of lean-combustion engines. Real combustors work with two-phase flows 
with strongly varying local properties. Indeed, turbulence, flow velocity, droplet size and velocity, and fuel vapour 
repartition are parameters governing the ignition mechanisms. Several studies on spray ignition [1-3] have been 
carried out. Studies on spray ignition in industrial configurations are still scarce although some pioneer experiments 
and simulations in linear [4, 5] and annular combustors [6, 7] have been done. Investigations on the influence of 
parameters such as turbulence [8, 9] also exist. The knowledge is still not sufficient to identify and understand the 
real mechanisms of ignition. More experiments are also needed to validate numerical simulations. 
Ignition in aeronautical engines can be divided into four steps: (i) energy deposition through a spark and its evolution 
into a flame kernel; (ii) kernel propagation; (iii) flame stabilisation on one injector; (iv) injector-to-injector propagation 
of the flame. Sometimes one of these phases is not successful and leads to a missed ignition. Even with a sufficient 
energy supply at phase (i), phase (ii) appears to be a critical step, namely in lean conditions. During its propagation 
in the chamber, the flame kernel will be exposed to varying local properties of the flow that may be adverse for its 
survival. This depends on both, the initial location of the kernel (spark location) and on its subsequent trajectory. 
Ignition probability is, therefore, very important for designers and for numerical simulations. 
The present investigation addresses the ignition of a mono-injector swirled confined jet-spray burner. An ignition 
probability map is obtained through a probabilistic approach varying the spark location inside the chamber. The 
gaseous flow velocity field is characterised by phase Doppler anemometry (PDA), as well as the fuel (n-heptane) 
droplet distribution, size and velocity. High-speed particle image velocimetry (PIV) provides the gaseous 
instantaneous velocity fields. In order to complete the study of the local properties, the fuel vapour distribution is 
also measured by planar laser induced fluorescence (PLIF) on a tracer (toluene). This technique enables the 
simultaneous visualisation of the fuel droplets, the air issuing jet and the fuel vapour concentration in the gaseous 
phase, providing the local fuel-to-air equivalence ratio along all regions in the burner. 

Material and methods 
Facility 

Experiments are carried out in a swirled version of the CORIA Rouen Spray Burner [10, 11], confined with quartz 
windows in order to allow full optical access (Fig.1). The system is composed of a simplex pressure atomizer 
(Danfoss, 1.46 kgh-1, 80° hollow cone) and an external annular swirling air co-flow with an inner and outer diameter 
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of 10 and 20 mm respectively. The radial swirler is composed of 18 rectangular (6 mm x 8 mm) channels inclined 
at 45° with a corresponding swirl number of 0.76 [12]. Air and liquid fuel (n-heptane) mass flow rates are controlled 
by thermal and Coriolis mass flow controllers. The airflow leaves the annular pipe to enter the combustion chamber 
as a turbulent jet with a strong swirling motion establishing low pressures and a consequent recirculation region at 
the centre of the burner. The air and fuel inlet conditions are 8.2 gs-1 (T=416±2 K) and 0.33 gs-1 (T~350 K) 
respectively, leading to a global equivalence ratio () of 0.61 representing ultra-lean conditions. The four windows 
form a chamber of 10 cm x 10 cm base. Under these conditions, the system reaches a stable internal window 
temperature of 387 K, which is constantly measured by a thermocouple to assure the repeatability of experiments. 
For the ignition experiment, the mixture is ignited with a laser induced spark, by focusing a 532 nm laser beam in a 
selected location inside the combustion chamber. Ignition details are provided at the end of the following section. 

 

 

Figure 1. Cut of the burner with detail of the injection system and experimental setup for toluene-PLIF. 

 
Diagnostics 

All diagnostics were applied to the non-reactive flow in order to describe the local flow properties present in the 
burner at the moment of ignition. 
- Phase Doppler anemometry (PDA): 

Droplet size and velocity were measured by a commercial PDA system (DANTEC) operating in FIBER mode. An 
argon laser provided green (514.5 nm) and blue (488 nm) beams. Beam spacing was 50 mm; transmitting and 
receiving lenses focal lengths were 350 mm and 310 mm, respectively. The off-axis angle of the receiving optics 
was 50° (in front scattering position), which is close to the Brewster angle. Laser energy before beam separation 
was 2 W. The used aperture mask allows a detection diameter range of 139 μm. The measurement volume can be 

approximated by a cylinder of 120 μm in diameter and 200 μm in length. Data sampling was limited to 40,000 
droplets or to 30 s of measuring time, allowing converged statistics of size-classified data. Due to the spray structure 
and particle concentration distribution, the measurements were not possible below z=10 mm. The gain and voltage 
in the photomultipliers (PMs) were adjusted so as not to saturate the anode currents in order to correctly detect the 
dispersed phase. The carrier phase velocity measurements were performed by seeding the air with 2 μm olive oil 

droplets and increasing the gain and voltage in the PMs. Provided that the PDA system was 2D, only two velocity 
components (in the perpendicular direction to the interference fringes) could be measured simultaneously. PDA 
data are presented here through statistical estimators and the spray properties are assumed to be of rotational 
symmetry. Therefore, one radial profile reveals the axial and radial components of the velocity field and a second 
radial profile (perpendicular to the first one) reveals the axial (again) and azimuthal components. 
- High-speed particle image velocimetry (HS-PIV): 
It is also important to analyse the instantaneous airflow velocity fields given that the processes that are analysed in 
this paper are of a transitory and stochastic nature. For this purpose, the carrier phase was seeded far upstream 
with <2 µm zirconium oxide (ZrO2) particles. Particle image velocimetry was applied on the airflow without spray 
presence at a 5 kHz repetition rate on the RZ plane (vertical cut) with a magnification factor of 0.05 mm/px. A double 
cavity 527 nm Nd:YLF laser (Darwin Dual Quantronix) and a Phantom V2512 high-speed camera were used. The 
time between laser pulses was set to 7 µs enabling to correctly capture the wide range of velocities present in the 
flow and preventing the seeding particles from leaving the interrogation plane between pulses due to perpendicular 
velocity components (azimuthal). The confinement windows increase the complexity of the experiments enabling a 
short acquisition time before becoming covered by dust. 5000 raw single images were selected to calculate 2500 
instantaneous vector fields. Raw images were normalised by their corresponding mean images to reduce any 
spatial energy variations and background scattering. The 1280x800 px2 images were processed with Dynamic 
Studio from DANTEC using the Adaptive PIV calculation, with initial and final interrogation windows of 64x64 and 
16x16 px2, 50% of overlap and a maximum iteration number of 10, yielding 159x99 vector fields. The signal-to-
noise ratio acceptance was set over 1.5 and a 5x5 px2 median validation was applied. Post-processing with Matlab 
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enabled to further analyse the data. The mean velocity field and the total strain rate field (instantaneous and mean) 
were calculated. 
- Planar laser induced fluorescence (PLIF) on toluene: 

Local equivalence ratio is a very important parameter in the ignition process. Its characterisation is, indeed, vital in 
order to understand the mechanisms that govern ignition. At these lean-mixture configurations slight equivalence 
ratio variations imply very big variations of the minimum ignition energy (MIE) [13]. PLIF on a tracer enabled to 
measure the molar fraction of fuel vapour and calculating the local gaseous equivalence ratio in the chamber. 
Toluene was selected as a tracer of the fuel vapour as it presents a boiling point (383.75 K) close to that of n-

heptane (371.57 K). Figure 3 presents the experimental setup. Toluene was excited with a laser sheet at 266 nm 
by a quadrupled Nd-YAG laser at a repetition rate of 10 Hz. The fluorescence light was collected by an intensified 
camera (EMICCD PIMAX 4) equipped with two 275 nm high-pass filters (ZUL275 x 1 mm) and a 280 nm high-pass 
filter (WG280 x 3 mm), so as to reduce the signal from droplets. The tracer was mixed at 2 % in volume in the n-

heptane reservoir.  
Toluene is very sensitive to O2-quenching and its fluorescence signal (Sf) varies with temperature. For this reason, 
a preliminary study of the dependence of Sf on temperature variations (dT) was performed by varying the amount 
of O2 injected in the chamber. It was found that, for the nominal gas temperature (T=416±2 K), a configuration with 
1% O2 and 99% N2 in mass (in the co-flow) nullifies the dependence of Sf on dT for dT<15 K. This agrees with the 
analysis performed in [14]. Therefore, the air inlet conditions for this experiment were modified to 0.4 gs-1 of air and 
7.8 gs-1 of N2. In this way, Sf only depends on the molar concentration of toluene and, making the hypothesis that 
the fuel evaporates at the same rate under the new configuration, it provides useful information on the fuel vapour 
repartition. Raw images were normalized by a laser sheet mean image, recorded at the same flow conditions at the 
top part of the burner where droplets are no longer present. The mean noise image was subtracted from the raw 
images. 500 noise images were recorded at both burner locations; 1000 laser sheet images were acquired at the 
top part and 3000 raw images of the spray region (bottom) were acquired. This was performed on a 43 x 43 mm 
field comprising one half zoom of the chamber. The laser sheet mean image is a reference of the molar 
concentration of toluene present in the fully evaporated homogeneous fuel-gas mixture. This allows performing the 
calculation of the fuel mixture fraction and of the equivalence ratio in the corrected images. 
- Ignition probability exploration: 

Ignition in the burner was addressed using a probabilistic approach. The mixture was ignited by a laser-induced 
spark in a selected location inside the burner using a focused 532 nm laser beam. A convergent lens of 200 mm 
focal length is used. The experimental setup is similar to the one used in [8]. The energy of the laser pulse was 
controlled and adjusted through the use of a coated variable dielectric attenuator (Laser Optik, Ref. 1Q2) without 
modifying the Q-switch delay in order to keep the physical beam properties constant. A chopper was used to operate 
in a single-shot mode. The deposited laser energy was around 405 mJ. This high value is necessary to ensure a 
full dynamic range of ignition probability within the domain, due to very lean operating conditions (=0.61). The 
energy deposited in the spark was obtained from the measurements of the reference and transmitted laser pulse 
energies with two precision laser pyroelectric energy meters (Ophir: PE-25). The spark position was varied through 
a mesh of 132 interrogation points. For each spark position, 30 independent ignition tests were performed and 
ignition probability in each point was calculated dividing the number of successful events by the total test number. 
To make the experiment repeatable, it was crucial to keep the wall temperature constant. For this purpose, a 
thermocouple constantly measured the inner wall temperature (T=385 K in stable conditions with non-reacting flow). 
A Labview program permitted precise a control of the parameters and automatization of the process, triggering a 
spark only when the nominal conditions were reached. Time between sparks was ~20s. 

 
Results and discussion 
Air velocity 

PDA data was post-processed to extract the mean components of the gaseous velocity field, the liquid Sauter mean 
diameter and size-classified velocity field. In this section, the mean gaseous velocity field is presented and 
compared to mean data from PIV measurements. The PIV instantaneous velocity fields are presented in second 
place. 
- Mean velocity profiles (PDA vs PIV): 

Figure 2 shows the axial (left), radial (middle) and azimuthal (right) mean velocity components of the airflow. Black 
dots represent the airflow velocity without spray presence (by PDA) and green triangles represent the airflow 
velocity with spray presence (by PDA). The PIV mean velocities (axial and radial) are stressed by the orange line. 
The global observation of the figure reveals that there is a very good agreement between all plots. This means that 
the spray induces minor modifications in the flow motion. A closer look at the axial velocities shows two peaks at 
r=10 mm (~45 ms-1) and central negative velocities (~-23 ms-1) due to the inner recirculation zone (IRZ), typical 
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from swirling flows. Maximum velocities are observed at low axial stations (z=10 mm) and relax downstream with a 
widening of the air jet. At z=45 mm, axial velocity ranges from -7 to 16 ms-1. Radial velocities present much lower 
values with maximum peaks of ~10 ms-1 at z=10, r=10 mm, describing the lateral opening of the jet. Values show 
the same type of downstream relaxation. The outer recirculation zone (ORZ) is captured at z=10 mm for r>15 mm 
with small centripetal values. Azimuthal velocities show a narrow peak of 33 ms-1 at z=10, r=8 mm that decreases 
to 10 ms-1 at z=45, r=20 mm. PIV measurements show a good agreement with PDA data. 

 

 

Figure 2. Mean components of air velocity. Left: axial; middle: radial; right: azimuthal. Black and green markers: PDA data 
without and with spray presence, respectively. Orange lines: PIV data without spray presence. 

 
- Instantaneous velocity fields (PIV): 

Instantaneous snapshots of the velocity field reveal more information of the gaseous behaviour. Figure 3 shows the 
vectors of three temporally independent instantaneous velocity fields. The colour map represents the total 
instantaneous strain rate (𝜎) of the flow calculated from the 2D strain rate tensor, as shown in Fig.3. The real strain 
rate would take into account the third velocity component, but 2D data already adds some valuable information. 
Shearing structures are mostly generated in the highly turbulent region at the exit of the air duct, at low axial stations, 
where high velocities meet with movements in different directions (IRZ and ORZ). Some of these structures are 
transported by a global flow motion downstream and can be found at different points in the entire domain. The ORZ 
is generally free of high strain rates. Velocity fluctuations from one instant to another result in variations in the size 
of the IRZ and ORZ (i.e.: A vs C). Changes in velocity magnitude of the main jet structure can be also observed 
(i.e.: A vs B). These variations introduce significant differences in the behaviour of passive scalars present in the 
flow and in ignition mechanisms. 

 

  

Figure 3. Instantaneous air velocity fields from PIV. Colours represent the total strain rate (s-1). 

 

Fuel droplet size and velocity 

- Sauter mean diameter and droplet distribution: 

The fuel spray presents a complex heterogeneous distribution, with droplet sizes ranging from 2 to 80 µm. The 
Sauter mean diameter (SMD) (Fig.4 (left)) takes values around 30 µm and shows higher values at the borders of 
the spray (~35 µm) and lower values at the centre (~20 µm). This tendency is reproduced for all axial stations. The 
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droplets are expelled from the atomizer with a strong radial component, forming a hollow cone of 80° opening. Big 
droplets have ballistic trajectories whereas small droplets follow better the carrier flow motion, entering in the 
recirculation zones (IRZ and ORZ). This explains the lower SMD observed at the centre and at z=10 mm, r>15 mm. 
Figure 4 (right) presents the presence of droplets in the domain by the number of droplets detected per second by 
the PDA. A void can be observed at the centre, confirming the hollow nature of the cone. All size classes are 
distributed in the same way, meaning that a heterogeneous size mixture is present everywhere. The predominant 
size-classes are [10-20] and [20-30] µm. 

 

 

Figure 4. Left: Sauter mean diameter of the spray droplets. Right: droplet detection frequency by size classes. 

 
- Size-classified velocity: 

The three mean velocity components are shown in Figure 5 for three different size classes: [0-10], [20-30] and [40-
50] µm. Values for the last group are not shown in the central region above z=15 mm because less than 100 droplets 
were detected during the measurements. When comparing Figure 5 to Figure 2, it can be noticed that [0-10] µm 
droplets (named small droplets hereafter) follow more closely the airflow velocity field than [40-50] µm droplets 
(named big droplets hereafter). The main difference with the air velocity is observed for the mean radial velocity 
profiles. Spray droplets are ejected from the nozzle with strong radial velocities. At the first axial station, the three 
groups have important radial velocities (~30 ms-1) but farther downstream small droplets adapt their velocity to the 
airflow. Big droplets follow more ballistic trajectories and continue to present important radial centrifugal velocities 
until z=35 mm, where they nearly join the other groups. When overlapped to the air stream, droplet axial and 
azimuthal mean velocities are smaller for the spray than for the air, so small droplets are strongly accelerated by 
the co-flow while big droplets continue flying at smaller velocities until farther downstream. When fuel droplets exit 
the high air velocity region, the opposite occurs: they find a quiescent area where they still conserve a high axial 
velocity. This is more remarkable at low axial stations and for big droplets, and it is also observed for the azimuthal 
component to a lesser extent. Differences of more than 20 ms-1 are observed between the [0-10] group and the [40-
50] group.  

 

 

Figure 5. Mean components of fuel droplet velocity separated into three size classes. Left: axial; middle: radial; right: azimuthal. 

 
The other size-classes present the same trends, but they are not presented here so as to facilitate the 
comprehension of the figure. The behaviour of [50-60] and [60-70] groups is very close to the [40-50] group, but, 
as they contain less droplets, they are not presented. During their trajectories, droplets experience important slip 
velocities, which certainly control the evaporation process and, therefore, vapour production and local air-to-fuel 
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ratio. Slip velocities correspond to the relative velocities between droplets and the airflow. They are a key parameter 
in two-phase evaporation and combustion. 
Local gaseous equivalence ratio 

Toluene-PLIF corrected images represent the local equivalence ratio in the burner. A non-linear diffusion filter 
presented in [15] was applied on them so as to delete incoherent fluctuations at high spatial frequency coming from 
the camera noise. Figure 6 (left) shows an instantaneous filtered equivalence ratio image. Fuel droplets can be 
observed on the image. Indeed, there is a much higher tracer concentration in the liquid phase than in the gaseous 
phase. It was verified that Sf has a linear response for gaseous equivalence ratios of <4.3 and, through a calibration 
curve, this enabled to determine a threshold on top of which pixel values are rejected. These pixels and their 
neighbours are coloured in black on the image and are not taken into account for the further calculations, provided 
that the objective is to characterize the gaseous equivalence ratio. Some interesting observations can be extracted 
from Fig.6 (left). The droplet jet is coloured in red and big droplets in black. Droplets are expelled away from the 
nozzle at an angle to exit the image at the top right corner. Fuel droplets and high equivalence ratio zones near 
droplets are organized in the flow following a curvy pattern and around rotational structures in 1, 2 and 3, recalling, 
indeed, the airflow patterns observed in Fig.3. This type of preferential segregation was investigated in [16]. The 
core of the eddies in 1, 2 and 3 reveals low equivalence ratio values (below flammability limits (~0.555 [17])). Next 

to the dense spray, the airflow entrance can be observed in black and dark blue (~0). The ORZ presents a 

homogeneous equivalence ratio close to the global equivalence ratio (~0.61) whereas the IRZ shows lower values 
(below flammability limits sometimes). Figure 6 (middle) shows the mean equivalence ratio calculated from 3000 
instantaneous images and reveals a similar  distribution with a stoichiometric iso-line surrounding the mean spray 

branch. Points named A to F represent single-pixel probes used to extract  PDFs in the 3000 instantaneous 
images. Histograms in Fig.6 (right) show the equivalence ratio PDFs at the probe positions. The IRZ shows an 
increase in equivalence ratio from A to B. The majority of the PDS at point A is beyond the flammability limits. Both 
points in the ORZ reveal constant values of  inside the flammability limits. In contrast to these narrow histograms, 

PDFs in the spray branch range from ~0.5 to ~4 due to the alternation of rich and lean structures. As the probe 
moves towards the spray core (F to E), PDFs become wider and richer because the fuel is more concentrated. 

 

   

Figure 6. Left: instantaneous equivalence ratio image. Middle: mean equivalence ratio image. Right: Equivalence ratio PDFs at 
different probe positions (A to F marked on the mean image). 

 
The flammability factor (F) is defined as the probability of finding a mixture between the low and high flammability 
limits (0.555<<2.008 for n-heptane, calculated from [17]). Indeed, it corresponds to the area of the PDFs between 
these values. The reader can refer to the review done in [18]. The flammability factor was calculated for each pixel 
and it is presented in Fig.7 (left). It is here where the ORZ clearly stands out as the best ignitable zone, with F 

values very close to 1, meaning that the mixture is always ignitable here. The IRZ shows much lower values except 
near the spray (z<20 mm). The dense spray core and the air inlet present very low or zero F and the mean spray 
branch can be identified as a region of lower F than the ORZ. 
Ignition probability 

Ignition probability was evaluated in function of the spark location through the laser-induced ignition experiment. 
Figure 7 (right) indicates by black-magenta iso-contour lines the ignition probability map of the combustion chamber. 
Colour maps represent the turbulent kinetic energy k and the velocity magnitude |V| of the airflow locally. The 
ignition probability map reveals that ignition becomes an impossible task in the centre of the burner (globally for 
r<20 mm). There is a steep growth in probability from r~20 to r~30 mm to reach a plateau of of ~70 and ~80% in 
the ORZ close to the walls. Lean conditions (global ~0.61) make ignition a very complicated task because the initial 
flame kernel is very vulnerable to any variations of the local flow properties and, depending on its initial location, it 
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will be generated under very different flow conditions. The detailed description of the flow in the chamber reveals a 
very strong variation of local properties. This directly determines the trajectory of the flame kernel and whether it 
will survive or not. An analysis of the influence of the local flow properties is now presented. 

 

  

Figure 7. Left: Flammability factor. Right: Ignition probability map (lines); airflow turbulent kinetic energy “k” (m2s-2) and airflow 
velocity magnitude |V| (ms-1). 

 
- Comparison to local flow properties: 

During the kernel’s initial life, its surrounding environment will quickly determine its properties (size, shape, 

wrinkling, reaction rate, temperature, growth rate, movement, etc.) and strongly condition the probability of 
establishing a stable flame on the injector. The trajectory of the flame kernel also has an important impact on ignition 
probability since it forces the kernel to change location, hence, flow properties. The cartography of ignition 
probability shown in Fig.7 (right) presents a very high correlation with the velocity magnitude |V| and the turbulent 
kinetic energy k, being the shape of the probability iso-lines the same as those of |V| and k. Ignition probability 
appears to be zero where velocity magnitude reaches ~20 ms-1 and where k reaches ~250 m2s-2, and it is very high 
when |V| and k are very low. This is true for the ORZ whereas the IRZ is not ignitable. Moreover, black-magenta 
iso-lines describe a typical ORZ shape. The flammability factor map explains why the IRZ has zero ignition 
probability: F values are too low or reach acceptable values (at low axial stations) where k starts to grow. The 
stoichiometric line in the mean equivalence ratio image (Fig.6 (middle)) shows no correlation with ignition probability 
because histograms in E and F (Fig.6 (right)) and the instantaneous  (Fig.6 (left)) reflect the importance of the 
instantaneous mixture distribution. The latter demonstrates the stratified nature of the present lean mixture. When 

sparking in the spray branch region, local  can be ~0.5 once and ~4 in the following instant of time, while the ORZ 

always presents constant  values. Figure 4 (right) shows that very few fuel droplets are still present beyond r~30 
mm, where ignition probability grows. In fact, fuel droplets have antagonist effects on the kernel. On the one hand, 
they intensely supply fuel vapour elevating the equivalence ratio near the flame, thus, elevating laminar flame 
speeds, heat release and flame temperature (which is positive in a globally lean mixture). In contrast, fuel droplets 
are below their boiling temperature (371.53 K for n-heptane) and evaporation implies a cooling of the fuel. This has 
a negative impact on the system, lowering the flame temperature by boosting heat dissipation from the flame front 
and from the burnt gases. In this sense, small, pre-evaporated droplets would perturb the flame to a lesser extent. 
The flame kernel is very vulnerable to strain too. Shear and vorticity affect the flame stretch and wrinkling. When 
the kernel enters a region with too much shear stress during its propagation, it is ripped and divided into smaller 
pieces. This can lead to misfire if the kernel is still too small due to an increase in surface and heat losses. Figure 
3 reveals high strain rates in regions with low ignition probability. The ORZ is generally free of shearing structures, 
which are distributed along the main air jet trajectory in the surroundings of the ORZ. For z>30 and r>20 mm, high 
strain rates alternate with lower strain rates along the main jet. If the spark is triggered near a high strain rate 
location, the initial kernel may be suddenly teared until extinction or into several pieces. A second spark in the same 
location an instant later will possibly not find this shearing structure and ignition will be possibly successful. This 
explains that in regions with alternating properties ignition probability presents high variability. When a flame kernel 
is initiated in the ORZ, free from shearing flow movements, it will have the time and opportunity to develop and grow 
robust enough to support future strains and local extinctions. 

 
Conclusions 
Spray ignition was investigated under ultra-lean conditions through experiments to determine ignition probability 
against spark location (laser-induced) inside the swirled, confined CORIA Rouen Spray Burner. Local flow 
properties were characterised by advanced laser techniques. Phase Doppler anemometry (PDA) measurements 
informed on fuel droplet size, distribution and velocity and on airflow velocity. High-speed particle image velocimetry 
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(PIV) enabled the description of the instantaneous gaseous velocity field and comparison to the mean data from 
PDA. Planar laser induced fluorescence (PLIF) on toluene as a tracer of n-heptane was used to characterise the 
local gaseous equivalence ratio throughout the burner. 
The flammability factor (F), extracted from the equivalence ratio images, reveals that the ORZ presents good 
ignitable properties, being F~1 here. The ignition probability map, in accordance to F, shows that the ORZ is the 
best region to start a flame kernel in the present configuration, with ~80% of success. The IRZ, on the opposite, is 
not appropriate to start ignition. Probability iso-lines reveal a steep increase at the interphase between the strong 
air jet and the start of the ORZ. A very high correlation is observed between the ignition probability and the air 
velocity and turbulent kinetic energy, finding high probabilities for low velocities and low turbulent kinetic energies. 
Equivalence ratio images describe the stratification of the mixture and explain why the IRZ is non-ignitable. 
Instantaneous PIV air velocity fields enable the calculation of local strain rates that also explain the survival or 
extinction of flame kernels, being the ORZ globally free of high shearing structures. Fuel droplets are mainly present 
in the spray branch and are rare in the IRZ and ORZ. The present work provides new insight on spray ignition and 
a detailed description of the local flow properties in a swirled confined jet-spray burner in non-reactive conditions. 
It is a useful database for industry and for the initialisation and validation of numerical simulations. 
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Abstract 
The visualization of the pilot flame of a coaxially-staged aero-engine lean-burn fuel injector, not only downstream 
but also inside of the pilot nozzle, was successfully performed at realistic aero-engine conditions. Optical access 
toward the inside of the nozzle was achieved through the inner and outer shrouds, both of which were made of 
transparent quartz. The image distortion caused by complex contours of the two shrouds was corrected by a 
method based on optical ray tracing, which realized precise determination of spatial intensity distribution of optical 
signals. Line-of-sight OH chemiluminescence, cross-sectional OH-LIF, kerosene LIF and kerosene Mie scattering 
were employed as diagnostic tools. The effects of pilot local air-to-fuel ratio on spray flame structure were 
revealed, both inside and downstream of the pilot nozzle under stable combustions. As the pilot mixture got rich, 
the main reaction zone moved from inside of the pilot nozzle to the region near the injector lip downstream of the 
injector exit. The OH-LIF signal was detected near the central axis surrounded by the fuel spray. It was also 
observed near the back-step of the pilot nozzle for the rich cases. The experiments under combustion oscillation 
were also conducted and the correlation of phenomena inside and downstream of the pilot nozzle was captured. It 
was clarified that the reaction enhancement in the outer part of the lip vortex region was caused by the convection 
of rich mixture, which appeared near the pilot atomizer lip at 150~210deg earlier oscillation phase angle. 

Keywords 
Aero-engine combustor, Optical burner/injector, Staged lean-burn injector, Laser induced fluorescence, Ray 
tracing, Optical refraction correction, Elevated temperature and pressure 

Introduction 
For reduction of NOx from aircrafts, coaxial-staging lean burn fuel injection systems have been studied intensively 
these days [1-15] and some of them have been already in service. Typically, they consist of a non-premixed-
mode pilot nozzle at the center for flame stability and a lean premixed-mode main nozzle surrounding the pilot for 
drastic NOx reductions. For such an injector, both fuel injection and fuel/air mixing start a few centimeter 
upstream from the injector exit (i.e. entrance of the combustion chamber). Moreover, this is also true for its pilot 
flame. Therefore, many important phenomena take place in regions enclosed by the metal walls of the injector, 
where the application of optical diagnostics is not straightforward compared with a conventional combustor. 
In our previous work, visualization of fuel spray/vapor behavior and fuel/air mixing inside the main nozzle (i.e. the 
premixing duct) was performed by high speed visualization and/or LIF techniques [10,11,15]. Through a fully-
contoured quartz-made transparent outer-shroud, dynamic motion of fuel sprays under combustion oscillations at 
an elevated pressure and temperature was clearly captured and discussed in relation to the flame dynamics 
downstream [15]. However, visualization of phenomena in the pilot nozzle has not been attempted yet. 
In this work, the inner shroud of the staged injector, which was an annular metal block radially separating the pilot 
nozzle form the main, was also made of quartz. Therefore, the investigation of the pilot flame of the coaxial 
staged injector was made possible through both the inner and outer shrouds at realistic aero-engine conditions, 
which had been hardly found in published literatures to the authors’ best knowledge. The present paper provides 
discussions on structures of spray flames both inside and downstream of the pilot nozzle at stable combustion 
conditions. In addition, the results on the correlation of the phenomena between these two regions under 
combustion oscillation are presented.  

Experiments 
Schematic drawings of the fuel injector are presented in Fig.1. Detailed descriptions of the coaxial-staging fuel 
injector can be found in Refs. [8,9]. The design of the pilot nozzle is briefly mentioned here for convenience of the 
discussions below. Two types of counter-rotating double-swirl airblast atomizers (for example, see Ref. [17]) were 
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used, designated as U4D4 and U8. As for U4D4 type, liquid fuel (kerosene) is injected through four injection holes 
upstream and an annular exit at its atomizer lip. The liquid injected through the latter fuel circuit was metered by 
four grooves upstream of the exit to make annular liquid film as uniform as possible. The axes of the holes and 
grooves are inclined so that the liquid fuel is injected with swirling motions.  As for U8, only upstream injection 
was employed through eight injection grooves and no injection at its atomizer lip. The U4D4 type is the standard 
design in our research project, whereas the U8 type was one of the prototype during the development. As 
mentioned later, the latter was used for study of combustion oscillation.  

    

Figure 1. Staged fuel injector (Note the figure is for metal version with injector lip cooling). 

 
The experimental setup is presented in Fig.2, which is similar to that used in our previous experiments [11,15]. 
The coordinate system used in this study is also shown in the figure, whose origin corresponds to the center of 
the exit of the fuel injector. For optical measurements, three optical accesses from top and sides were provided 
through quartz windows installed on the walls of the combustor liner and outer casing. The optical combustor has 
a square cross-section (85x85mm). For dynamic pressure measurements, a pressure transducer (Vibrometer 
CP211) was mounted on the sensor port on the lower wall of the combustor with a 28mm recess. This enables 
introduction of cooling air for the sensor surface and also avoids its direct exposure to the flame.  
To realize optical access toward the inside of the pilot nozzle, some modification was made from the original 
injector design. In addition to its outer shroud [15], its inner shroud was also partially made of transparent quartz. 
An air passage for the injector lip cooling and the main fuel passage in Fig.1 were eliminated for simplification. 
Though this optical injector was originally designed to visualize the region of z=-20.8~-6.5 mm, it was actually 
possible to observe phenomena close to the atomizer lip (z~-22.8mm), owing to refraction effects. The region of 
-6.5<z<1.5mm is not visible because of the metallic heat shield. 
The setup for visualization is shown in Fig.3, similar to Refs. [10-12, 15] where its detailed descriptions are found. 
The laser sheet was parallel to the yz plane and introduced from the top. Its thickness at the test section was 
approximately 0.5mm. In this study, the location of the laser sheet was fixed at the central plane (x=0). The 
imaging optics was also similar to those in the references, except the CCD for Imaging optics A (PCO pixelfly  

   
 

            a) Optical combustor with optical injector.                              b) Combustor installed in test rig. 

Figure 2. Schematic drawing of experimental setup. 
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USB, 14bit). Imaging optics A could take images at higher acquisition rate (10Hz) than imaging optics B  (0.83Hz), 
but its image quality was not as good as that of the latter because the matching between relay-lens optics and the 
CCD was not optimized. They were originally used for simultaneous imaging, but not for the present experiments. 
Instead, only either of them was used depending on whether the image quality or acquisition rate was important. 
Images of OH chemiluminescence (OH*, qualitative marker of heat release, location of reaction zones), OH-LIF 
(reaction zones and following burnt gas), kerosene-LIF (distribution of fuel in both liquid and gas phase, here 
tracing naphthalene-like molecules with two fused benzene rings,) and kerosene-Mie scattering (liquid phase fuel 
distribution) were taken by using appropriate optical band-pass filters. Those for OH*, OH-LIF, kerosene-LIF and 
kerosene-Mie scattering were CVI F10-307.1-3-2.00 (307.1nm, FWHM 10nm), Asahi Spectra MZ0310 (310nm, 
FWHM 10nm), Edmund #84-108 (340nm, FWHM 29nm) and Asahi-Spectra MZ0280 (280nm, FWHM 10nm), 
respectively. The images of OH* were those of line-of-sight, whereas the rests were those on the cross-sectional 
plane (x=0). The signals for the laser trigger and camera acquisition timing were stored with the pressure 
oscillation signal by a multi-channel data recorder (TEAC, GX-1) at 100 kHz sampling rate.  
Experiments were conducted for two cases, Case A and B, as described in Table 1. Only pilot fuel was injected in 
all of the present experiments. Case A was to investigate the effects of pilot (local) air-to-fuel ratio (AFRp) on flame 
structures at stable combustion conditions, and Case B was to study dynamic behavior of the spray flame under 
combustion oscillation. For case A, the variations of AFRp was carried out by changing the pilot fuel flow rate (mf,p) 
at a fixed inlet air condition. Here, AFRp was calculated using the ratio of effective opening areas between the pilot 
and the combustor in total, 110 and 760 mm2, respectively. A 10mm2 reduction of the effective opening area of 
the combustor from the value in Ref. [15] was due to the elimination of the injector lip cooling. The inlet pressure, 
temperature, and combustor pressure loss for Case A were simulating a cruise condition of a target engine for 
small aircrafts [8,9]. Those of case B were close to its idle condition, but the inlet temperature was set about 40K 
higher than the target value. This condition was a “trade-off” choice: The higher inlet temperature was, the better 
the image quality was, due to the less soot deposition to the transparent inner shroud, but the smaller amplitude 
of oscillation pressure it resulted in. 

 

Figure 3. Optical setup. 
 

Table 1 Test conditions. 

 Case A (Stable combustion) Case B (Combustion oscillation) 

Pilot nozzle type U4D4 U8 
Inlet pressure, kPa 700 487 
Inlet temperature, K 760 545 
Combustor pressure loss * 4% 4% 
Airflow rate in total , ma, g/s 316 259 
Pilot fuel flow rate , mf,p, g/s 1.52-5.44 1.58 
Pilot air-to-fuel ratio, AFRp 30.1-8.4 23.8 
Imaging optics B A 

                                                                 *Percent of inlet pressure 

 
Results and discussions 
A typical photograph of the pilot flame of the present staged-injector is presented in Fig. 4. The structure of the 
upstream part of the pilot flame is successfully revealed by means of the “optical staged-injector” developed for 
this study. The flame shows a conical structure, since the airflow is detached from the back-step of the pilot 
nozzle as illustrated in Fig. 1.  
Image distortion is one of the serious problems on the visualization of phenomena inside the pilot nozzle. The 
complex contours of the inner and outer shrouds result in refractions of optical rays. To compensate this effect, a 
method was developed for optical refraction correction based on optical ray tracing. A pin-hole model was used to  
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Figure 4. Visualization of flame in pilot nozzle and combustion chamber (Case A, AFRp=30.1, Exposure time; 20ms).  

 

model the imaging optics. The correction method is partially described in Ref. [16] with an example of its 
application to the visualization of fuel distribution inside the premixing duct (i.e. main nozzle) of the same injector. 
In this study, the same method was applied to the imaging of the pilot zone. The calculated degree of distortion in 
terms of displacements (y, z) when imaging phenomena on a laser sheet at the central plane (x=0) is presented 

in Fig. 5-a. Here, y, z are defined so that the refraction correction was achieved by the transform of intensity 

distribution I(y,z)  to I(y+y,z+z). The displacements were not calculated for regions without interests of this study, 
as masked by grey color. The importance of the correction is clear especially close to the pilot atomizer lip where 
the displacements are significantly large (z>3.5mm). An original image for kerosene-LIF and that corrected by 
the present method are shown in Fig. 5-b. After the correction, the intensity distribution becomes realistic; for 
example, the upstream part of the fuel distribution attaches the pilot atomizer lip. The example shows that precise 
determination of spatial distribution of LIF signals can be realized by means of the present method. 

             

 (a) Displacement caused by refraction                       (b) kerosene-LIF intensity before(left) and after(right) correction 

Figure 5. Optical refraction correction.  
 
As mentioned in the following discussions, the interpretation of the results obtained from the present optical 
measurements is not always straightforward. Some items which should be taken into account for correct data 
interpretation are summarized in advance, in Table 2.  
Spatial distribution of time-averaged intensity of line-of-sight OH chemiluminescence (OH*-LoS), cross-sectional 
OH-LIF, kerosene LIF and kerosene Mie scattering are presented in Fig.6 for Case A. Results for roughly upper 
half of the combustor (y>0) are presented because the phenomena were nearly symmetric with respect to z axis in 
a qualitative sense. The regions where the cautions are needed for data interpretation are indicated with the item 
numbers in Table 2. The structures of spray combustion field for two cases, a lean and a slightly rich ones (AFRp 

=25.1 and 12.6) are summarized in schematic illustrations in Fig. 7. For convenience of explanation, reaction 
zones are separately numbered, (i) near the central axis and the atomizer lip close to the liquid spray, (ii) from 
middle and downstream part of the pilot nozzle extending to the injector lip region, (iii) close to the injector lip, (iv) 
from the injector lip extending to central region in the combustion chamber reflecting the inner recirculation zone 
(IRZ) flow structure, and (v) near the back-step. 
For the leaner cases, the reactions in zones (i) ~ (iii) are dominant, and they are in connection as seen in Fig. 6 
(OH* and OH-LIF). OH-LIF signal is observed near the central axis surrounded by the fuel spray (designated as 
“A”).  As AFRp decreases, zones (i) and (ii) look separated evidently (“B”), meaning the reaction is suppressed 
between the two. In this region, rich mixtures after evaporation exist, where the kerosene LIF signal is observed 
but the kerosene Mie is not. Thus, the separation is due to quick evaporation causing local temperature decrease 
due to its latent heat and too rich mixture, and both cause local suppression of reactions. On the other hand, 
reactions in the downstream part of zone (ii), and in zone (iii) are enhanced and still continue into zone (iv), as 
favorable mixture for combustion is established more downstream for low AFRp cases. For AFRp=12.6, the  
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Table 2. Items to be considered for data interpretation. 

Item No Description Location Type of image 

1 Noises due to reflection and stray light Close to walls and back-step All, especially 
kerosene LIF 

2 Noises due to reflection and stray light:  
Correlated with signal intensity in combustion 
chamber close to injector lip 

Downstream part of pilot 
nozzle  

OH LIF 

3 Insufficient cut-off by optical band-pass filter Near pilot atomizer lip where 
kerosene is in liquid phase 

OH LIF  

4 Transparency loss due to soot deposition  Inside pilot nozzle, possibly 
low AFRp for Case A, and 

Case B*1 

All 

5 Validity of correction of OH chemiluminescence 
line-of-sight image by applying displacement 
values at the central plane*2 

Inside pilot nozzle OH chemi-
luminescence 

  

*1 For Case A, no soot deposition was observed for AFRp >18 by visual inspection during the experiments. For 
AFRp <18, direct observation was not reliable because of too bright background due to luminous flames so it 
was difficult to tell if it affects the signal quality. It should be noted that, at least, at AFRp =12.6 for kerosene LIF 
experiment, its effect on the image is hardly observed.  For Case B, the effect was apparent and must be 
considered for all the images.  

*2 Present correction method should not be applied to line-of-sight images theoretically, but was still applied as the 
corrected images gave better qualitative information than the original images in practice.  

kerosene vapor signal is detected even downstream of the injector exit (“C”). The OH* signal overlaps it and the 
strong OH-LIF signal is observed its outside, behind the injector lip. This structure is caused by the lip vortex and 
some of the burned gas is trapped in this region. The existence of the lip recirculation zone (LRZ, [2]) was 
confirmed by our previous PIV measurements [13,14]. For further low AFRp cases (not shown), the location with 
OH-LIF signals in zone (iii) further moves towards outside with decreasing its intensity, as the mixture 
downstream of the injector becomes too rich. As for zone (v), the OH-LIF signal begins to be evident for 
AFRp=12.6. This is mainly from that of burned gas. For rich cases such as for AFRp=8.4, OH* as a sign of heat 
release is detected (“D”), though its intensity is not strong.  
The results for Case B are discussed in the followings. A typical pressure oscillation signal and its frequency  
spectrum after an adequate band-pass frequency filtering (200-2500Hz) are shown in Fig. 8.  The number of FFT 
points was 8192. The filtering was performed to remove low frequency noises mainly from the power supply line 
of the electric heater and its harmonics (especially 50 and 150Hz), and high frequency noises due to the acoustic 
resonance inside the pressure sensor mount port (2800~4200Hz). The characteristic frequency of pressure 
oscillation is 390Hz (±8%). 
The phase-averaged kerosene/OH LIF intensity distributions on x=0 plane are shown in Fig. 9 by line-contours 

and color plots, respectively. Here, the phase angle  is defined assuming that the pressure oscillation signals are 
in a sinusoidal shape, i.e., p’~sin. The regions where the cautions are needed are again indicated with the item 
numbers. Even after the trade off choice of the test condition, the soot deposition (item 4 in Table 2) was still 
inevitable. Nevertheless, qualitative and semi-quantitative assessments were possible, providing information such 
as the correlation of phenomena inside and downstream of the pilot nozzle as described below: The phase-
dependent variations of the sum of LIF signals in some specified regions are presented in Fig. 10 as percentages 
of their average values. As shown in Figs. 9 and 10, the kerosene LIF intensity just downstream of the pilot 
atomizer lip (R1) shows its maximal value at ~330deg. This high concentration fuel parcel convects towards 
downstream at local flow speeds. Eventually, when assuming near-sinusoidal behaviour of fuel concentration 
variations and neglecting ripple-like structure of the curves in Fig. 10, the highest fuel concentration takes place at 
~0, 60, and 90 deg for regions R2,R3 and R4 (z~-13, -8 and 3mm), respectively. After the arrival of the high 
concentration fuel parcel, a reaction enhancement in the lip vortex region takes place. The rich mixture extends 
around the the lip vortex flow and encounters a flesh airflow from the main nozzle, which probably causes the 
reaction enhancement and apparent flash-back-like motion of the flame (designated as “A”). As a result, the OH 

LIF in the outer part of the lip vortex region (R5) shows its high values for =120~180deg, which is about 
150~210deg later than the occurrence of the maximal fuel concentration in region R1.  
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Figure 6. Spatial distribution of time-averaged intensity of line-of-sight OH chemiluminescence, cross-sectional OH-LIF, 
kerosene- LIF and kerosene Mie scattering on x=0 plane for Case A (note the figure is rotated). 
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Figure 7. Schematic illustrations of pilot flame structure. 

       

Figure 8. Examples of pressure oscillation signal and its  frequency spectrum. 

                                                            

Figure 9. Phase-averaged kerosene/OH-LIF intensity distribution on x=0 plane for Case B. 
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Figure 10. phase-dependent variation of the sum of LIF signals in specified regions. 

 
Conclusions  
The visualization of the pilot flame of the coaxially-staged aero-engine lean-burn fuel injector, not only 
downstream but also inside of the pilot nozzle, was successfully performed at the realistic aero-engine conditions. 
The optical access toward the inside of the nozzle was achieved through the inner and outer shrouds, both of 
which were made of transparent quartz. The image distortion caused by the complex contours of the two shrouds 
was corrected by the method based on the optical ray tracing. The line-of-sight OH chemiluminescence, cross-
sectional OH-LIF, kerosene LIF and kerosene Mie scattering were employed as diagnostic tools. The effects of 
the pilot local air-to-fuel ratio on the spray flame structure were revealed. As the pilot mixture got rich, the main 
reaction zone moved from inside of the pilot nozzle to the region near the injector lip downstream of the injector 
exit. The OH-LIF signal was detected near the central axis surrounded by the fuel spray. It was also observed 
near the back-step for the rich cases. The experiments under combustion oscillation were also conducted. The 
reaction enhancement in the outer part of the lip vortex region was observed as a result of the convection of rich 
mixture, which appeared near the pilot atomizer lip at 150~210deg earlier oscillation phase angle. 
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Abstract
Large marine two-stroke diesel engines still represent the major propulsion system for merchant shipping. With
steadily increasing transport demands, rising operational costs and stricter environmental legislations, the global
marine shipping industry finds itself facing the challenge to future-proof its fleet.  In order to comply with international
maritime organizations emission standards (TIER II and TIER III), highly sophisticated and flexible combustion
systems are demanded. With the help of spray and combustion research such systems can be developed and
continuously improved. A highly valuable tool to investigate sprays of large marine diesel injectors under engine
relevant conditions is the Spray Combustion Chamber (SCC). This paper reviews the history of the SCC, shows
todays possibilities and looks into the near future of research involving large marine two-stroke engines. The SCC
was built during the first Hercules project (I.P.-HERCULES, WP5, [1]). The initial setup focused on fundamental
investigations comprising the application of highly flexible thermodynamic conditions. During follow-up projects
(Hercules beta [2] and Hercules C [3]) the SCC was continuously developed, and a variety of influences on spray
and combustion were experimentally assessed. The initial SCC design focused on maximum optical access as well
as the applicability of a wide span of optical techniques. Single-hole nozzles were utilized to generate reference
data to optimize existing spray and combustion simulation models. Different fuel types and fuel qualities were
investigated and effects of the in-nozzle flow on spray morphology was identified. A sound set of results was
achieved and published in several (internal and public) reports. Over the years, spray research at Winterthur Gas
& Diesel has turned its focus from basic spray investigations to more detailed cavitation and in-nozzle flow
examinations [4], [5]. Future research on the SCC will focus on investigations of more engine related topics, as, for
example, the application of a fuel flexible injection system as is currently developed in the HERCULES-2 project
[6]. Significant design modifications of the initial setup were necessary, as the injector positions and therefore
exposure of the spray relative to the swirl were not fully congruent with real engine conditions. As a consequence,
the new setup includes some minor drawbacks, e.g. the optical access of the nozzle tip is only visible from one side
of the chamber. This means that line-of-sight methods are currently only possible at selected positions in the centre
of the chamber. Therefore, a new setup was installed to illuminate the spray, consisting of a high speed, high energy
laser (100 kHz, 100 W) and special optics. In order to obtain enhanced optical access, tangential windows were re-
arranged, now pointing directly at the nozzle. With this setup, a first set of images was realized, showing a real
spray as it occurs in large marine two-stroke diesel engines.

Keywords
Large marine diesel engines, spray, combustion, high pressure high temperature conditions, heavy fuel oil, residual
fuel

Introduction
Due to their high thermal efficiency and reliability, Diesel engines are still relied upon extensively for seaborne
freight transport. With steadily increasing transport demands, rising operational costs and increasing environmental
restrictions, the global marine shipping industry finds itself facing the challenge to future-proof its fleet. Ship owners
and operators are looking for alternative fuels in order to remain economically competitive while complying with
strict environmental regulations. Today’s injection systems already are capable of handling a variety of fuel qualities,
ranging from light fuel oils to residual fuels of very high viscosity and density. Nevertheless, in order to provide even
higher fuel flexibility, injection systems are designed to facilitate the injection of fuels with for example very poor
self-ignition properties or poor lubricity.

To develop such an injection system, highly sophisticated tools are required: From state of the art injection- and
component test rigs up to full scale test engines (e.g. RTX-6, located in Winterthur, Switzerland).
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The past
Before the SCC was built, experimental data, regarding spray and combustion of large marine diesel engines was
scarce. Especially for common rail type engines – also for large marine diesel engines a cornerstone – the injection
behaviour could only be estimated based on up-scaled models from (much!) smaller experiments. This lack of data
lead to a great partnership between several stake holders: In close collaboration with ETH Zürich and PSI Villigen,
a setup was designed, developed and established which still represents state-of-the-art.
The SCC was built during the first Hercules project, IP-HERCULES (WP5, [1]). The setup allowed for fundamental
spray and combustion investigations (fundamental in the context of industrial research) with highly flexible
thermodynamic conditions and impeccable optical access. Unlike a specific test engine, pressure, temperature and
swirl can be adjusted almost independently, while on a (large marine two-stroke) test engine variations of pressure
and temperature can only be achieved by changing the compression ratio or the scavenge air temperature. This
gives the possibility to investigate combustion under conditions which are out of the scope of the classic
compression curve of an engine. Figure 1 shows the schematic of the initial SCC design.

Figure 1: Schematic drawing of the entire test facility setup, also indicating operation phases such as heat up of
the process gas or swirl production as well as functional aspects (window position, exhaust valve, etc.) [7]

The field of operation of the SCC is much larger compared to any constant volume chamber. The principle consists
of three main parts:

a) Pressure vessels
These can be filled with nitrogen, air or a mixture of inert gases and oxygen in order to simulate EGR
conditions for example. Fast acting valves control the pressure in the SCC: starting from a minimum
filling time of about 150 ms up to 1000 ms to reach 140 bar chamber pressure. From the pressure
bottles, the inert gas flows through the

b) Regenerator
The so-called regenerator is actually a large surface which heats the process gas and allows for process
gas temperature between 300 K up to 940 K, depending on the pressure and swirl conditions aimed for.
The pressurised and/or hot gas then feeds the main chamber, the

c) SCC main body
This disc shaped volume represents the volume and geometric dimensions of a medium sized two-
stroke marine diesel engine. The process gas is introduced via tilted inlet ports into the chamber
producing the characteristic swirl. The swirl velocity is a function of time. By setting a different timing of
the injection event, different swirl velocities can be accomplished. The main body itself consist of three
pieces:

i. A cover, representing the piston
ii. The ring section, representing the liner
iii. A second cover (mirrored), representing the engines cylinder cover
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The three pieces are held together by 50mm bolts. The two covers are independently rotatable by steps
of 15°.

The optical access is granted via three sapphire windows featuring an optical width of 100 mm. The three windows
are mounted on individual radial positions on the cover. In combination with the rotational freedom, the complete
area of the SCC can be observed. Additionally, three smaller windows in the ring section - pointing to the centre of
the combustion chamber - allow for optical access from the side. The left image in Figure 2 shows the setup before
the installation of the control system. Well visible in the front is the SCC main body. The right side of the image
shows the common rail system and the Injection Control Unit (ICU) mounted on top of the fuel rail (yellow). This is
a standard injection system as found on a serial engine.

Figure 2: Installation in the laboratory, short before finalization (left), sectional view with optical accesses from the
side indicated with arrows (right)

The fuel valve is a standard injector, instrumented with a needle lift sensor, as well as a pressure sensor, measuring
the pressure before the nozzle. The injector is mounted on the SCC main body at an angle of 30° from the vertical
axis. The nozzle tip, in most cases, is a single-hole nozzle with co-axial layout as indicated on Figure 2, right side.

Figure 3: Extract of the different spray investigations [8] (left side) and an example of different window positions, necessary to
follow the spray [9]

The setup was extensively used to produce data of sprays at different conditions, as can be seen in Figure 3 (left
side). Due to the size of the spray compared to the optical access of the chamber, investigations of the complete
spray are very time consuming: Including the time needed to heat up the system, pump up the pressure vessels
and cleaning the windows, a single experiment can take up to 20 minutes. For each spray, several window positions
were required to record the complete spray, as can be seen at the right side of Figure 3. In the first version of the
SCC the covers had to be rotated to change the window position. The rotation of the 500 kg (each) disks took about
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half a day as the setup had to be taken apart, rotated and reassembled again. The interested reader can estimate
the effort to make spray investigations with the first design: It was tremendous.

In the following projects (HERCULES-B [2], HERCULES-C [3]) the SCC was continuously improved and extended,
while various influences on spray and combustion have been experimentally assessed, as several internal and
external publications proof [7], [8][10],[14][18]. Windows with increased optical width – eccentrically arranged in a
large window-holder – allowed for wider spray areas to be observed and much quicker change of the window
position. The green circle in Figure 3 (right side) illustrates the increased diameter of the windows, compared to the
blue circles of the initial design.

The larger windows provide maximum optical access and support the application of a wide span of optical
techniques such as: Shadow imaging, Mie scattering, Phase Doppler Anemometry or OH*-chemiluminescence.
However, harsh combustion conditions and the size of the experimental setup called for … adaptions of
measurement techniques to properly investigate typical effects on spray and ignition. For example, during
combustion, soot incandescence is so strong that it easily outshines the background illumination applied for shadow
imaging. The solution was an “improved shadow imaging” setup, consisting of a laser emitting at 640nm in
combination with a narrow band pass filter before the camera. The result can be seen in Figure 4: The image,
acquired with the classic setup, is dominated by the light from soot incandescence, whereas the spray on the right
side – for the same thermodynamic conditions, at the same time after SOI –is clearly visible.

Figure 4: Classic shadow imaging (left) compared to the improved shadow imaging (right)

The same problem occurred for OH* chemiluminescence; As presented in Ref. [10] radiation from soot fully hides
OH* chemiluminescence shortly after ignition. In order to distinguish between UV light from the OH radical and light
from soot radiation, both signals were captured and OH* could be detected in the beginning of the combustion.
Droplet size measurement by means of Phase Doppler Anemometry (PDA) under these conditions is even more
complicated, especially investigating an opaque fluid. Therefore, a study was made to design the ideal setup to do
so: The result is a tailor-made PDA system as described in Ref.[11], allowing to measure droplet sizes with PDA in
the harsh environment of the SCC, even with heavy fuel oil. With the focus of in-nozzle flow special illumination
techniques have been compared to assess the spray very close to the nozzle [12].

With single hole nozzles, reference data for the optimisation of spray and combustion simulations has been
generated [8], [9], [13],[14],[15],[16],[17]. Different fuel types and fuel qualities have been investigated on their spray
behaviour, ignition characteristics and combustion [18]. With special nozzles effects of the in-nozzle flow on spray
morphology have been identified [19], [20]. Between 2010 and 2015 a detailed and comprehensive analysis of
spray and combustion of large marine diesel sprays under the presence of swirl flow [21] was performed.

The present
Today the SCC comes in a complete new dress, with a main chamber design representing the actual combustion
chamber geometry of an engine. To investigate nozzle tips with the same orifice orientation as on the engine, the
cylinder cover follows real engine specifications. With the RTX-6 test engine next door to the SCC, its cylinder cover
design was taken to guarantee best agreement with engine measurements. By doing so, the SCC can be
considered as an optical access to the combustion space of the RTX-6 test engine – except for some limitations
like the 100% load case (which is not fully applicable due to the high peak pressure). Nevertheless, the orientation
and position of the injectors is exactly the same as on the engine. Figure 5 shows the sketch of the new main body
with all injector positions occupied with standard injectors (left). The right side shows the actual installation.
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Well visible are the adapters on the injector positions “3”. All the adapters were made larger than the actual injector,
so that also future injector designs can fit todays body: Individual adapters fit any actual (and most probably future)
injector to be tested on the SCC, without re-machining the main body. The injector positions without injector are
closed with so called dummies. The four possible injector positions are divided in:

1) The main injector
2) A secondary injector for the two-injector setup (setup on smaller two-stroke engines)
3) Two additional injectors for the three-injector setup (setup on large and very large two-stroke engines).

Where in the real engine the exhaust valve would be located, the SCC has an eccentric window holder with a
sapphire window of 150 mm optical width. This allows the observation of the centre of the combustion chamber.
The back side of the SCC – the piston side – is closed with one of the existing covers, allowing to observe the
complete combustion chamber.

Figure 6: Sectional view with optical accesses from the side

Another distinct modification compared to the initial arrangement is the orientation of additional optical access-
possibilities. As visible in Figure 2, the windows located in the ring section of the SCC are all pointing to the centre
of the main body. This restricts the application of measurement techniques which are based on laser sheets to
illuminate the spray. Laser Induced Fluorescent measurement methods were therefore only applicable in a very
limited way. The new setup has the additional windows not pointing to the centre of the chamber anymore, as can

Figure 5: New SCC main body with cover of the test engine (RTX-6)
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be seen in Figure 6: To illuminate the spray with laser light, the additional optical accesses are pointing to the tip of
the injector. This allows the observation of the spray origin from the side and/or enables the admission of a laser
(sheet) for the application of Mie scattering techniques to illuminate the liquid phase of the spray or even LIF-based
methods. The smaller holes from the side of the chamber are for the so called spare accesses. These holes are
intended for additional measurement techniques like fibre optics or can be used to additionally illuminate the spray
(additional light from the side or an additional laser wavelength for excitation) which might be implemented in the
future.

A very first spray investigation has been conducted with the new setup: As a reference case the injection with a
standard fuel nozzle has been chosen, under conditions as they are found at about 25% engine load. Figure 7
shows a series of spray images, from SOI until the fully developed flame is visible.

Figure 7: Example of a real sized spray nozzle under engine like conditions

Unlike in smaller engines, the spray pattern is not symmetric, as already discussed in earlier investigations looking
at eccentric sprays ([19], [20]). To allow for maximum scavenging efficiency, the exhaust valve is located in a centred
position of the cylinder. Therefore, the fuel injectors are protruding from the side into the combustion chamber. The
swirl, coming from the left side, pushes the leading fuel portions to the side. This effect is more evident when looking
at the flame: Instead of an even distribution of the flame, it is pushed out of the visible area into the lower right
corner. On the lower left side, no flame can therefore be seen. Compared to the investigations from the single-hole
nozzles another interesting fact can be observed: The rather narrow arrangement of the fuel orifices produces 5
individual sprays, very early during the injection. But after a certain progress of the spray, these single sprays seem
to merge to a single spray front, acting as one large spray/flame volume.

The future
Even though the SCC has been adapted to apply engine relevant injection systems, basic spray and combustion
research still represents a fundamental requirement: A detailed investigation has started to understand the
interrelation between in-nozzle flow, cavitation, spray breakup – by means of Ballistic Imaging – spray morphology,
ignition and combustion. This research will partly take place in the laboratory under non-evaporating, no-swirl
conditions and later transfer this knowledge into the SCC, where the spray morphology, ignition and combustion
will be assessed.
For the HERCULES-2 project [6] research on the SCC will focus on more engine relevant problematics, as for
example the application of a fuel flexible injection system. Future injection systems are designed to provide full
flexibility with regards to fuel qualities and the operation of classic fuels like HFO and MDO as well as on fuels with
very low viscosity or ignitability like ethanol or methanol. Such systems could not have been tested on the initial
setup, as the injector position was not optimised for such investigations and the adaption of the main body would
have been too costly.
The new main body on the SCC also included the installation of a new illumination setup, consisting of a high speed,
high energy laser (100 kHz, 100 W) and special optics. The very short illumination pulses of 2 ns allow not only the
pin sharp visualisation of the spray within the SCC, but should also visualize the fast exiting spray close to the
orifice as suggested in earlier works [12].
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Conclusions
Ten years ago, a worldwide unique experimental setup, allowing for the investigation of large scale marine diesel
sprays under engine relevant conditions, has been taken into service. Since then the installation has been improved
with respect to optical access, fuel flexibility and reduction of service time. In parallel its sphere of action has been
continuously increased, from the investigation of spray morphology and combustion to a device which allows for
the examination of small quantities of alternative fuels, new injection systems or new injection strategies with a
variety of measurement techniques. Over the years also several measurement methods have therefore been
adapted and improved in order to be applied under the demanding conditions of large marine diesel engines.
Now the next chapter in the life of the SCC has been opened, the application of real engine hardware to establish
the direct link between irreplaceable measurements on test engines and the possibility to access the combustion
with highly sophisticated methods and measurement techniques.
A very first series of experiments showed the successful application of the new setup and already helped to better
understand combustion under these demanding and unique conditions.
In the future, this new setup will directly help to improve combustion of different fuels, support the development of
combustion systems and methods and therefore do one’s bit in the reduction of exhaust emissions, increase of fuel
flexibility and efficiency.
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Abstract 

The effect of two-stage injection strategies on the soot formation of 0# fossil diesel were investigated experimentally 

using a constant volume combustion chamber. The ambient conditions was kept constant as injection pressure 150 

MPa, ambient gas temperature 900 K, ambient gas pressure 45 bar. A high-speed diffused back-illumination 

extinction imaging technique was employed to make quantitative measurement on temporal soot evolution and 

reacting spray liquid length and a direct high-speed camera was used to measure the ignition delay. Two-stage 

injection strategies were varied with different pilot and main injection time, including a sweep of dwell time in pilot-

main injection and pilot injection duration. The results show that the ignition delay decreases with the increasing 

dwell time. It may result from the entrained surrounding gas enhance the spray combustion process. In the reacting 

condition, the liquid-phase penetration is slightly longer with the shorter dwell time. However, the pilot injection 

duration shows slighter impact. The longer dwell time contributes to more total soot mass while the different pilot 

injection duration barely affect the total soot mass of the main injection.   

Keywords 

Diesel; two-stage injection; Soot; Combustion chamber 

INTRODUCTION 

Diesel engines have been employed extensively due to its outstanding efficiency and power output. However, 

enormous soot emission from the conventional diesel cannot meet the strict emission regulation. Multiple injection 

technology has been a practical method to reduce the carbon-monoxide (CO), unburned hydrocarbons (UHC), NOx 

and soot emissions without the penalty of fuel consumption [1][2][3]. Interactions between the individual injections 

in a multiple injection process are the key to comprehend the soot generation mechanism which could reduce soot 

emission [1][3]. In the previous literatures, multiple injections have shown potent for simultaneous reduction of NOx 

and soot emission in the diesel engine [4][5][6][7].  

In non-reacting conditions, the spray of the main injection penetrates faster within a shorter dwell time investigated 

by Mie-scatter and CFD models [8]. When the two-stage injection duration are same, the second injection vapor 

phase penetration is longer and faster [9][10][11][12]. For combustion characteristics, ignition delay of main injection 

is much shorter than that of the pilot injection and it may be shorter or longer with the dwell time increasing due to 

the different entrainment of surrounding gas [8]. In the multiple injection strategy investigation, the dwell time 

between injections and the pilot injection duration were seen as the two main factors. Seong-Young Lee et al. [13] 

found that it exists a slight reduction of the soot mass at the 0.3/0.65/1.2 ms condition. Fang et al. [14]measured 

the soot production of the biomass to liquid fuel using multiband flame measurement and two-color pyrometry. They 

found that the pilot injection results in a lower soot level compared with single injection with the same injection 

quality, while the pilot injection shown little impact on No. 2 diesel soot generation. However, in the study of [15], 

more fuel quantity during the first injection resulted in less soot emission with no increase in NOx emission when 

the pilot injection quantity is relative small to the main injection. Coupling the two factors, Carlucci et al. [16] found 

that both injection timing and duration show similar effect on the soot formation and oxidation. From the discussion 

before, in conslusion the soot formation in the multiple injection strategy isn’t still precisely understanding.   

In this study, the ignition delay, reacting spray liquid length and total soot mass evolution of 0# fossil diesel were 

measured in a high-temperature high-pressure constant volume combustion chamber, the objective is to explore 

the effects on soot formation of 0# diesel under different dwell time and pilot injection duration in the constant 

volume chamber. In the next research, the dwell time will be extended. Schlieren and OH chemiluminescence 

imaging are going to be used for further analysis.   

The rest of this article is structured as follows: the material and methods section present the test rig, test matrix and 

optical setup. Results are composed of three sections: ignition delay, the reacting spray liquid length, the spatial 

soot concentration distribution and total soot mass evolution under dwell time and pilot injection duration.   
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Material and methods 

Test Rig  

The experiments were carried out in a high-temperature high-pressure constant volume combustion chamber. The 

cross section of the chamber is depicted in Fig. 1. Optical access is provided by four quartz windows at each side, 

100 mm in diameter and 70 mm thick. The volume of the chamber is 12 liters, including the volume of the heating 

cartridges which are installed at the bottom inside the chamber. A single-hole injector with 0.18 mm diameter nozzle 

was mounted at the top of the chamber. The gas inside the chamber is injected by the high-pressure air holders 

and controlled by the inlet and outlet valves mounted at the bottom of the chamber. More details on the experimental 

equipment can be found in Ref. [17]. 

 

Fig. 1. Schematic of experimental setup 

 

Test matrix 

The operating condition of ignition delay and soot mass tests was maintained with ambient temperature 900 K, 

ambient pressure 45 bar and injection pressure 150 MPa. The gas inside the chamber was pure air. Point 1 was 

employed for ignition delay and all the points was used for the soot evolution and reacting spray liquid length tests. 

In the study, all the set time were energizing timing. A wide range of dwell time (DT=400 μs,600 μs ,800 μs) was 

tested at a fixed pilot injection and the actual dwell time defined as the interval time of the beginning timing of the 

two-stage injection is 667 μs, 1066 μs and 1366 μs, respectively. The pilot injection energizing time (PIE) sweeps 

from 532 μs to 709 μs and the main injection(MI) is constant at 1773 μs energizing time. The single injection was 

seen as the reference. During the measurement, each condition was set as 10 times, and the interval 10 s to decline 

the uncertainty of the slight fluctuation of ambient temperature and pressure between two injections. The detailed 

test matrix is given in Table 1. 

Table 1. Test matrix 

 

Optical setup 

Several optical diagnostics were employed in the measurements. Small aperture direct high-speed imaging was 

used for ignition delay and high-speed diffused back-illumination extinction imaging (DBIEI) was employed for soot 

mass evolution and liquid length in oxydic conditions.  

Diffused background illumination extinction imaging  

Fig. 1 shows the schematic of optical setup for DBIEI measurement. The setup implemented in this work consists 

of a pulse LED illumination system and a high-speed camera on opposing side of the spray in a line-of-sight 

arrangement. The pulse LED (140 W) triggered by the high-speed camera provides the successively stroboscopic 

light. The Fresnel lens (d=100 mm, f=72 mm) mounted close to the access window was used to magnify the 

illumination intensity and background light area. The engineer diffuser (a=203 mm, α=20°) directs a bundle of 

Points PIE [μs] MI [μs] DT [μs] 

1 532 1773 400,600,800 

2 621 1773 800 

3 709 1773 800 

4 0 1773 0 
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diffused rays that will reduce beam steering caused by gas density gradients with minimal light intensity loss in high-

temperature conditions.  

The transmitted light of the LED and flame luminosity was collected by high-speed CMOS camera running at 60 

kHz (Photron SA-Z). The camera lens used was a 105-mm f/2.8 Nikkor lens. The filter used was a 450 nm band-

pass filter (FWHM 10 nm). The convex lens (d=150 mm, f=400 mm) was employed dwindle the images size that 

focused on the lens of the camera. The measurement mechanism of DBIEI technology is based on Beer-Lambert 

Law [18]: 

0

exp( )
flameI I

KL
I


                                                                    (1) 

In Eq.1, I is the sum of the transmitted LED intensity and the flame natural luminosity, Iflame is the flame intensity 

corrected between every two successive LED pulses, I0 is the incident intensity acquired at the time of injection, K 

is the dimensional extinction coefficient and L is the path length through the soot cloud. Soot volume fraction is 

based on small particle Mie theory [18][19]: 

v

e

f k
k


                                                                            (2) 

Where fv is soot volume fraction, λ is the wavelength of the captured light 450 nm, 𝑘𝑒 is the dimensionless optical 

extinction coefficient. 𝑘𝑒 can be obtained from the Rayleigh-Debye-Gans (RDG) theory as 𝑘𝑒=7.61. The details of 

the RDG theory and all the parameters used for calculating the 𝑘𝑒 are referenced from [19][21]. As a consequence, 

the sum of soot mass (msoot) along the line-of-sight at each pixel was derived from Eq.3 using an assumed density 

of 1.8 g/cm3 for soot (ρ) [22]. 

soot

e

m KL pixel





  area                                                        (3) 

Ignition delay and liquid-phase penetration 

For the ignition delay measurement, the transient combustion process images were captured by the same high 

speed camera with DBIEI at 60000 frames per second with a resolution of 896×368 pixels and an exposure time of 

0.248 μs.  

As mentioned before, the DBIEI is based on the light extinction by the soot particles. Obviously, the liquid phase 

can reduce the light intensity and the sign can be shown in the window. Moreover, the spray penetrates from the 

left to the right in the access. The liquid length (LL) was also quantified from DBIEI images following the approach 

recommended from Engine Combustion Network (ECN) [23]. The only difference is that the temporal liquid length 

evolution here was obtained from images averaged from 10 repetitions at each time position rather than just a one 

time-averaged value. The details for this process can be found in [24].  

Results and discussion    

Flame luminosity and ignition delay 

Fig. 2 shows the time-sequence flame luminosity images after the start of the main injection (AMI) for the Point 1. 

For all the dwell time, main combustion started while the pilot combustion was still active. It means that the dwell 

time should be extended for further investigation. As the DT became longer, main combustion started when the pilot 

combustion was extinguished, as shown in the cases DT=600 μs, 800 μs. Under all dwell time, the flame of the 

main injection tends to be stable after 1 ms AMI. 

Fig. 3 shows the ignition delay of pilot injection, main injection and the lag time between them. It can be found that 

the ignition delay of all DT cases was shorter than the single injection, when ignition delay was observed to be 

approximately 0.73 ms. One thing should be pointed that the ignition delay was elapsed time from the start of the 

main injection. Short dwell time in two-stage injection would reduce the premixed combustion phase and the slightly 

increased surrounding gas temperature enhance main injection combustion process. For the case DT=400 μs, the 

fresh air was consumed by the pilot injection and the main injection phase was ignited in a high-concentration 

exhaust lately due to the fresh air consumption in the pilot combustion. With the dwell time increasing, the ID of the 

main injection is shorter because of the increased space for a better combustion mixture, which can be seen at 0.5 

ms AMI in DT=800 μs case.  
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Fig. 2. Pilot and main flame luminosity after main injection (AMI) for DT=400 μs (left column), DT=600 μs (middle column), and 

DT=800 μs (right column) 

 
Fig. 3. Ignition delay with different dwell time (DT=400 μs,600 μs,800 μs) 

Liquid length 

Previous research shows that the LL has a great influence on the spray combustion and emission characteristics. 

Proper LL contributes to a good fuel/air mixing, while long liquid phase impinges on the piston bowl wall leading to 

a larger soot emission and reduced engine efficiency [25]. In-house image processing using Matlab from 

experimental shadowgraph images provided measurements of vapor penetration shown in Fig. 4.  

Shown in the Fig. 4, it can be found that the reacting LL has been stabilized in all cases after 500 μs AMI. From Fig. 

4 (a), it can be seen that the LL of DT=400 μs is slightly higher than that of the other cases during the time from 500 

μs AMI to 1500 μs AMI. However, the DT has no significant effect on the LL after 2000 μs AMI. Liquid-phase 

penetration is more associated with the ambient gas density and fuel density and viscosity. This trend is different 

with the spray-vapor penetration under two-stage injection. Coupled with Fig. 3, the spray in MI needs more time to 

ignite the spray due to low fresh air concentration. In Fig. 4 (b), it is shown that the LL overlap in the main evolution 

in all pilot injection cases. The results were found to be identical with the research in [8].  
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        (a)  Vapor penetvolumen length for DT                    (b)  Vapor penetration length for pilot 

Fig. 4. Vapor penetration length for DT=400 μs, 600 μs, 800 μs, (a) and PIE=532 μs, 621 μs, 709 μs, (b) 

Soot analysis 

Taking into consideration Fig. 3, the stabilized time for comparison which was chosen for the study is kept constant 

at 2.5 ms AMI. Fig. 5 shows the typical combustion process of all PIE energizing timings and the single injection 

(without pilot injection) as the reference. The time chosen is 0.2 ms, 0.5 ms, 1 ms and 2.5 ms AMI. The yellow 

vertical line marks the illumination limitation. As mentioned before, the extinction in the left part inside the picture is 

the spray liquid.  

Shown in Fig. 5, soot intensity can be found near the tip of the spray at 0.25 ms AMI in the case DT=800 μs. 

However, the spray is not obvious in the case DT=400 μs. It may be caused by the dissatisfaction with the injector 

needle electromechanical delay due to the such short dwell time. It can also be found that the highest soot 

concentration located in the middle section of the flame at 0.5 ms AMI that is consistent with the results in [8]. 

Generally, the high temperature and high C/O location exists near the flame in the diffused flame combustion. In 

addition, the highest soot concentration appears in the tip of the flame. However, the soot in the flame tip is much 

lower than that in the middle of the flame. Similar to the results of ignition delay in dwell time, the longer dwell time 

accelerates the soot formation in main injection due to the wide space between two flames for entrainment. Lack of 

the interactive effect of multiple injection, it needs more time for the reference case to reach the soot formation 

environment. In addition, the soot concentration of main injection is lowest in the case DT=400 μs. At the time of 

2.5 ms AMI, it can also be found that the soot formation increases with the longer dwell time. Especially, the soot 

concentration of the main injection in DT=400 μs is slightly lower than that in single injection. shown in the soot 

distribution evolution, the soot formation is obviously affected by the surrounding emission caused by the pilot 

injection. The main injection spray was ignited in the burning environment caused by the pilot injection combustion. 

Fig. 6 gives the total soot mass of all DT cases. The first soot peak level also appears in all cases which is also 

observed in [26]. It can be seen that the soot peak level and the total soot mass are higher than others when the 

dwell time became longer.           

Fig. 7 shows the soot distribution of all PIE cases, the 2-D soot concentration distribution was shown in the Fig. 7(a) 

and the total soot mass evolution was shown in the Fig. 7(b). From the Fig. 7(a), it can be seen that the soot 

formation of the main under PIE cases is slightly higher than that of the reference. However, the pilot injection 

duration has no significant effect on the soot formation. Fig. 7(b) shows the soot mass evolution of pilot injection 

duration. It exists overlap among three pilot injection duration in the time between 2.5 ms to 3.5 ms after the first 

energizing timing. In the whole evolution, the main injection soot mass has no difference except the lower in the 

case PIE=621 μs. 
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Fig. 5. Soot evolution of DT cases 

 
Fig. 6. Soot mass evolution of DT cases 

              
               (a) 2-D soot concentration                       (b) Total soot mass evolution 

Fig. 7. Soot distribution of PIE cases 

Conclusions 

In the paper, BDIEI technique was employed to detect liquid length and total soot mass, ignition delay was 

investigated by direct high-speed camera. The test matrix contains different DT (400 μs, 600 μs, 800 μs) and PIE 

(532 μs, 621 μs, 709 μs). The constant ambient condition inside the chamber is ambient temperature 900 K, injection 

pressure 150 MPa and ambient gas pressure 45 bar. All the points were measured in a constant volume combustion 

chamber equipped with a single-hole injector. The fuel used is 0# diesel. Conclusions are summarized as follows: 

 In a such short dwell time, ignition delay decreases with the increasing dwell time, and the flame boundary of 

two injection is blurry in the case DT=400 μs. DT=400 μs is dissatisfied with the injector needle delay 

 For the liquid length, shorter dwell time leads to slightly longer liquid-phase penetration. However, pilot/main 

ratio shows slight impact, all the curves are overlapped. 
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 It can be seen that the max soot concentration is located in the center of the soot distribution. The soot 

formation of the reference is lower than that of the DT cases, except the DT=400 μs is similar. In the total soot 

mass evolution, the first peak level is found in all cases except the reference. The comparison shows that the 

total soot mass increases with the increase of dwell time while the pilot injection duration shows no effect. In 

all the comparison, the soot production of the main injection in the two-stage injections are higher than that of 

the reference.   

Nomenclature 

K          dimensional extinction coefficient [1/m] 

L          path length through the soot cloud [m] 

λ incident light wavelength [nm] 

𝑘𝑒         non-dimensional extinction coefficient 

fv               soot volume fraction 

msoot          soot mass [ug] 

ρ          soot density [g/cm3] 

pixelarea   actual square present by pixel [mm2] 
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Abstract
The spray pattern of high-pressure multi-hole injectors as well as the atomization process are of uttermost impor-
tance regarding efficiency and emissions in gasoline combustion engines. Ensuring optimal homogenization while
meeting the engine individual specifications regarding spray targeting and massflow is a crucial development goal.
High effort is put on the layout of the nozzle seat to meet the engine requirements. Success is only possible with a
deep knowledge of the influencing quantities, considering that many design parameters affect the inner nozzle flow.
Based on this knowledge improvement in spray penetration length and atomization can be achieved.
In the current investigation a segment model of the injector is considered. A fully automated, highly parallelized
workflow enables a systematic examination of the constrained design space with acceptable computational time.
The CFD workflow is implemented in the OPtimization Algorithm Library++ (OPAL++) developed at the “Otto von
Guericke” University of Magdeburg.
First, inner nozzle flow 3D-CFD calculations of two selected nozzle geometries are validated by comparison with
shadowgraphy and Long-Distance-Microscope (LDM) measurements. Using these simulations, correlations be-
tween nozzle flow parameters and the key spray characteristics, serving as optimization objectives, are analyzed.
Second, a Design-of-Experiment (DoE) is created to understand the interdependency between design variables
and objectives. Based on the DoE, metamodels are constructed, validated, compared with each other and used for
optimization. Afterwards, a direct 3D CFD-optimization is carried out for the nozzle geometry. It relies on a Genetic
Algorithm in OPAL++ to identify the Pareto front of the multi-objective problem. Finally, the Pareto front is analyzed
and conclusions are drawn for future research.

Keywords
Nozzle flow, High Pressure Injector, CFD, Metamodeling, Genetic Algorithm, Optimization

Introduction
In the recent years the demand for high power output and high efficiency combined with stricter emission regulations
has led to a broad use of Gasoline Direct Injection (GDI) engines. To fulfill the engine individual requirements as well
as the legislation emission regulations high development effort was put towards the injection system. Different fields
of investigations cover system pressure, type and position of injector, injection timing as well as geometric studies of
the key valve seat parameter, e.g. [17,22]. The latter are principally responsible for the primary spray characteristics
like spray plume trajectory, spray plume cone angle, atomization and penetration. Further engine-specific demands,
e.g., cylinder geometry, charge motion, mass flow rate, etc., require a flexible design. The designs of nozzle seat
and spray hole are crucial for the development of current combustion systems [11,21].
Most published studies consider only a few designs obtained by changing a single parameter [14,15,20]. For multi-
hole high pressure gasoline injectors the manufacturing process has reached a high degree of design flexibility, e.g.,
due to laser-drilled spray holes. A systematic exploration of this design space with manufactured injectors would be
very expensive and time consuming. However, rising computational power together with more efficient simulation
models opens the field for extensive design parameter studies; it is then possible to use genetic algorithms (GA) for
design optimization. Optimization based on Computational Fluid Dynamics (abbreviated CFD-O) with the help of
GA has been already successfully applied to various engineering problems, e.g., [7,8]. In the present paper the goal
of the optimization is to achieve the best possible atomization and to lower the penetration length of a single plume
by maximizing the Turbulent Kinetic Energy (TKE) and the spray opening angle β at the spray hole outlet plane.
For this purpose, four design variables are selected: spray hole length shl, spray hole conicity shcon, counterbore
diameter cbd and the wall thickness wt of the valve seat.
Current state-of-the-art computational fluid dynamic (CFD) methods are capable to predict the massflow and spray
characteristics with sufficient accuracy. In the present study idealized conditions (1 bar cylinder pressure with an in-
compressible and isothermal flow at 20 ◦C) are applied to the Reynolds-averaged Navier-Stokes (RANS) simulation
method using an Eulerian multiphase treatment. The setup is first validated with Long Distance Microscope (LDM)
and shadowgraphy measurements of a generic two-hole injector. Correlations between the two chosen objectives
and the nozzle flow data from the simulations are identified.
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As 3D-CFD simulations of the inner nozzle flow are still computationally time-consuming, only a segment of the
injector with a smaller computational domain is considered. A fully automatic workflow is set up consisting of geom-
etry creation, meshing, definition and solving of the problem, postprocessing as well as coupling with the GA. Using
OPAL++, approximation models can be considered, so that response surface models (RSM) are built on a design
of experiments (DoE), like suggested in [16, 18, 19]. For each objective a RSM is built by a regression analysis
and used to identify interrelationships between design variables and objectives. Furthermore, the RSM models are
deployed to a multi-objective optimization process, which later is compared with the results of a pure CFD-based
optimization.

Geometry and Numerical Method
Figure 1 shows the high pressure gasoline injector (left), the valve seat including the pintle (middle) and the sim-
ulation domain of a segment model (right). To better understand the interdependency between inner nozzle flow
simulations and spray characteristics, measurements were performed with a purpose-built two-hole injector, each
hole arranged at the same radius from the injector axis at 180 ◦ circumferential spacing. The nozzle inclination
angles α, skew angle between vertical injector axis and spray hole axis, are 10 ◦ - hereinafter referred to as “SH1”
- and 50 ◦ - hereinafter referred to as “SH2” - leading to two different sharp bends at the transition from the nozzle
seat to the spray hole inlet. This region of transition influences the highly transient, non-homogeneous and turbulent
inner nozzle flow. Therefore it is indispensable that the numerical model should reflect the flow characteristics of
both holes. The remaining geometric parameter of the two holes are identical. The length-to-diameter ratio shl/shd

of the slightly diverging hole with conicity angle shcon is approximately 1 with a nozzle length shl of order 200 µm.
A cylindrical “counterbore” with length-to-diameter ratio cbl/cbd of approximately 0.75 is attached to the nozzle. The
wall thickness wt of the valve seat is hence the sum of spray hole and counterbore length. Figure 2 depicts the
parameter being investigated in the present study. Compared to production type multi-hole injectors the nozzle flow
and spray plume interaction for the two-hole injector is, due to the distance, negligible [10]. The assumption of spray
hole independency permits the analysis of a segment model representing one single hole from a five-hole injector.
The simulation domain covers the smallest gap between pintle and valve seat, the spray hole with downstream
counterbore and the cylinder volume, partly represented by an ambient domain ending after an axial expansion of
0.5 mm, like depicted in Figure 1. All subsequent investigations do not include pintle motion as this phase is only
about ten percent of the whole injection duration. Thus this impact on the penetration length is negligible for a typical
homogeneous gasoline combustion process. Additionally limited computational effort required for CFD-O can be
ensured. Hence, the transient simulations are performed for a static geometry with a pintle displacement at full lift.

GDI-Injector Valve-Seat Segment model 

Inlet

Environment

Symmetry

Wall

SH Outlet

PH Outlet

Figure 1. Simulation domain of segment model [23]

ANSYS CFX, a commercial CFD tool, is employed to simulate the two-component and two-phase flow (n-heptane,
n-heptane vapor, air) of the high-pressure injector. The three-fluid system is represented with a homogeneous
model, an Eulerian-Eulerian method where all phases share a single velocity field [24]. Mass transfer between
fuel and fuel vapor is considered with the use of the Rayleigh-Plesset cavitation model. Turbulence is treated with
the RANS approach where flow variables are decomposed into mean and fluctuation terms. Stochastic effects of
turbulence is represented through the two additional transport equations of the k-ω-SST turbulence model, used
to close the system of partial differential RANS equations for mass and momentum conservation. Furthermore,
the flow is considered as incompressible and isothermal at 293.15 K. A total pressure of 200 bar serves as inlet
boundary condition and an opening with a reference pressure of 1 bar is applied to the boundaries of the ambient
domain. The sidewalls are treated as symmetry planes.
The simulation setup for validation covers a physical time of 0.125 ms with a timestep of 10−7 seconds. As the
flow field has to develop from rest the analysis starts after 0.025 ms. ANSYS CFX uses the Finite Volume Method
for spatial discretization so that a hexahedral mesh is generated with ANSYS Meshing. Mesh refinements in the
regions of high pressure and velocity gradients, i.e., close to the walls, in the spray hole and counterbore, ensure
an adequate solution of the complex 3D-flow. Results from a preliminary mesh study lead to the mesh consisting of
roughly 3 million nodes with average axial cell size in the spray hole of 3.5 µm.
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shcon

cbd

shl

shd

cbl
wt

Figure 2. Geometry parameter

Validation and Correlations
To validate the simulation setup, the outflow and the spray in the nearfield of the injector are recorded with a Long-
Distance-Microscope (LDM) at 100 kHz in a spray chamber. Additionally, shadowgraphy measurements at 25 kHz
visualize the penetration for a large image section of 124 mm × 100 mm.

Table 1. Simulation setup and measurement conditions

Pressure Fuel Temperature Chamber Duration
difference fluid

Measurement 200 bar n-heptane 293.15 K N2 1.5 ms
Simulation 200 bar n-heptane 293.15 K Air 0.125 ms

The conditions of the spray chamber compared to the simulation setup are given in Table 1. For safety reason the
spray chamber is purged with N2 instead of air, as used in the simulation setup. For the spray chamber tests a
realistic injection duration of 1.5 ms is chosen to ensure a static massflow in the middle of the injection sequence.
First, shadowgraphy measurements (Figure 3) visualize the spray plume penetration with a frequency of 200 µs.
The pintle motion at the beginning of injection results in a lower penetration for SH2, however, this effect levels out
so that after 1000 µs the penetration length of both holes is approximately equal.

200 µs ASOI 400 µs ASOI 600 µs ASOI 800 µs ASOI 1000 µs ASOI

Figure 3. Shadowgraphy at five timesteps

Then, the simulation results of the segment model are compared with LDM measurements of the two single plumes.
Figure 4 shows the spray in the injector nearfield after an injection duration of approximately 1 ms. The fuel is
represented by isosurfaces with a constant volume fraction of 0.1 colored with the corresponding velocity. The red
lines represents the plume opening angle β closest to the counterbore exit plane. In Table 2 the penetration after
600 µs is linked to the spray opening angle, confirming the expected relationship of a declining penetration with
increasing opening angle. Furthermore, the direction of the simulated spray plumes match the measured ones, see
Figure 4. It is worth noting that the RANS simulation shows a starting breakup, so that also the onset the atomization
process is approximately covered. Anyhow, the focus of this paper will be limited to the spray opening angle β.
Figure 5 shows contours of fuel volume fraction as well as velocity vectors to compare the spray direction and spray
opening angle β. With help of the nozzle flow data the measured and simulated spray opening angles β can be
analyzed, see Table 2. The simulation is able to predict the opening angle for both holes at the counterbore exit
planes in close agreement with the measurement. The simulated β-angles are for both holes approximately two
degree too low, which can also be slightly seen in Figure 4. However, it is crucial to note that SH2 has, compared
to SH1, an almost two degree higher opening angle in the simulation as well as in the measurements. Hence, the
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Figure 4. LDM vs. simulated isosurfaces

correlation between spray opening angle and penetration length is found identically in simulation and experiment.
To limit computational effort, the spray opening angle at the spray hole outlet will be used as an objective for the
optimization tasks. At this plane the simulated values are higher, as the spray guidance of the counterbore walls is
missing, see Table 2. Hence, the described tendency is even more intense at this plane, leading to a high β-angle
of 42.94 ◦ for SH2 compared to 32.10 ◦ for SH1.

Table 2. Correlations between measurements, objective β and inner nozzle flow data

Geometry Measured Simulation at Outlet of
referred as α Penetration (600µs) β β CB β SH

SH1 10 ◦ 58.13 mm 24.55 ◦ 22.82 ◦ 32.10 ◦

SH2 50 ◦ 56.40 mm 26.68 ◦ 24.96 ◦ 42.94 ◦

1.0

0.0

0.5

Vector:

Velocity [m/s]

Contour:

Fuel Volume

Fraction [-]

175

200

225

SH1 SH2

Figure 5. Distribution of fuel volume fraction and velocity vectors

Finally the validation shows that the simulation setup is able to capture the nozzle flow characteristics. A correlation
between the objective (low spray penetration) and the spray opening angle β can be clearly seen. The values of
the predicted spray opening angle β at counterbore outlet are in close agreement to the measured angles. At spray
hole exit, much higher values are found, but the proper tendency can be clearly identified. Thus, the β angle at
spray hole exit can be used for optimization.

Metamodeling and Optimization
The aim of a multi-objective problem is to improve simultaneously the values of all, at least two, objectives, without
violating any predefined constraint. A minimization problem can, without any loss of generality, be defined as in
equation 1,

minx∈Rny(x), with y(x) = (f1(x), f2(x), ..., fm(x)), m = 1, 2, ...,M (1)

subject to gk(x) ≤ 0, k = 1, 2, ...,K

hl(x) = 0, l = 1, 2, ..., L

x
l
i ≤ xi ≤ x

u
i , i = 1, 2, ..., N

where x is the N -dimensional vector of design variables, fm(x) are the M objective functions, gk(x) are the K

inequality constraints and hl(x) are the L equality constraints. In the present study only inequality constraints are
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used (L = 0) so that the feasible design space X must satisfy the K inequality constraints, lay in between the lower
x
l
i and upper xu

i parameter boundaries and be part of Rn (xn ∈ Xn ∈ Rn). The definition of the multi-objective
minimization problem is given in equation 2.

O : y(x)
x

−→ min, with x
n ∈ Xn (2)

As the selected objectives might be incompatible with each other, a global optimum often does not exist for a
multi-objective problem. Hence, comparing two designs and deciding which one is better can become difficult or
even impossible. Pareto-dominance is a sorting method that allows identification of the best design from a set of
solutions. This method delivers an a posteriori analysis and is defined as follows:

x̂ ≺ x ⇔

{

∀ i ∈ [1...M ] : fi(x̂) ≤ fi(x)

∃ j ∈ [1...M ] : fj(x̂) < fj(x)
(3)

Pareto-dominance in equation 3 states that design variable x̂ dominates design variable x if f(x̂) is not worse for
each objective i of f(x) and is at least better in one objective fj(x). A dominant design x̂ is always the preferred
solution. With this analysis, the optimization process delivers the Pareto front, i.e. a set of non-dominated solutions,
defined as:

P (X) := {x ∈ X | ∄ x̂ ∈ X : x̂ ≺ x} (4)

Equation 4 states that all Pareto-optimal solutions are of the same quality. The final goal is to find as many as
possible Pareto-optimal solutions in one single run [5]. Except for some simple analytical cases the exact Pareto
front cannot be reached, so that iterative methods are required to approximate the front [3,13]. Genetic Algorithms
are easy to use, widely applicable, and deliver a global optimum. They are therefore broadly used as search and
optimization tools [4]. GA use the principle of natural selection including semi-stochastic processes. There are
many common GA available [9]. NSGA-II is one of the most well-known approach for multi objective optimization
problems [5]. The detailed implementation of the NSGA-II algorithm in OPAL++, e.g. dominance, constraint han-
dling and validity, can be found in [2].
To initialize the population various DoE approaches exist [1,12]. Based on the first generation a new set of individu-
als, the offspring, are generated using the genetic operators selection, crossover and mutation. During the iterative
optimization process the GA prefer the individuals with high performance for further genetic operations. Therefore,
the new offspring will drift iteratively towards the Pareto front.

Table 3. Optimization settings

Design variable Objectives at SH Outlet
cbd shcon shl wt β TKE

Lower bound 300 µm 0 ◦ 125 µm 300 µm - -
Upper bound 550 µm 25 ◦ 250 µm 600 µm max max

Table 3 represents the four input parameters with their ranges and the two objectives: maximize TKE and β at the
spray hole outlet. Furthermore, a minimum counterbore length is set with an inequality constraint g1(x). To construct
a polynomial approximation for the described problem a DoE of size 142 is first generated using Sobol sampling,
a quasi-random sequence delivering a uniform distribution. This method is recommended for limited sample sizes,
as here [1]. Based on the DoE an Iterative Reweighted Least Square (IR_LSQ), a global polynomial regression
method of total order three is applied as a Response Surface having 35 coefficients cm. The estimated value s of
the IR_LSQ is given by:

s(x) = p
T (x)cm (5)

with p
T (x) = [p1(x), p2(x), ...pm(x)]

The unknown coefficients cm are iteratively determined by minimizing the weighted least square errors between
predicted values s and the simulated values Y at the N sample points:

N
∑

i=1

[

p
T (xi)cm − Y

]2
c
−→ min (6)

Due to software failures, poor mesh quality or constraint violations 37 design have been found to be invalid, so that
in total 105 designs have been evaluated on a High Performance Computing (HPC) cluster. In Figure 6 a poor fit for
the objective TKE is seen with a R-square value of only 0.34. This result could probably be improved by adding more
coefficients to the IR_LSQ model [6], which is here impossible due to the high computational effort of each single
evaluation. Especially the prediction of the individual with a simulated TKE of approx. 300 m2/s2 is poor, showing
that the metamodel does not properly predict the region of interest (high TKE values). Fortunately, the predicted
values for the spray opening angle β show over the whole range an excellent agreement with the simulated ones,
see Figure 7.
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In Figure 8 the 3D-response for TKE and in Figure 9 the response for β over the spray hole conicity shcon and wall
thickness wt of the nozzle seat are shown. The two normalized 3D-responses are only valid for selected values of
counterbore diameter and spray hole length (cbd = 400 µm, shl = 200 µm). For this configuration the spray opening
angle β is dominated by the spray hole conicity shcon, leading to a higher spray opening angle β when decreasing
spray hole conicity shcon.
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The two IR_LSQ models are then used in a metamodel-driven optimization, which evaluates a parameter set by
using two algebraic equations. This fast evaluation allows a NSGA-II multi-objective optimization with a large pop-
ulation size of 200 for 50 generations. Figure 10 shows the distribution of the DoE, the Pareto front of the first
and of the last (50th), generation. Additionally, three design points (ID1 - ID3), at the most meaningful positions of
the Pareto front, are selected for validation; the corresponding CFD results are shown with colored triangles. In
agreement with Figure 7, the prediction of β obtained by CFD agrees with the metamodel; the triangles stay roughly
at the same height in the diagram; however, CFD leads to a much different value of TKE, so that the triangles are
widely shifted to the left side.
Figure 11 links the objectives of the three selected Pareto-optimal solutions with the design variables. The TKE
at spray hole outlet plane as well as velocity vectors are also shown. All configurations correspond to the lowest
possible counterbore diameter and spray hole length. The high difference in spray opening angle β between ID1
and the rest of the Pareto-optimal solutions is due to the small spray hole conicity and the highest possible wall
thickness. ID2 and ID3 correspond to small geometry changes in wall thickness and spray hole conicity. Therefore,
the simulated results from ID2 and ID3 only differ slightly from each other. It appears that TKE metamodel shows
excessive sensitivity, leading to poor prediction accuracy, especially in the region of high TKE values.
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Figure 11. Geometry and flow of Pareto-optimal designs

In order to check how the true Pareto front looks like, a direct multi objective optimization with the NSGA-II algorithm
has been carried out. Unfortunately, due to computational cost, it involves only a population size of 48. Figure 12
depicts the DoE and the Pareto front of the first and last (10th) generation. A design improvement can clearly be
seen as the whole Pareto front moves towards the top-right corner. Again, three meaningful optimal individuals have
been selected for a detailed analysis, illustrated in Figure 13.
A low spray hole conicity shows a positive effect on TKE and on β, so that all three designs correspond to minimal
conicity. A broader range for this parameter could deliver even better designs. The remaining three design variables
show large differences within the Pareto-optimal solutions. For the spray hole length two contradictory trends can be
observed for the objectives: The higher the spray hole length, the higher the TKE; the lower the spray hole length,
the higher the spray opening angle β. ID1 has the maximum TKE with an intermediate counterbore diameter, a
maximum spray hole length and a low wall thickness resulting in a very short counterbore length. On the opposite,
ID5 shows the highest simulated value in β, but a low TKE value.
Like in the validation section, the flow is investigated with the help of contours representing the fuel volume fraction
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and velocity vectors (Figure 14). The volume fractions at the bottom show the distributions at the opening boundary
of the segment model. Looking at the velocity vectors it is confirmed that a longer spray hole leads to a lower β
angle. Therefore, ID5 shows the widest spread of the spray plume. The trends detected by the direct optimization
can also be seen further downstream, e.g. at the counterbore outlet and at the boundary condition of the simulation
domain.
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Figure 14. Distribution of Fuel Volume Fraction and velocity vectors

Conclusions
The RANS simulation setup of a segment model has the capability to reveal the main flow characteristics for a
GDI inner nozzle flow. A comparison with LDM and shadowgraphy measurements show correct trends concerning
spray direction, spray opening angle and distribution of the plume at counterbore outlet. First correlations between
inner nozzle flow and penetration length have been derived and used as objective functions for a multi-objective
optimization. Reaching a low penetration while conserving a high turbulent breakup should be obtained thanks to a
high TKE and a high spray opening angle at the spray hole outlet.
An optimization setup with four design variables has been presented. Response surfaces (IR_LSQ of order three)
for a Sobol-sampled DoE containing 105 valid design points have been analyzed leading to following conclusions:

• The metamodel for the spray opening angle β shows promising results and is suitable for optimization.

• The TKE-metamodel is not accurate enough to capture the influence of geometry changes.

Hence, selected Pareto-optimal solutions of the metamodel-based optimization show high deviations in TKE when
comparing with CFD. For comparison with this fast metamodel optimization, a computationally challenging direct
optimization was carried out using NSGA2 within approximately 250,000 CPU hours. After 10 generations with a
population size of 48, considerably improved designs can be obtained. The two most noticeable results affecting
nozzle design are:

1. A low spray hole conicity has a positive effect for both objectives. Therefore, all the optimal solutions nearly
share the lowest possible spray hole conicity.

2. The longer the spray hole length, the lower the spray opening angle, but the higher the TKE.
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The use of GA for nozzle seat optimization will be pursued. The parameter range for the investigated variables will
be increased towards manufacturing constraints. The influence of turbulence modelling on complex nozzle flows
will be further investigated by comparing the results of RANS with LES (Large-Eddy-Simulations). Using a second
validation case, the prediction reliability of the simulation model regarding spray plume penetration will be verified,
increasing confidence in the presented approach.
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Nomenclature

DoE Design-of-Experience
LDM Long-Distance-Microscope
GDI Gasoline-Direct-Injection
CFD Computational Fluid Dynamics
CFD-O CFD-Optimization
GA Genetic Algorithm
RSM Response Surface Method
RANS Reynolds Averaged Navier Stokes
LES Large-Eddy-Simulation
IR_LSQ Iterative Reweighted Least Square

HPC High Performance Computing
NSGA Non-Sorting Genetic Algorithm
TKE Turbulent Kinetic Energy [m2 s−2]
cbd counterbore diameter [µm]
shd spray hole diameter [µm]
shcon spray hole conicity [deg]
shl spray hole length [µm]
wt wall thickness [µm]
α inclination angle of spray hole [deg]
β spray plume opening angle [deg]
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Abstract
Cavitation is a phenomenon affected considerably by the underlying pressure waves that occur on similar time
and length scales as the bubble dynamics. Thus appropriate representation of wave dynamics within numerical
frameworks is of paramount importance for the prediction of the phase change process in the nozzle as well as the
subsequent spray formation. In this paper we focus on investigating the sensitivity of the wave dynamics within a
compressible Large Eddy Simulation framework with regards to downstream geometry and boundary representa-
tion. Diesel was used as working fluid and was injected at various pressures through a micro-channel. Results in
terms of vapour fraction, velocity and pressure are compared with the experimental data of Winklhofer [30,31]. The
downstream domain length and reflectivity properties are shown to exert a significant effect on in-nozzle processes.

Keywords
cavitation, LES, pressure waves, OpenFOAM

Introduction
The term cavitation is used to describe the phenomenon of vapour production within a homogeneous liquid due to
the pressure reduction below the vapour pressure of the liquid. Dynamically occurring cavitation arises when the
local flow conditions are such that the fluid detaches from a wall (sometimes at a "salient point" such as a corner)
and if the associated streamline curvature is sufficiently small, low pressure regions are formed on the surface as
in propellers, hydrofoils etc. A different mechanism can arise in orifices and nozzles, where the high speed flow
through the throat causes - essentially according to Bernoulli’s theorem - so that this local low pressure arises far
from walls and cavitation is generated within the stream. An example of the latter cavitation is Craya-Curtet co-
flowing, confined jets where the entrainment rate may be strong enough to generate pressures below the vapour
pressure and hence cavitate [3]. A more comprehensive review of the various forms of cavitation may be found in
Franc [12], Bergant [4], Dumont [6] and Arndt [2,3].

In the present study, we examine cavitation as it occurs within micro channels, particularly those used as a simplified
approximation for a nozzle. Nozzles are fundamental to a wide range of industrial processes such as spray painting,
jet cutting and fuel injection systems. This application was chosen for a number of reasons: the geometry is simple
and experiments for which measurements are available such as Winklhofer et al. [31] or Mauger et al. [18], the
problem is of commercial interest (e.g. to support emissions regulations) and there exists a wide body of previous
studies upon which to build. The specific difficulties around the conditions found in typical injection systems may
also be seen as an extreme case with which a numerical modelling scheme would need to cope. This flow has
also, therefore, a wider field of application to the more general problem of numerical simulation of hydrodynamic
cavitating flows.

In this paper we asses the predictive capabilities of a numerical framework within the Large Eddy Simulation context
when Diesel fuel is injected at various downstream pressures through a micro-channel. In particular, the aim was
to improve model behaviour in the occurrence of critical cavitation and beyond. Critical cavitation is defined as the
point at which the flow ceases to be dependent on the driving pressure difference and has reached a maximum
mass flow rate (known as ’choked’ conditions). If the pressure difference is greater than that required for choked
conditions, the cavitation region may cover the full spanwise extent of the channel and be ’fully choked’. This flow
regime between choked and fully choked is currently poorly reproduced by simulation in the literature. To address
this poor understanding, the transient nozzle exit pressure was identified as the focus for investigations. Thus, in
order to correctly model the processes within the nozzle, the nozzle exit pressure and its relationship to the farfield
pressure were explored. Since it is difficult experimentally to measure the pressure at the nozzle exit, typically
it is the mean value of the farfield pressure that is reported instead. The novelty of this paper is to investigate
this discrepancy between experimentally measured downstream pressure and its correct representation in terms of
model parameters. For a model to be validated against such experimental pressure data therefore, the downstream
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domain must contain the relevant features that affect this pressure. From this, the downstream length and boundary
condition were varied parametrically. The second feature of importance is the presence of pressure waves in the
domain which can substantially change the nozzle exit pressure in a time dependent way. For these reasons, the
experimental data for pressure at a measured downstream station were compared to different pressure values of
both fixed and non-reflective (wave transmitting) domain terminations in order to attempt to replicate the correct
conditions at the nozzle exit.

The structure is as follows: We first present our numerical framework as well as the experimental data source.
We explain in detail the important sub-models used (phase change, turbulence and compressibility) as well as the
numerical parameters that affect the results (physical properties, grid and boundary conditions). A sensitivity anal-
ysis for all the aforementioned models and parameters is not possible here due to space limitations. Thus, in the
result section, we chose to present the sensitivity of the predictions to the selection of pressure boundary conditions
that are not well represented in the literature up to date. We present the numerical results in terms of void fraction,
velocity and pressure and we compare these with the corresponding experimental data [31].

Experimental Setup
The simulations in this work are compared to experiments described in [31] and the model nozzle is shown in
Fig. 1. Diesel fuel was pumped through a micro channel eroded into a 0.3 mm thick steel sheet which was
sandwiched between two sapphire windows, allowing the visualisation of the channel and forming a nozzle-like
structure. The geometry analysed here corresponds to the throttle geometry called "U" in [31], which is a rectangular
shaped channel of 100 x 301 x 284 mm with an inlet radius of 20µm. The channel extended 10mm upstream
and downstream of the nozzle to minimise the effect of the boundary conditions within the nozzle. In all of the
experimental cases, the upstream pressure was 100bar, and the outlet pressure was varied.

Figure 1. (a) View of the experimental nozzle (b) Zoom-in in throttle geometry U. [31]

Numerical Parameters

In this work, OpenFOAM [11] was chosen as the code base due to its extensible nature with access to the source
code in order to create and modify the governing numerics. A brief description of the governing equations, phase
change, turbulence and compressibility sub-models as well as grid specifics are presented in the following section.
Special focus is given to the choice of the boundary conditions, that is the main topic of this work.

Multiphase modelling including compressibility
For the simulation of the two phases present (fuel vapour and liquid fuel) in the domain we are using the so called
"one-fluid approach" within a compressible framework. Instead of having an individual set of transport equations for
each phase, in every computational cell liquid and vapour are treated as a single continuum. The compressibilities
of both phases are taken into account and the temperature is assumed to be uniform. The one fluid approach
is suitable for problems where the second phase may be considered to be fully dispersed within the first such as
’cloud cavitation’ or strongly turbulent cavitation of numerous small, discrete bubbles. It is less well suited to slug
flow or stratified flow situations where the two phases might reasonably be expected to have differing velocities.
In our case, and given the high pressure differences for the geometry under consideration, this approach can be
considered as a reasonable assumption and has been validated previously by authors such as Salvador et al. [25].
The starting point of forming the numerical framework used is the following equation of continuity

Dρ

Dt
= ψ

Dρ

Dt
(1)

which is based on a barotropic equation of state. The term ψ is the compressibility of the mixture which is defined
as ψ = 1/c2 (where c is the speed of sound) and needs to be determined. Equation 1 can be used either directly
in the continuity equation to formulate a pressure equation, or integrated to obtain the pressure as a function of the
density as suggested by Schmidt et al. [26]. In our case we use the former approach, following [14]. We use the
notation with bars over the quantities since the framework is formulated within the LES context. The equation of
state for the mixture should then be consistent with the liquid and the vapour equations of state, both at the limits
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when there is pure liquid or pure vapour, and also at the intermediate states when there is a mixture. The densities
of the two phases are defined as:

ρv = ψvp and ρl = ρ0l + ψlp (2)

The terms ψv and ψl are the compressibility factors of vapour and liquid respectively. In order to separate the
amount of volume that each phase occupies in this "mixture" fluid a phase indicator function known as the vapour
fraction, α, is used. α is defined as

α =
ρ− ρlsat

ρvsat − ρlsat
where ρvsat = ψvpsat (3)

It can be seen that if there is no cavitation within a cell then ρ = ρlsat resulting in α =0 while for the case that a cell is
full of vapour ρ = ρvsat and α=1. The equilibrium model as described above has as its main advantage its simplicity.
There is no need to solve an additional transport equation for the vapour volume fraction, since the fluid above the
vapour pressure is defined as a liquid, the fluid below the vapour pressure as vapour and the change of density with
pressure is defined by an equation of state. Moreover, since it is based on local equilibrium assumption it ignores
the effect of the interfacial forces between different phases and thus the surface tension term in the momentum
equation is considered negligible. Models of this category are more appropriate for high speed nozzle flows in that
the effect of surface tension is minimised resulting in an homogeneous mixture of bubbles and liquid in each cell
such as in diesel fuel injectors [7]. The model has been compared with alternative models accounting for interfacial
forces in our previous work [27] for various cavitation numbers but for a larger scale geometry (lower velocity) and
results indicated a similar behaviour of the two models as the cavitation number was increasing. The choice of an
appropriate closure relation was studied by Gonclaves and Patella [8] using a one fluid model applied to a venturi
geometry. This combined a stiffened gas model with the barotropic model, described above, using a compressible
RANS solver. They used a sinusoidal form of the gas closure relation which gave a smooth transition between pure
liquid and pure vapour speed of sound (and hence compressibility) but this may be unphysical since it is known that
the speed of sound in a mixture can be significantly less than that in either of the two phases individually.
Combining Eqs. 2,3 we form the mixture’s equilibrium equation of state.

ρ = (1− α)ρ0l + [αψv + (1− α)ψl]psat + ψ(p− psat) (4)

The equations of motion are then closed with the constitutive relations for the density, ρ , the dynamic viscosity
(using a linear model), µ and the compressibility ψ.

Compressibility and Thermophysical properties
A linear model for compressibility was used since it is considered more consistent with the volume of fluid method,
where viscosity and mass fraction are similarly described by linear equations [14].

ψ = αψv + (1− α)ψl (5)

When Eq.5 is used, then the equation of state for the liquid can be reduced to a linear equation as well with
ρl,vap = ρl,sat + ψp. Alternative models are the Chung [5] and the Wallis model [28]. Literature [13] suggests that
the Wallis model represents the lower speed of sound (compressibility) in a bubbly mixture in a more physical way,
but it is rather unstable when used for high speed flows.

In terms of the choice of the individual compressibility factors ψl and ψv the physical properties of the diesel fuel
have to be considered. The difficulty in the use of Diesel in numerical simulations is that the fuel typically varies
seasonally as well as geographically so its properties are generally defined in terms of a range rather than a specific
value. For example in Europe, the specification of common pump diesel must conform to EN590 [1] (which is more
concerned with sulfur content and biofuel components due to their effect on emissions) so that the stated density
must be between 820 and 845 kg/m3. Koukouvinis et al. [15] chose to use a value well outside this range, presum-
ably in order to tune their model and reduce the propensity of the code to develop significant negative pressures.
Habchi et al. [9] also chose a value outside the EN590 range from some of their earlier work on lumped parameter
modelling [10] which was focused on vaporisation rates and simulating spray conditions at 400K. The selection of
subcomponents and use of a gas derived equation of state may explain this lower than usual density value. All other
authors reviewed chose values close to the EN590 range but it is generally unclear whether this is for convenience
or whether it served to help drive model outputs. For the current simulations the thermodynamic properties in Table
1 have been adopted.
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Turbulence and the Sub - Grid scales
Turbulence in the context of small scale , high speed flow is difficult to interpret within the realm of multiphase flows
since not only are the mechanisms poorly understood [23] but the transition to fully developed turbulent flow, which
might be expected as the Reynolds number increases, can be delayed significantly. Established vapour regions near
the wall can reduce the effective viscosity and associated frictional losses such that the central jet can persist in a
turbulent transition regime for a wide range of pressure differences. In this study, therefore, a transient methodology
is required (LES) even though the problem is quasi-steady state. It should be noticed that one of the difficulties in
performing LES in the context of cavitation is that it is hard to determine the length scale spectrum and the resolution
requirements. Although in single phase flows the smallest scale is defined through the Kolmogorov scale, in two
phase flows the definition of an equivalent scale is difficult. In the current work we model the sub-grid tensor term
with an algebraic eddy viscosity models in which the stress tensor τsgsij is related to the resolved strain rate tensor
S̃ij by means of a scalar eddy viscosity given by an algebraic equation. It is based on the Boussinesq hypothesis
associating τsgsij with a sub-grid scale (sgs) turbulent viscosity, µT . The idea is that the momentum transfer caused
by turbulent eddies can be modelled with an eddy viscosity in the same way the momentum transfer caused by the
molecular motion in a gas can be described by a molecular viscosity. The model is known as the Wall-Adapting
Local Eddy-viscosity model (WALE) [19]. The sgs viscosity is dynamically computed with the square of the velocity
gradient tensor rather than the resolved strain rate used in Smagorinsky-type models. This velocity tensor can not
only account for the effects of both strain and rotation rate of the smallest resolved turbulence fluctuations, but also
recovers the proper near-wall scaling for the eddy viscosity without requiring dynamic procedures. Moreover, as
the WALE model is invariant to any coordinate translation or rotation and no test-filtering operation is needed, it is
therefore well suited for LES in complex geometries [19].

Boundary conditions
In the course of reviewing existing literature on the simulation of cavitating channels, it was found that there exists
a dearth of information on the downstream length requirements of placing the exit boundary condition in order
to correctly satisfy a pressure governed boundary condition. Previous authors have assumed (implicitly) that the
pressure at the nozzle exit is the same as that found downstream and thus experimental values are often applied
at unphysical domain locations (e.g an experimental value from a sensor distant from the nozzle is applied at the
nozzle exit). This is done to reduce the computational domain and hence computational cost. In the experiments
of Winklhofer, fuel pressure levels are measured 35 mm upstream and downstream of the observation element.
This will be referred for the rest of the paper as "Pout" (the real physical outlet) while the pressure used in the
numerical simulations as "Pboundary". These two pressures do not necessarily coincide even if the same case is
under consideration since "Pboundary" is dependent on the size of the simulated geometry that imposes a specific
pressure drop in between the exit of the nozzle and the experimentally measured boundary condition of the domain.
It may also allow different levels of pressure wave reflection. It should also be noted that, in the experiment,
the gauge used may be damped in order to observe a smooth value for monitoring purposes. Even with a high
frequency pressure sensor, the reported values have lost the richness of the full signal content which would have
been an indicator of the frequency and amplitude of any transient fluctuations. "Pout" should then be considered to
be time averaged with the possible existence of an unknown fluctuating component. Examples of zero downstream
length include [29], [20] and [17] while those classified as ’short’ -between 1-5 diameters include [15] while [22]
utilise larger exit domains with extra geometrical features. In this study, we consider the effects of the downstream
length to the exit boundary of the computational domain by varying the distance from the outlet of the channel
section to the boundary by 5, 9 and 12mm (keeping in mind that the channel length is 1mm while the length of the
geometry before the nozzle is also simulated as 1 mm).Thus, the 12mm long case essentially represents the size
of the downstream experimental geometry closely. One additional case with 3mm length was tested: however it is
not reported here since the close proximity of the exit boundary to the nozzle outlet led to considerable numerical
instabilities.
The boundary conditions were treated as a total pressure condition at the inlet to the domain with a small component
of turbulent kinetic energy and negligible velocity. For the the outlet boundary condition, two conditions were tested.
The first configuration is typical for this type of problem and uses a fixed value condition (FP) imposed as a pressure
constraint to ensure that the equations are well bounded. This type of problem is the classic ’pressure driven flow’
scenario in which the velocity at the domain exit is considered to be a dependant variable. The second configuration
tested was a novel variant of the pressure wave transmissive (PWT) condition that was modified to be compatible
for multiphase problems. The PWT condition attempts to transmit all incident pressure waves outside the domain
and maintain a given far field value of pressure. This is done by attempting to keep the instantaneous value ’close’
to the given far field value. Here, ’close’ is defined by a separate parameter, the far field distance. A smaller far field
distance implies that a smaller deviation is allowed from its prescribed value whilst a larger far field distance allows
greater deviation. The core scheme for this is derived from Poinsot and Lele [21] and is accomplishing by assuming

Table 1. Thermodynamic properties of Diesel

psat(Pa) ρl,sat (kg/m3) ρv,sat (kg/m3) ψl ψv

5400 832 0.1361 0.0000005 0.0000025
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that, for high Reynolds flows, the hyperbolic part of the Navier Stokes equations represent the wave component of
the local pressure field.

Grid
The cell size in the nozzle, that is the area of interest, is 0.02mm while outside the nozzle it is 0.06mm. The
Reynolds numbers considered for all three outlet pressure cases (15bar, 30bar, 50bar) is of the order of 106 while
the Taylor scale is of the order of 0.001mm. The total number of cells was varied depending the size of the geometry
in order to maintain a constant resolution. The near wall region was resolved to typical values of y+of the order
1-5 such that the LES terms are considered to be implicit. To ensure a stable solution, transient calculations with
a step of 250 µs were performed. The convergence criteria used for the calculations are based on the values of
the residuals (which have to reach a value of 10−7, at least, for all equations) and the mass flow rate (which has
to be stabilized as much as possible). The time step is limited by both the Courant number (taken as 0.2) and the
acoustic Courant number (taken as 12).

Results
Figure 2 shows the vapour fraction, pressure and velocity instantaneous fields for the 5mm domain geometry at
time t=0.075ms using FP boundary conditions. Three different outlet pressure values are presented. Looking at the
α profiles it can be seen that as the outlet pressure is increased, the amount of vapour within the nozzle reduces and
this is comparable with the experimental observations [31]. Also, although a structure resembling a cavitation cloud
is evident after the nozzle exit for Pboundary = 15bar, this disappears for higher pressures. Looking at the velocity and
pressure plots (especially at the area downstream of the nozzle), it can be seen that using a FP boundary condition
leads to ’pulses’ in the jet velocity with alternating fast and slow regions with similar vector directions, implying that
the rotation is low and there is no significant reverse flow. This spatial oscillation of the velocity magnitude has
several implications for the overall flow structures that may be observed. We suggest that these velocity fluctuations
are a result of the pressure waves trapped in the domain reflecting and interacting at nodal points so local high
and low pressure regions act to retard or accelerate the jet as it moves away from the nozzle. The challenge that
arises in numerical simulations using FP boundary conditions is that there is no straight forward way to separate
pressure waves associated with the pressure outlet conditions and pressure waves that occur "naturally" because
of the nozzle operating conditions. By considering a PWT boundary condition as we suggest in this work, we have
the potential to better control of the waves that are allowed to reflect within the domain and thus help us separate
which phenomena are associated with naturally occurring waves and which ones are related to numerical artefacts
One implication relevant to pressure prediction that is evident from the plots of Fig. 2 is that local pressure differ-
ences in streamwise sections of the downstream domain drive velocity profile differences in the shear layer which
in turn affect local low pressure regions in which cavitation is likely. It is interesting to note that an examination of
the vorticity associated with this flow shows very little correlation and no clear vortical structures could be observed.
The pressure and velocity plots in Fig. 2 have additional black contours added to highlight those areas where the
pressure is less than the vapour pressure. Cavitation is not observed for the 55bar outlet pressure case and only
observed in the region of the vena contracta for the 30bar case. The 30bar velocity plot shows how the jet shear
layer undergoes velocity differences along the jet centreline while the 15bar velocity plot shows how greater pres-
sure differences can lead to vapour formation in the shear layer. It is evident that correct prediction of the pressure
waves in the domain is an important factor in the overall solution.
Another implication is that the variable pressure difference across the nozzle due to these wave effects can lead
to instabilities in the cavitation which is generated in the usual vena contracta regions and along the nozzle walls.
Supercavitation is partially suppressed and the vapour along the nozzle walls may not always extend fully to the exit
with small backflow into the channel as the local pressure at the exit corner is higher than the vapour pressure. The
momentum of the jet inside the nozzle is high enough that the boundary between the fast moving fluid and the near
static vapour is essentially fixed after the initial jet acceleration.
An additional important remark from these plots is relevant to the cavitation evolution in the nozzle for the 30bar
exit pressure that is identified in the experiments as the critical cavitation case (see Fig 3). The experimental data
indicates that cavitation and the subsequent ’bubbly’ mixture could extend over the entire spanwise section of the
channel as critical cavitation pressure differentials are exceeded. For the U geometry, this evolution occurs rapidly
after the exit pressure is reduced below 30bar, as even the 29bar exit pressure condition has substantially increased
cavitation probability. This could explain why that the simulated 30bar FP case (seen in Fig. 2), which is particularly
close to a high sensitivity region, shows a low cavitation region within the nozzle.
In order to better understand the effect of pressure waves within the domain, the wave transmissive boundary
condition is applied at the outlet. This configuration was tested at 20bar far field pressure with 5, 9 and 18mm
far field distance values. Although with this approach waves are able to exit the domain as expected, (in theory
limiting the effect of artificial pressure oscillations), some pressure variations are still present because of the high
Reynolds number of the flow. These instabilities interact with the vapour fraction leading to vapour collapse events
in the downstream area. These collapse events trigger pressure waves which are then able to travel upstream
towards the nozzle in a similar way as that which occurs in the experiment. We first zoom into the nozzle cavitation
development for the 15bar FP case and 20bar PWT (see Fig. 4). The experimental evidence [31] is that under these
conditions the cavitation should extend to the nozzle centreline leading to fully choked conditions (as in Fig 3b). In
our simulations we can also see some indication of the cavitation regions beginning to close on the centreline for the
FP conditions with instabilities growing in the phase transition region, something that is largely missing from other
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Figure 2. Instantaneous contour plots of vapour fraction, pressure and axial velocity at t=.075s. Boundary condition is
considered as fixed pressure. Axis scale is m.

Figure 3. Experimental cavitation probability at critical cavitation point and beyond [31].

simulations of similar geometries. In contrast it can be noted that as the pressure waves are allowed to escape the
domain, the cavitation in the PWT case lacks any turbulent features and more closely resembles lower pressure
cases. This highlights the impact that reflections from the boundary (either physical or artificial) have on the nozzle
cavitation regime. Previous work such as [16] and [24], for example, have examined the same geometry but have
not addressed this issue, i.e that fully choked flow conditions are met. In contrast in Fig. 4 we can see that when
waves are allowed to travel back to the domain then the framework is better capable of representing some of the
important features. Of course further understanding is needed since the waves in the case of FP are more relevant
to the length of the domain rather than the actual present in the domain because of the injection conditions. In
previous work of [14], in order to increase the amount of vapour within the nozzle the upper and lower walls were
considered with a slip condition for the velocity, similar to that used in supersonic compressible flow. This was done
under the assumption that a no-slip boundary condition would lead to overestimates of the thickness of the boundary
layer, resulting in strong vortices in the centre of the channel and incorrect modelling of the flow’s cavitation. The
assumption of a slip condition seems rather unphysical and according to our observations, a re-examination of the
boundary conditions might be more appropriate.

Figure 4. Vapour fraction in nozzle region, Left: 15bar FP, 5mm downstream length. Right 20bar PWT, far field 5mm

Figure 5 shows a comparison of the pressure profiles along the centreline of the nozzle for a selection of the tested
configurations. The experimental profile inside the nozzle is characterised by an initial pressure drop because of
the flow turn at the inlet as well as a sudden pressure rise at around 0.5mm downstream. It can be seen that for
the 15bar cases where FP conditions are used, only the case of 5mm captures the correct behaviour. This does
not necessarily mean that this boundary condition is accurate. It indicates only that since we have set the boundary
5mm downstream the exit of the nozzle and this specific boundary imposes reflection of pressure waves, these
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waves travelled back upstream inside the nozzle recovering some of the behaviour present in experiments. For the
other two cases (9mm and 12mm), that in reality are closer to the real experimental geometry, the pressure drop is
over-predicted inside the nozzle. The pressure only partially recovers because of the pressure increase at the exit.
These results are similar to previous studies in the literature [13]. Looking at the poor agreement of the prediction
of the 9mm and the 12mm case even downstream of the nozzle exit (at 1.5mm), one can argue that since we
impose 15bar pressure at 9mm and 12mm boundary we cannot really predict accurately the pressure difference
measured by the experiment at 35mm downstream of the nozzle. In an effort to better tune our results, we include
the results of a 9mm geometry with Pboundary=20bar. We can see that with this re-adjustment although the results
match better at 1.5mm, the predictions inside the nozzle are still poor. Changing the boundary to wave transmissive
conditions gives two important advantages. One is that for both the 5mm far field and the 18mm far field values,
part of the in nozzle pressure profile is correctly recovered. Moreover, with this method, the size of the simulated
geometry is not changed (this is always 5mm): instead the far field parameter is controlled and hence so is the
amount of waves allowed within the domain. This considerably reduces the computational cost in comparison to FP
conditions in which the geometry was varied in order to control the boundary response.

Figure 5. Pressure profiles along nozzle centreline comparing experimental data at 30bar to various downstream pressure values

Figure 6 shows the spanwise velocity profiles for the 15bar experimental condition at x=0.17mm. Five numerical
cases are considered (three with FP boundaries and two with PWT). The experimental data shows a peak in velocity
towards the nozzle upper and lower boundaries which is indicative of the lower viscosity and hence frictional losses
in this area because of cavitation. It also shows a recovery of the velocity in the nozzle core although it does not
achieve a maximum. The 15bar, 5mm downstream FP case is best able to reproduce this result although it does
not show the higher central area. The PWT condition shows a flatter profile which indicates that the shape of the FP
conditions is being influenced by wave reflections present in the downstream area. The wave transmissive cases
also demonstrate the differences seen across the various far field values that were used. Figure 6 has far field
values of 5mm and 9mm, all at the same Pboundary of 20bar. A linear trend in the maximum velocity as the far
field values increase can be seen. Note that the 9mm case with FP and the 9mm PWT both at 20 bar predict
similar velocity magnitude at the centerline but they differ in the prediction at the layer closer to the wall. This can be
considered as an indication that capturing the pressure waves better within the domain is not expected to change
substantially the main jet behaviour but it is expected to change the cavitation predictions. Further variations of
the wave transmissive case are currently running in order to better explore this relationship although they were not
available at the time of writing.

Conclusions
The downstream boundary conditions of a micro-channel geometry with in nozzle cavitation at critical cavitation and
fully choked flow conditions were examined through numerical experiment and their impact assessed. The domain
bounds and definition have been shown to be an area poorly understood with regards to their effect on in nozzle
results. Using rigid exit conditions mean that pressure waves generated either within the nozzle or the downstream
domain are reflected and continue to influence the local flow conditions. Downstream domain length and choice
of boundary condition are therefore important in order to accurately model the pressure field and cavitation within
the nozzle. The outlet from the nozzle section is prone to external cavitation in the shear layer (for choked flow
conditions) which can also impact the nozzle exit pressure, particularly when attempting to validate against exper-
imental results where the downstream pressure may be measured at a location some distance from the nozzle
itself. It was found that vorticity (especially for cavitation developed outside the nozzle) did not play a large part in
external cavitation formation, rather the velocity difference in the shear zone interacting with pressure waves had
the greatest influence. A novel wave transmissive boundary condition for multiphase flow was tested and shown
to be promising in replicating in-nozzle pressure profiles compared to more traditional fixed boundary conditions.
However it as proved less accurate in replicating the velocity profile close to the wall. Further work needs to be done
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Figure 6. Spanwise Velocity plots at x=.17mm comparing experimental data at 15bar to various downstream pressure values

in order to confirm the stability of the wave transmissive boundary with regards to vapour formation in the far field.
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Abstract
This work intends to study the effect of compressibility on throttle flow simulations with a pressure–based solver.
The simple micro throttle geometry allows easier access for obtaining experimental data compared to a real injector,
but still maintaining the main flow features. For this reasons it represents a meaningful and well reported benchmark
for validation of numerical methods developed for cavitating injector flows.
An implicit pressure–based compressible solver is used on the filtered Navier–Stokes equations. Thus, no stability
limitation is applied on the time step. A common pressure field is computed for all phases, but different velocity
fields are solved for each phase, following the multi–fluid approach. The liquid evaporation rate is evaluated with a
Rayleigh–Plesset equation based cavitation model and the Coherent Structure Model is adopted as closure for the
sub–grid scales in the momentum equation.
The aim of this study is to show the capabilities of the pressure–based solver to deal with both vapor and liquid
phases considered compressible. A comparison between experimental results and compressible simulations is
presented. Time–averaged vapor distribution and velocity profiles are reported and discussed. The distribution
of pressure maxima on the surface and the results from a semi–empirical erosion model are in good agreement
with the erosion locations observed in the experiments. This test case aims to represent a benchmark for further
application of the methodology to industrial relevant cases.

Keywords
cavitation erosion, compressible pressure–based, multi–fluid LES

Introduction
Diesel injectors can suffer from cavitation erosion. Recent regulations in term of emissions forced engine manufac-
turers to increase the injection pressure to values above 2000 [bar]. The consequent higher velocities in the nozzle
lead to the formation of a more diffused spray and, thus, better combustion. This causes higher engine efficiency
and less emissions, but, at the same time, higher risk of cavitation. If the pressure reaches locally values below
saturation pressure due to the high velocity, the liquid evaporates. Under certain conditions, the repetitive collapse
of the generated vapor that is convected further downstream, where pressure is above the saturation pressure,
may be an aggressive phenomenon. Fatigue damages can then appear on the nearby surfaces. Many works have
been published in the last decades to predict cavitation erosion. Experimental campaigns are of crucial importance
to gain a better understanding of the physical phenomena involved and to provide usable data for the validation
of new models. Numerical approaches based on multi–phase Computational Fluid Dynamics (CFD) are able to
model cavitating flow fields. Useful information can then be obtained to assess the probability of cavitation erosion
appearance.
A wide range of flow aggressiveness and erosion risk indices were developed in the recent years. A review of some
selected cavitation erosion models, together with a description of the physical mechanism leading to cavitation
erosion, was provided by Van Terwisga et al. in [1]. The model of Bark et al. presented in [2, 3] is based on the
analysis of collapsing vapor cavities dynamics and it well correlates the erosion risk with the underlying physical
phenomena. On the other hand it may be difficult to use it when the erosive cavities are small. The model described
in [4] by Fortes–Patella et al. is instead based on two efficiencies in which the energy is transferred from the
collapsing cloud to the wall. The theoretical basis fit with the energy cascade phenomena and it could be easily
applicable, but it still needs detailed studies to assess the efficiency values. In [5], Koukouvinis et al. defined a
cavitation aggressiveness index based on the Lagrangian derivative of pressure and the time scales of a single
bubble and of the whole vapor cavity. Bergeles et al. used instead the acoustic pressure of a single bubble collapse
to develop an erosion aggressiveness index in [6]. The authors validated it on a real eroded injector geometry, that
was also used by Koukouvinis et al. in [7] to test the cavitation aggressiveness index.
Multi–phase compressible CFD simulations were able to directly reproduce pressure waves generated by collapsing
vapor clouds and impacting on the nearby surfaces. A 2–D inviscid density–based solver was used by Skoda et al.
in [8] for a micro–channel flow and proved able to detect these pressure waves. In [9] Egerer et al. detected similar
pressure peaks on the same geometry, but using a 3–D density–based solver with the single–fluid Large Eddy
Simulation (LES) approach. A similar solver was also used by Mihatsch et al. in [10]. A grid dependency study
of pressure waves intensity was performed and a scaling law was defined to fit the the pressure peaks rate to the
one recorded during the experiments. Koukouvinis et al. presented in [11] the recorded pressure peaks obtained
with a pressure–based solver with a single–fluid LES approach. Results are presented for a micro–channel flow, as
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well as for a real injector case. Another cavitating injector simulation was presented by Örley et al. in [12], where
a density–based solver with explicit time integration and the single–fluid approach were applied. Pressure peak
intensities in the order of 1000 [bar] were recorded in both works.
The present work exploits the pressure–based commercial solver AVL FIRE™ resolving a fully compressible multi–
phase cavitating flow. Implicit time integration is adopted to avoid stability constraints on the simulation time step.
The multi–fluid modeling approach avoids the need of mixture properties definition, instead required for the single–
fluid approach. Both vapor and liquid compressibility are considered with separate equations of state. Furthermore
the slip velocity between the phases is modeled and analyzed. Pressure peaks recorded on the surface are then
presented and compared with the semi–empirical erosion model presented by Greif et al. in [13]. Experimental
visualization of cavitation erosion is also included for comparison.

Numerical model
The set of Navier–Stokes equations describing the iso–thermal compressible 2–phase cavitating flow is hereby
presented. The equations are iteratively solved with a pressure–based solver. In the applied methodology a single
pressure is solved for all phases, but different velocity fields are obtained for each of them. This is known as
Eulerian–Eulerian modeling approach, or multi–fluid model [14]. The dispersed phase (vapor) is then treated as a
second continuous phase interpenetrating the continuous phase (liquid). The mass conservation equations are first
solved independently to compute the volume fraction of each phase, αk

∗, and then combined to obtain the common
pressure, p. Once the phase densities, ρk, are computed using appropriate equations of state (see Sec. Geometrical
model and simulation set–up), two separate momentum conservation equations are solved to find the phase velocity
fields, vk. The interaction between phases must be included in the mass and momentum exchange terms. In the
present methodology they are modeled considering a mono–dispersed bubbly flow model [15].
The mass conservation of each phase is represented by a transport equation with a source term modeling the
inter–phase mass transfer, Γk. Since the total mass must be conserved, the mass lost by one phase is absorbed by
the other and then:

∑
k Γk = 0. Equation 1 shows the mass conservation equation in the differential conservative

formulation for the generic phase k.

∂αkρk
∂t

+∇ · αkρkvk = Γk (1)

Equation 1 is used to compute the volume fraction of both the liquid and the vapor phase, assuming densities and
velocities as known. Since the values of volume fraction do not satisfy a priori the condition of exactly filling the
available volume, a compatibility condition is also imposed

∑
k αk = 1.

The inter–phase mass transfer is modeled with the Original FIRE linear cavitation model [16]. The model considers
the mass transfer contribution from each vapor bubble dynamic, as presented in Eq. 2.

Γd = −Γc = N ρd 4πR
2 Ṙ = ρd(3αd)

2/3(4πN)1/3Ṙ (2)

The vapor bubble number density is indicated with N , the average bubble radius with R and its rate of change
Ṙ. Positive values of Γd mean a growth of the bubble size, thus evaporation of the liquid into vapor. The bubble
radius rate of change is extracted from the simplified Rayleigh–Plesset equation for a single bubble [17, 18]. No
thermal, gas content, viscosity and surface tension effects are considered in the equation, and the second order
time derivative term is neglected. The final formulation for Ṙ is then given in Eq. 3.

Ṙ = ±

√
2

3

|psat − p|
ρc

with

{
+ if p ≤ psat
− if p > psat

(3)

The saturation pressure of the liquid is indicated with psat. The number density is instead calculated according to
an empirical function, formed by a constant part and a diminishing linear ramp, see Eq. 4.

N =

{
N0 if αd ≤ 0.5

max [2(N0 − 1)(1− αd) + 1, Nmin] if αd > 0.5
(4)

This is a rather heuristic model used to model coalescence effects: as soon as the vapor volume fraction is greater
than 0.5 the bubbles start to merge. The initial number density, N0, strongly depends on the characteristics of the
liquid phase and it is the main cavitation model parameter. A minimum value, Nmin, is also imposed.
A joined mass conservation equation is then obtained by combining all the mass transport equations. Considering
αk and vk as known, Eq. 5 is solved to compute the pressure shared among all phases. It is important to notice
that the term Γk is not elided but it is a volumetric flux when phase change occurs.

∑
k

1

ρk

{
∂αkρk
∂t

+∇ · αkρkvk − Γk

}
= 0 (5)

∗The subscript k is used to indicate a quantity related to a generic phase. The letter c is instead used for the continuous liquid phase and d for
the dispersed vapor phase.
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The density time derivative of the first term of Eq. 5 is elaborated considering the compressibility in Eq. 6. The isen-
tropic phase speed of sound is defined as c2k = (∂p/∂ρk)s. The final formulation shows how the presented pressure
equation is in agreement with Wood’s mixture speed of sound 1/ρmc

2
m =

∑
k αk/ρkc

2
k, [19] (being ρm =

∑
k αkρk).

∑
k

αk

ρk

∂ρk
∂t

=
∑
k

αk

ρk

∂ρk
∂p

∂p

∂t
=

{∑
k

αk

ρk

1

c2k

}
∂p

∂t
=

1

ρmc2m

∂p

∂t
(6)

One momentum conservation equation is then solved for each phase separately as presented in Eq. 7. The mo-
mentum transfer and turbulence models provide the closure terms.

∂αkρkvk
∂t

+∇ · αkρkvkv
T
k = −αk∇p+∇ · αk(Tk +T sgs

k ) +Mk + viΓk (7)

The vector Mk is the inter–phase momentum transfer and vi is the interface velocity. The superscript T indicates
the transpose of a vector or a matrix, so that vTk is an horizontal vector, being vk considered vertical. The term viΓk

represents the momentum carried by the mass transferred between phases. The 3×3 matrix Tk is the shear stress
tensor, while T sgs

k encloses the effect of the turbulence on the momentum conservation equation. In the present
work the Large Eddy Simulation Coherent Structure Model (LES–CSM) is adopted as closure model [20].
The interfacial momentum exchange is modeled with the drag force acting on each bubble. The bubbles move into
the liquid with a certain relative velocity: vr = vd − vc. This relative velocity causes a pressure distribution on the
bubble surface, whose integral is a force opponent to the relative motion. Equation 8 presents the sum of drag
forces in the mono–dispersed case.

(
Mc

)
D

= N 4πR2 1

2
ρc|vr|vrCD = (36πN)1/3 α

2/3
d

1

2
ρc|vr|vrCD (8)

The number density is taken consistently from the cavitation model, see Eq. 4, and the drag coefficient, CD, is
modeled as presented in [15, 21].
The presented equations are solved on the 3–D domain with the finite volume discretization method and the conver-
gence of the system of equations is obtained with a Semi–Implicit Method for Pressure–Linked Equations (SIMPLE)
algorithm, for further details see [15]. One benefit of pressure–based solvers is that the same numerical procedure
can be used for both compressible and incompressible simulations. Originally pressure–based solvers were de-
veloped to solve incompressible flow fields. Thanks to further developments, their applicability was extended also
to compressible flows. Consequently, a direct comparison between compressible and incompressible flow fields
simulations can be obtained, with no major modifications in the numerical algorithm. The opportunity to use well–
consolidated solution procedure, along with existing cavitation models, makes pressure–based solvers of great
interest for both scientific and industrial communities.

Experimental setup
The experimental data used as reference in this work are already published in [22]. The setup was designed to
study cavitation erosion for a micro–throttle flow, representing a simplified Diesel injector nozzle. A sharp–edge
geometry is considered, also known as I–channel geometry. The main components of the hydraulic system were a
tank, an high pressure pump, a metal throttle and a cooling system. The throttle is enclosed between two sapphire
glasses that allow optical access to the flow. The channel is 993 [µm] long, 295 [µm] high and 300 [µm] depth. The
working fluid was commercially available Diesel fuel and it was demonstrated that small variations of the properties
(e.g. due to a different manufacturer) did not influence the results [22]. Figure 1 shows an exploded view of the
test chamber with the flow path (left), the steel plate with the throttle (middle) and a schematic visualization of the
throttle with dimensions in microns (right). An extensive description of the hydraulic system, fluid dynamic field,
measurements techniques and data elaboration can be found in [8, 23, 22, 24, 25, 26].
In the present work the case with an inlet pressure of 300 [bar] and outlet pressure of 120 [bar] is considered. At
this condition the pressure waves intensity induced by collapsing vapor clouds are maximum [8]. This working
condition is also known as cavitation critical point (CCP) [22]. It separates the states for which by increasing the
pressure difference between inlet and outlet, the mass flow increases (following the Bernoulli curve) or remains
constant (choked flow). The CCP can change with inlet and outlet pressure, temperature and fluid quality (e.g.
nuclei presence and dissolved gas).

Geometrical model and simulation set–up
Since cavitation is an inertial driven phenomenon, thermal effects are here neglected, assuming an iso–thermal
flow field. The fluid properties of Diesel described in [22] have been used. The liquid continuous phase density is
modeled with a linearized equation of state as described in Eq. 9.

ρc(p) = ρref +

(
∂ρ

∂p

)
ref

(p− pref ) = ρref +
p− pref

c2
(9)
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Figure 1. Micro throttle of the Prevero test case: flow path (left), steel plate (middle) and geometry with dimensions in microns of
the throttle (right). Reproduced from [22]

The reference density, ρref , was set to 820 [kg/m3], reference pressure, pref , to 1 [bar] and the iso–thermal liquid
speed of sound, c, to 1320 [m/s]. The saturation pressure, psat, was of 4500 [Pa] and a dynamic viscosity of
0.0021 [Pa s] was used accordingly to [23]. The Diesel vapor density was instead modeled with the ideal gas law,
see Eq. 10.

ρd(p) =
p

RgT
(10)

The specific gas constant, Rg, was of 48 [J/kgK] and a constant temperature, T , of 321.15 [K] was used. The
vapor phase dynamic viscosity was set to 10-5 [Pa s].
The used computational mesh was presented in [23] for the LES simulations. It is a block structured volume mesh
and it is composed of 17 million cells. The smallest cell dimension is of 8.2 10-7 [m] close to the wall, while the
characteristic cell size inside the channel is of 2.9 10-6 [m]. The characteristic length scales of the liquid flow can be
estimated from preliminary Reynolds–Averaged Navier–Stokes (RANS) simulations. The Kolmogorov length scale is
computed as η =

(
ν3/E

)1/4 ' 2 10-7 [m] and the Taylor length scale is estimated as λ =
√
10 Re−1/2L ' 5 10-6 [m].

The used values are: turbulence dissipation rate E ' 1010 [m2/s3], kinematic viscosity ν ' 2.5 10-6 [m2/s], velocity
|v| = 270 [m/s] and length L = 3 10-4 [m]. The characteristic cell size inside the channel is then circa fifteen times
the Kolmogorov length scale and half of the Taylor length scale. From the preliminary RANS results it is possible to
compute the first cell y+ value as y+ = y(1)/`τ ' 1.4 (being `τ ' 5 10-7 [m]).
Static pressure was imposed at the open boundaries: 300 [bar] was applied at the inlet and 120 [bar] at the outlet.
The central differencing scheme was applied to the momentum equation, while the MINMOD scheme was used for
pressure and volume fraction equations, [27]. A small blending with the upwind scheme was added to the momen-
tum equation to damp spurious numerical oscillations. A constant time step of 10-8 [s] was adopted, corresponding
to a maximum value of convective CFL number of 3. The time marching is done with an unconditionally stable
second order accurate three time level implicit scheme. Although the maximum value of the acoustic CFL number
based on the liquid speed of sound is 16, the compressibility of the mixture corresponds to a speed of sound lower
than the one of the pure liquid phase [19], leading to acoustic CFL numbers in liquid–vapor mixture regions smaller
than one. The following numerical procedure was adopted to decrease the computational effort of the simulation.
Firstly a RANS simulation was run for 2 10-4 [s] on a coarse grid with no mass transfer allowed from vapor to liquid.
A quasi–steady solution was then obtained, with pure liquid in the whole domain. The obtained flow field was used
to initialize the LES on the finer grid. The simulation run then for further 5 10-5 [s] for the evaluation of the results.
This allowed to strongly reduce the overall computational cost compared to start the simulation directly with LES on
the fine mesh.

Results and discussion
Results from the compressible numerical simulation are presented in this section. Both time–averaged and instanta-
neous values are included in the analysis. The integral mass flow and the vapor cavity distribution from simulations
are compared with the experimental data reported in [22]. Mid–cut flow fields are then presented, together with
the corresponding velocity profiles. Two cavitation erosion prediction approaches are finally compared with the
experiments.
Table 1 presents the time–averaged mass flow values obtained in the experiment and in the simulation. For the
simulation, a time average of the integral mass flow over the cross section M2 (see Fig. 1) was computed. The
simulation shows a 4.25% smaller average mass flow compared to the experiments. The reason for this discrepancy
is attributed to the different vapor distribution obtained from the simulation compared to the experiment. A bigger
area occupied by the vapor in the channel cross section leads to sligthly smaller mass flow rate values. A further
reason for the difference is the very small averaging time obtained from the simulation compared to the experiments,
due to the high computational cost. However, considering the standard deviation of the simulation, the experiment
result lays in the statistical range of the values from the simulation.
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Table 1. Average mass flow comparison. Experimental value from [22] against the simulation average integral mass flow at M2
with the corresponding standard deviation.

Experimental Simulation Relative difference

12.7 [g/s] 12.16± 0.55 [g/s] −4.25%

In Fig. 2 the vapor distribution obtained from 50 transmission images (left) is compared with the maximum value of
time–averaged vapor volume fraction along the channel depth (right). The flow moves from the left to the right. The
maximum value along the z direction (being z the coordinate starting from the bottom glass window, perpendicular
to it and orientated into the channel) was adopted to mimic the physics of the experiments, for which the light is
blocked by the presence of vapor at any location along its path.

Figure 2. Time–averaged vapor cavity distribution (red liquid, blue vapor). Experimental transmission images reproduced
from [23] (left) and minimum value along depth from simulation results (right).

The average flow field obtained from the simulation is further described in Fig. 3. A cut at the half of the domain
depth is presented for the liquid velocity and the average pressure fluctuations fields. A vapor cavity along the entire
channel length close to the walls can be observed in both the vapor (Fig. 2) and the velocity field. The cavity closes
at the right end of the channel, where the highest values of time–averaged pressure fluctuations appear.

Figure 3. Time–averaged liquid velocity magnitude (left) and pressure fluctuations (right). Mid–cut of simulation results.

Figure 4 shows a sample of an instantaneous velocity and a volume fraction field. The laminar to turbulent transition
of the shear layer can be detected in the velocity field at around half of the channel length. The dynamics of the
vapor phase is instead shown in the volume fraction field: unstable vapor clouds detach from the main cavity and are
convected downstream. They are then subjected to further break–up, collapse and rebounding. A strong dynamic
interaction is detected between collapsing vapor clouds and pressure waves. This is recorded by the strong impact
pressure on the nearby surfaces, usually related with possible cavitation erosion, presented later in this work.

Figure 4. Instantaneous velocity magnitude (left) and liquid volume fraction (right). Mid–cut of simulation results at
t = 3.5 10-5 [s].
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The numerical model used in the current work is based on the solution of two separate momentum equations. This
leads to the computation of a separate velocity field for each phase. The slip velocity can then be evaluated as
the difference between the two velocity fields. Figure 5 presents an example of instantaneous liquid velocity and
relative slip velocity (defined as the velocity difference non–dimensionalised with the liquid velocity). The values are
taken from three measurements planes IN1, M2 and OUT1 according to Fig. 1 (right) and then extracted at half of
the channel depth (z = 150 [µm]). The three different locations are presented on the same graphs. Slip velocities
of the order of 15% of the liquid velocity were detected. It is important to notice that the highest values appear for
M2 and OUT1 sections in liquid–vapor mixture regions.
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Figure 5. Instantaneous liquid velocity profiles (left) and relative slip velocity (right). Local values from a mid–cut of the simulation
results at t = 3.5 10-5 [s].

In Fig. 6 the same analyses as in Fig. 5 is presented but for time–averaged velocities. The maximum magnitude of
the average slip velocity is of the order of 1.5% of the liquid velocity. This is 10 times lower than the instantaneous
value, but it still appears in the liquid–vapor mixture regions along M2 and OUT1 sections.
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Figure 6. Average liquid velocity profiles (left) and relative slip velocity (right). Local values from a mid–cut of the simulation
results.

The results of two different cavitation erosion modeling approaches are then presented and compared with experi-
ments. The cavitation erosion prediction model described in [15] and already applied in [13, 23], is compared with
the pressure peaks recorded on the channel surface during the simulation. The compressibility of both liquid and
vapor phases was essential to resolve pressure waves starting from collapsing vapor clouds.
The maximum recorded pressure on the surface was 1500 [bar], however it is important to mention that this value
is mesh and time step dependent [10]. In the present work the distribution of recorded pressure peaks is only
used to obtain a qualitatively distribution of possible erosion locations. Figure 7 presents the qualitative results
of erosion risk prediction from the modeling of the Mean Depth of Penetration Rate (MDPR) (left above) and the
recorded pressure peaks (right above), together with experimental visualization of the erosion time evolution from [8]
(below). A black cut at half of the depth of the channel is included for the simulation results, showing the average
vapor presence in gray–scale. The same geometry was used for both the experiment and the simulation. The
experimental data were obtained with 125 [bar] at the outlet and a temperature of 60 [◦C]. The identical operational
point was not simulated due to the lack of flow experimental analyses for this exact condition. The red arrows show
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an area that both MDPR model and pressure peaks detect as regions with high cavitation erosion risk. A similar
cavitation erosion location was also found in the experiments. This demonstrates the capability to detect correct
cavitation erosion locations with both modeling approaches. The evolution of experimental erosion patterns after
the first material removal cannot be directly compared with simulations due to the modifications in the geometry.

Figure 7. Cavitation erosion risk predictions comparison. Averaged modeled MDPR (left), maximum recorded pressure peaks
(right) and experimental cavitation erosion time evolution reproduced from [8] (below).

Conclusions
A numerical approach to solve compressible multi–phase flow fields is presented and results for a micro–throttle
cavitating flow are discussed. A pressure–based solver is used to resolve iso–thermal multi–phase flow fields, with
all phases considered compressible. Separate velocity fields are also computed for each phase. The computational
methodology is presented, including mass and momentum transfer models for cavitating flows. The capability of the
pressure–based solver to resolve compressible multi–phase cavitating flows is then assessed.
The I–channel test case is then used for verification. Average mass flow and vapor distribution are showed in
good agreement with experimental data. The average and instantaneous flow fields resulting from the simulation
are then illustrated, including an analysis of the two velocity profiles differences. It is demonstrated that the slip
velocity modeled with the multi–fluid approach is significant for local and instantaneous values, but it is reduced on
time–averaged velocity fields.
The capabilities of different cavitation erosion prediction models are finally analyzed, with reference to experimental
visualizations. Surface pressure peaks above the driving pressure could be detected with the presented compress-
ible solver. A good agreement exists between the erosion locations of the semi–empirical erosion model and the
recorded surface pressure peaks with the experimental erosion patterns.
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Nomenclature
c speed of sound [m/s]
CD drag coefficient [–]
Mk interfacial momentum exchange (3 rows vector) [Pa/m]
N bubble number density [1/m3]
p pressure [Pa]
psat saturation pressure [Pa]
R bubble radius [m]
Ṙ bubble radius rate of change [m/s]
v velocity (3 rows vector) [m/s]
t time [s]
T shear stress tensor (3× 3 matrix) [kg/m s2]
T sgs sub–grid scale stress tensor (3× 3 matrix) [kg/m s2]
α volume fraction [–]
Γ mass transfer [kg/m3 s]
ρ density [kg/m3]
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Abstract 

Bubble dynamics is generally described by the well-known Rayleigh-Plesset (R-P) equation in which the bubble 
pressure (or equivalently the bubble density) is predefined by assuming a polytropic gas equation of state with 
common assumptions to include either isothermal or adiabatic bubble behaviour. The present study examines the 
applicability of this assumption by assuming that the bubble density obeys the ideal gas equation of state, while 
the heat exchange with the surrounding liquid is estimated as part of the numerical solution. The numerical model 
employed includes the solution of the Navier-Stokes equations along with the energy equation, while the liquid-
gas interface is tracked using the Volume of Fluid (VOF) methodology; phase-change mechanism is assumed to 
be insignificant compared to bubble heat transfer mechanism. To assess the effect of heat transfer and gas 
equation of state on bubble behaviour, simulations are also performed for the same initial conditions by using a 
polytropic equation of state for the bubble phase without solving the energy equation. The accuracy of 
computations is enhanced by using a dynamic local grid refinement technique which reduces the computational 
cost and allows for the accurate representation of the interface for the whole duration of the phenomenon in which 
the bubble size changes significantly. A parametric study performed for various initial bubble sizes and ambient 
conditions reveals the cases for which the bubble behaviour resembles that of an isothermal or the adiabatic one. 
Additional to the CFD simulations, a 0-D model is proposed to predict the bubble dynamics. This combines the 
solution of a modified R-P equation assuming ideal gas bubble content along with an equation for the bubble 
temperature based on the 1

st
 law of thermodynamics; a correction factor is used to represent accurately the heat

transfer between the two phases.  

Keywords 

Bubble dynamics, heat transfer, CFD-VOF model, 0-D model. 

Introduction 

The need for the inclusion of thermal effects in bubble dynamics was first addressed in [1] among others; it was 
shown that the polytropic gas assumption may provide inaccurate predictions of the bubble behaviour when 
thermal processes are taken into consideration. Since then, the effect of heat and mass transfer on bubble 
dynamics were examined in a large number of studies, either by CFD numerical models that are capable of 
solving the complex equations that characterize the physical processes of the bubble motion, or by reduced order 
models which include various assumptions but are computationally more efficient. In the framework of the CFD 
studies, the effect of heat transfer by solving the equation of gas-vapour bubble including variation of liquid 
temperature and assuming liquid incompressibility was examined in [2]. The main assumption in this study, was 
that the temperature distribution inside the bubble to be uniform, which allowed the authors to integrate 
analytically the continuity and momentum equations inside the bubble. In [3], the motion of a single bubble during 
a mild collapse was simulated, by solving the mass, momentum and energy equations when the ambient pressure 
increases stepwise. The authors highlighted the effect of heat and mass transfer on the bubble dynamics, while 
their main conclusion was that the mean bubble temperature and the decaying time of the bubble motion depend 
on the initial bubble radius. Regarding strong bubble collapses, where liquid compressibility has to be considered; 
the motion of a collapsing bubble subjected to a strong pressure field was investigated in [4] by using the Keller 
equation [5]. High pressure and temperature values at the collapse instant which are associated with the 
sonoluminescence, were observed  
Regarding the reduced order models, in [6] thermal effects in bubble behaviour were investigated by using 
perturbation analysis method in the nearly adiabatic and isothermal regimes; the results are accurate only for very 
low Peclet numbers (isothermal limit). In high Peclet numbers, the model results in a convolution integral which is 
computationally expensive to be solved. In the context of sonoluminescence, a reduced order model has been 
proposed in [7]. Finally, a reduced order model has been developed in [8] by applying proper orthogonal 
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decomposition to the full set of equations for a spherical gas-vapour bubble, including heat and mass diffusion. A 
transfer coefficient, for heat and mass diffusion which directly depends on the Peclet number, was derived.  
In the current study, the effect of heat transfer on bubble motion is examined by CFD, solving the energy equation 
and assuming that the bubble density follows the ideal gas equation of state. The detailed physical phenomena 
are analyzed based primarily on a CFD numerical model, the latter however used as well to propose an easily 
manageable in terms of computational cost 0-D model, following a sensitivity analysis among the 0-D and the 
CFD results. 
  
Mathematical models 

I. CFD numerical model 
The bubble dynamics, for conditions that phase change is not considered,  are investigated with a CFD simulation 
model which solves the Navier-Stokes equations in a 2-D axisymmetric domain along with the VOF methodology 
[9] to track the liquid-gas interface. For the simulations where heat exchange between the gas bubble (pure air 
bubble) and the surrounding liquid is considered, the energy equation is also solved and the bubble density is 
assumed to obey the compressible ideal gas equation of state. Additionally, for the evaluation of the heat transfer 
effects but also for validation purposes, CFD simulations were performed for the same initial conditions without 
solving the energy equation. For the latter cases, the bubble density obeys a polytropic gas equation of state 
(     

 ), where the constant parameter κ is set according to a reference state for gas pressure    and density. 

The thermal VOF model has been extensively used in a number of studies from the authors’ group in deforming 
droplet simulations such as in [10-12] and in [13-15], but also in cases with polytropic bubble dynamics as in [16, 
17]. The model equations have been presented in detail in the aforementioned works and thus they are not 
repeated here. The present work is not considering any phase change effects and ignores any vapour presence 
(thus a pure air bubble is considered), any compressibility effects in the liquid phase, while the surface tension 
has been ignored since its effect is significant only for very small bubble sizes (nm). Additionally, the gas 
properties are kept constant (except of the density), without considering any dependence on temperature. 
Regarding the assumption of no phase change, this is proved to be true for the conditions examined (water at 
atmospheric conditions) since the thermodynamic parameter Σ proposed in [18] is small and bubble dynamics can 
be considered “inertially controlled”. In any case, the aim of the present work is to isolate the effect of heat 
transfer on bubble dynamics and to propose a first basis for a 0-D model, while resulting to the fact that the 
results presented here cannot be directly related to the actual multi-phase actual phenomena appearing in bubble 
dynamics. 
The 2-D axisymmetric computational domain is semi-circular and extends to a distance of 100 R0 to minimize any 
influence of the boundary conditions on the solution. The computational cells are squares at the bubble region 
(1.5 R0) and quadrilateral at the rest of the domain; this is shown in Figure 1. To enhance the accuracy of 
computations and achieve a low computational cost, an adaptive local grid refinement technique [19] is used. The 
grid resolution expressed as cells per Radius (cpR) range between 400 cpR for the maximum bubble radius and 
8cpR for the minimum one. Far from the bubble, boundary conditions of constant pressure and temperature are 
applied, while only the half of the bubble is simulated by using symmetry boundary condition. The CFD 
simulations are performed with the commercial CFD tool ANSYS FLUENT v16 [20], along with various user 
defined functions (UDFs) for the implementation of the adaptive local grid refinement method in Malgarinos et al. 
[19] and the adaptive time-step for the implicit VOF solver. 
 
II. 0-D model 
Alongside with the CDF model, a 0-D model, which is capable of predicting the bubble size evolution under both 
pressure and thermal effects, is presented in this subsection. The model solves a modified Rayleigh-Plesset (R-P) 
equation along with an equation for the mean bubble temperature derived from an energy balance in the bubble. 
Apart from the aforementioned assumptions, the model further assumes uniform temperature and pressure inside 
the bubble, which are widely used in the works mentioned in the introduction. The present model is similar to the 
reduced order model in [8], which was derived by reducing the full set of equations using the proper orthogonal 
decomposition method (POD); nevertheless, the cases presented here correspond to different physical 
conditions, while Diesel liquid is also examined.  
 

 

Figure 1. (a) Grid detail at the bubble region and (b) whole computational domain. Blue (red) colour indicates the ID of the gas 
(liquid) phase.  

a b 
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The classical Rayleigh-Plesset equation, which is an effective tool for the prediction of the bubble dynamic 
behaviour, is used as a starting point for the development of the 0-D model. In this study Rayleigh-Plesset 
equation is written as 

 ̈  
 

 
( 
  ̇ 

 
 
     

  
 
  

   
    

 ̇

   
)                  (

  
 
)
     
      

 (1) 

Recall that the present work assumes a pure air bubble, thus the vapour pressure    is not appearing in eq. 1. In 

order to obtain an equation for     , the first law of thermodynamics for the bubble with ideal gas content is 

employed in the following form: 

 ̇    ̇    (  
     
  

 
 

 
 ̇ ̈) (2) 

The first and second terms on the left hand side express the heat entering the bubble and the work done by the 
bubble, respectively. On the right hand side,    remains constant in the absence of phase change. The first and 

second terms inside the parentheses stand for the change of the mean internal energy and the change of the 
average bubble kinetic energy respectively; nevertheless, the second term can be ignored since it has been found 
to play a minor role conducting series of numerical tests. The formulation for the work done by the bubble is: 

  ̇           ̇ ,            
  (3) 

Here,    is equal to    for the present cases. Finally, the most sensitive part of the present model is  ̇. This is 

assumed to be equal to the product of  ̇    with a correction factor       : 

 ̇        ̇             ̇      
       

 
      (4) 

More details on the heat flux will be further discussed in the next section. After substituting Eq. 3,4 into Eq. 2, the 
resulting model consists of a system of coupled O.D.E’s (Eq. 1,2) which predicts the bubble dynamics when 
thermal effects are taken into account. The set of equation is integrated in time with a fourth order Runge-Kutta 
scheme. 
 
Results and Discussion 

I. Model results for an ideal gas bubble 
In the first part of this section, results of the CFD ideal gas simulations are presented in Figure 2, along with those 
obtained from the commonly used assumption of polytropic gas bubble (either isothermal or adiabatic). In the 
ideal gas ones, the heat transfer between the bubble and the liquid is not predefined (adiabatic or isothermal), but 
becomes part of the solution. In Figure 2a, the case of bubble collapse (      ) is considered and the conditions 

examined are identical to those examined in [16] (   10
5 

Pa,      6900 Pa); for the ideal gas case, both the 

liquid and the gas have an initial temperature of 300 K. In Figure 2b, the case of bubble growth is considered 
(   10

5 
Pa,      30 10

5
 Pa); with an initial bubble temperature of 2500 K, higher than the initial liquid 

temperature. A first glimpse shows that the effect of heat transfer is quite important for the bubble expansion case 
compared to the bubble collapse one, while the ideal gas curve is not between the limiting conditions of 
isothermal and adiabatic behaviour as expected. Regarding the collapsing case (Figure 2a), the effect of heat 
transfer becomes more important after the first collapse and it is getting intensified as time evolves. These results 
are in agreement with previous studies in [6] and in [21] which state that not only pressure differences but also 
heat exchange between liquid and gas could affect bubble’s behavior. Additional to the bubble radius behaviour, 
the temporal evolution of the mean bubble temperature is also of importance. The latter is shown in Figure 2c for 
the case of bubble collapse, where the differences at the bubble temperature profiles are more intense compared 
to those of the bubble radius. In the adiabatic regime, where there is no heat exchange between the gas and the 
liquid, there is a smooth variation of the mass averaged temperature in time and a high peak of 1800 K at the 
collapse instant is predicted from the 0-D model which for the moment neglects any heat transfer mechanism; in 
the isothermal regime the bubble is in thermal equilibrium with the surrounding liquid. 
For the ideal gas case, the bubble temperature profile is located between the adiabatic and the isothermal 
regimes. For most of the time, the average bubble temperature is nearly constant and near the collapse there is a 
steep change of the mean temperature which reaches values up to 1120 K; this behaviour pertains to a rather 
isothermal bubble. 
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Figure 2. Results from CFD simulations: Bubble radius for collapse (   10
5
 Pa,     6900 Pa) (a) and growth (   10

5
 

Pa,     3 10
5
  Pa) (b) for the Ideal gas case, adiabatic case and isothermal case; c) temperature profile for the case of bubble 

collapse. 

 
An interesting characteristic here is the cooling of the bubble below the liquid temperature, which is observed in 
the rebound right after the collapse. This occurs due to a time lag between the heat entering and the work 
received by the bubble [3]. This is a characteristic phenomenon that is captured also by the 0-D model.  
The heat exchange between the gas and liquid can be quantified based on the CFD simulations by using Eq. 2, 

and solving for  ̇. This is shown in Figure 3, which illustrates the temporal evolution of the heat flux at the bubble, 

which is smoothed by using a moving average filter, and the work done by the bubble normalized with the 
maximum absolute work value; the corresponding temporal evolution of non-dimensional bubble radius is also 
presented. During the collapse period, the work that the bubble receives from the liquid phase and the heat 
directed from the bubble to the liquid phase, increase in terms of absolute values, while upon collapse the work 
decreases abruptly. Later during the expansion phase, the bubble supplies work to the liquid and heat changes 
direction and flows towards the bubble. During the whole phenomenon, heat and work are in phase between 

them, while the ratio of their maximum absolute was computed equal to  ̇     ̇    0.2; the latter manifests the 
significance of heat transfer to the evolution of the phenomenon. 
The analysis that follows in the rest of the paper concerns only cases of bubble collapse, while the reference 

operating conditions in [16] are used, as in Figure 2a. In order to relate the temporal evolution of  ̇ provided by 

the CFD simulations (considered to be the actual one) with that of  ̇    (Eq. 4), a graph between the two is given 

in Figure 4a. Each collapse-expansion cycle is characterized by a circle-like trajectory which diminishes with time. 
The ratio of the aforementioned quantities provides      , which works as a tuning parameter between the actual 

heat  ̇   , and the assumed expression for heat transfer ( ̇) that has been used in the 0-D model (Eq. 4). In [8], it 

was found that the corresponding optimal correction factor is equal to 5 for a nearly isothermal behaviour; this 
parameter was kept constant during the simulation without making any distinction between the collapsing or the 
expanding phase. In this study the optimal       value, which was found to be constant as well, is determined from 

the deviation between the CFD values and those predicted by the 0-D model for the bubble radius and the mean 
bubble temperature at the first collapse. 

 

Figure 3. Evolution of the normalized heat (blue line), normalized work (black line) and bubble radius (red line) with time; results 
are demonstrated only for a time frame close to the bubble collapse. 

  

The predicted deviation for a range of       values is shown in Figure 4b. As seen, there is no value of the 

parameter       resulting in a simultaneously optimum 0-D model performance for both the bubble radius and the 

temperature. The value chosen for the simulation is the one corresponding to the optimum performance in 
predicting the bubble radius, i.e.         . Additionally and judging from the error values, one could see in 

Figure 4b that the model performs well for a wide range of values of       between 5 and 20. Next, the settings 

used in the CFD ideal gas case, are now implemented in the 0-D model. Figure 5 shows results of the 0-D model 
indicated by black solid line with         , against the results of the CFD ideal gas case. Note that there is a 

a b c 
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deviation on the prediction of the maximum temperature value by the 0-D model compared to that by the CFD 
model equal to 218 K, however regarding the radius profile there is an identical match between 0-D model and 

CFD.  

 

Figure 4. a)  ̇    provided by CFD against  ̇    which is the assumed heat in the 0-D (blue scattered spots); constant correction 

factor          (black solid line) .b) Deviation between the CFD values and those predicted with the 0-D model plotted in 
logarithmic scale for bubble radius (blue solid line) and temperature (red solid line) for various        values. 

 
II. Parametric study 
In order to assess the effect of heat transfer on the bubble dynamics, a number of parametric cases with different 
properties and physical parameters, is performed. These include the effect of different initial bubble size and the 
effect of different ambient conditions with varying initial pressure difference, temperature and conductivity in both 
the liquid and the gas phase. The aforementioned parameters were varied with respect to the reference settings 
with the corresponding results to be always compared against the results of the reference case shown in Figure 5. 
It has to be mentioned that a limited amount of the examined cases will be presented in the context of this paper, 
for reasons of space limits. Figure 6 quantifies the bubble dynamics for various initial bubble radius (a) and initial 
liquid pressure (b). The results of the 0-D model show very good agreement with CFD for the parametric initial 
radius cases (a). The results of the cases with various initial pressure show rather satisfactory agreement (right 
panels). 

 

Figure 5.  Radius (a) and temperature (b) profile of the CFD (red scatter) and 0-D model (black solid line). 

 
Here, the examined case with increased liquid pressure (2∙  ) exhibits discrepancies, probably due to the fact 

that, for large pressure differences, the assumption of a uniform pressure is violated [22]. Regarding the 
examined temperature profiles which are not presented here, the 0-D model is not capable of capturing accurately 
the temporal evolution of bubble temperature. Particularly, in the examined case with increased liquid pressure, 
the deviation between the temperature peak predicted from the CFD and the 0-D model is quite high. Moreover, 
parametric runs with various liquid and gas conductivities were conducted. The corresponding results which are 
not presented in this study, reveal that the model used is able to capture all the cases examined and that the 
liquid conductivity is playing a minor role relative to the gas conductivity. Finally, the performance of the 0-D 
model is examined for liquid Diesel with properties computed from Kolev [23] at atmospheric conditions.  
Specifically, the properties assumed are the following; liquid density (       kg m

-3
), heat capacity (   

       J kg
-1

 K
-1

), liquid thermal conductivity (        W m
-1

 K
-1

) and liquid dynamic viscosity (         Pa s). 

Results show that the 0-D model with the same correction factor (        ), is capable of capturing the 

behaviour of Diesel liquid (Figure 7), which exhibits lower peak temperature values and the bubble energy 
dissipates faster compared to water liquid due to its larger viscosity. 

a b 

a b 
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Figure 6. Bubble radius and temperature profiles for 0-D model (solid and dashed lines) against CFD (scatter spots) for 
parametric initial bubble radius (a) and initial liquid pressure (b). 

 
 
In the last part of this subsection, quantification of the overall effect of heat transfer is carried out. For each 
parametric case the following factor is determined based on the minimum bubble radius only for the first collapse. 

   
                     
                   

 (5) 

, where            and          are the minimum bubble radius at the adiabatic and the isothermal regime, 

respectively. The aforementioned factors range between 0 and 1. When factor values are closer to 0 the bubble 
motion is close to that of an isothermal bubble, while when they approach 1 the bubble tends to behave 
adiabatically. 

 

Figure 7. Bubble radius (a) and temperature (b) profile for the 0-D model (solid and dashed lines) against CFD (scatter spots). 

 
The isothermal-adiabatic behaviour is evaluated against the gas phase Peclet number, which reads: 

        
      

    
      √       (6) 

Here,      is based on a reference velocity      which is derived from a bubble natural frequency used in [8]. 

Figure 8 shows the factors computed from both CFD and 0-D models (denoted as FR_CFD and FR_0D respectively) 
plotted against the         number. Regarding the bubble radius, it is clearly demonstrated that for the low Peclet 

number limit the bubble tends to perform isothermally, while for higher Peclet numbers the bubble motion 
approaches the behaviour of an adiabatic bubble. Moreover, it is demonstrated that in the range of Peclet number 
with values between 10

-2
 and 1, there is small deviation between the

 
       and the       . On the other hand, for 

Peclet number larger than 1, it seems that the aforementioned deviations become more significant. Consequently, 
the proposed 0-D model with         , can provide reliable results for          .

 

a 

b 

b 

a 

909



ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain 

 

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0). 

EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA 

 

Figure 8. Computed factor from CFD and 0-D model for both minimum bubble radius.  

 
Conclusions 

In this study, the individual effect of heat transfer on bubble dynamics was examined by solving the energy 
equation and assuming that the bubble density follows the ideal gas equation of state, always targeting conditions 
where phase change can be neglected as in the considered cases where liquid temperature is not higher than 
300 K. The detailed physical phenomena were investigated with a 2-D axisymmetric CFD numerical model 
coupled with the VOF methodology, while an adaptive local grid refinement technique enhanced the accuracy of 
computations with a low computational cost. Alongside with the CFD numerical model, a 0-D model that predicts 
bubble motion, is proposed. The latter combines a modified Rayleigh-Plesset equation along with an equation for 
the mean bubble temperature based on the first thermodynamic law. The model also requires the estimation of 
the heat flux towards the bubble. This was determined by processing the CFD data and it was modeled with a 
simplified expression using a constant tuning factor; nevertheless, this was found adequate to capture the basic 
physics and simulate with acceptable accuracy a wide range of cases. These include various bubble sizes, 
various bubble-liquid pressure differences and liquid/gas properties. Specifically, in the low Peclet number limit 
with values between 10

-2
 and 1, where bubble performs rather isothermally, the 0-D model is capable to provide 

reliable results due to the identical matching of the latter with the corresponding results from the CFD model. On 
the other hand, for Peclet numbers larger than 1, the 0-D model with the specific constant correction factor does 
not provide very accurate results, though more cases need to be examined. Finally, a future plan, related to the 
current study, is to examine the same phenomenon under evaporating conditions. For that reason further 
development of the 0-D model, with the inclusion of mass diffusion terms is needed. 
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Nomenclture 
Roman symbols   Subscripts  
  pressure [Pa]  ∞ far-field quantity 

  temperature [K]  0 initial value 

  density [kg m
-3

]  g gas 

  radius [m]  l liquid 

  mass [kg]  v vapour 

      bubble surface area [m
2
]  B bubble 

 ̇ rate of work [W]  m mass-averaged 

 ̇ rate of heat [W]  ref reference value 

  thermal conductivity [W m
-1 

K
-1

]  CFD values provided by CFD  

   isobaric  heat capacity [J kg
-1

 K
-1

]  0-D values provided by 0-D 

   isochoric heat capacity [J kg
-1

 K
-1

]  Dotted symbols  

   Peclet number   ̇ first time derivative 

  polytropic exponent    ̈ second time derivative 

   isothermal/adiabatic factor    

      correction factor    
Greek symbols     
  surface tension [N m

-1
]     

  thermal diffusivity [m
2
 s

-1
]    

  dynamic viscosity [Pa s]    

  velocity [m s
-1

]    

  constant parameter    
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Abstract 
In light of the potential of ethanol and butanol as alternative fuels for blending with conventional kerosene in gas 
turbine engines, experimental data regarding the burning characteristics of these blends are required in order to 
better understand their combustion process. In this study, free-falling droplets of Jet A, ethanol, butanol and their 
mixtures (20% alcohol in Jet A by volume) were examined in a combustion chamber which provides 
representative conditions of real flames, both in terms of temperature and oxygen availability. Results show that 
the evolution of droplet diameter for Jet A and its blends with both alcohols are very similar, regardless of the 
obvious compositional differences. On the other hand, sooting behaviors are found to be quite different, with a 
clear reduction in the sooting propensity of the Jet A/alcohol mixtures when compared to neat kerosene. These 
results are consistent with previous studies in gas turbines, suggesting that such blends are viable alternative 
fuels with similar combustion characteristics to Jet A, but with much less propensity to produce soot. Moreover, 
this study provides new results on the combustion properties of Jet A/ethanol and Jet A/butanol mixtures, for 
which very scarce data exist in the open literature. 

Keywords 
Droplet combustion, Jet A, Butanol, Ethanol. 

Introduction 
Renewable fuels derived from biofeedstocks (i.e. biofuels) are recently gaining importance due to 

environmental and sustainability reasons. Biofuels are reported to have negligible sulphur content and to inhibit 
PAH and soot formation [1]. Furthermore, the biomass used to produce biofuels is renewable, carbon-neutral and 
domestically available. Although fossil fuels are likely to remain dominating transportation and energy systems in 
the near future [2], the use of biofuels as additives can significantly reduce their consumption, and therefore their 
environmental footprint. The most widely used biofuel today is by far bio-ethanol [1, 2], which is commonly added 
to gasoline for its use in internal combustion engines. Ethanol production via fermentation of plants and starches 
was among the very first developments in biofuels because of the already well-established alcohol industry [3]. 
Although ethanol production from edible crops poses serious concerns, such as competition with the food industry 
or indirect land-use change, it remains nowadays as the major source for bio-ethanol feedstock [2]. These 
concerns have motivated efforts to find more environmentally-friendly processes for ethanol production, such as 
lignocellulosic biomass or residual waste conversion (second generation bio-ethanol). 

Even though ethanol is the most used biofuel nowadays, some of its properties entail significant limitations.  A 
research on potential new fuel molecules has been carried out in order to overcome these drawbacks. One of the 
most promising candidates is butanol, which has several well-known advantages when compared with ethanol [2-
8]: 

- Higher energy density. 
- Lower propensity for water absorption. 
- Higher miscibility with hydrocarbons. 
- Boiling point closer to the gasoline/diesel fuel range: lesser impact on the fuel distillation curve. 
- Better material compatibility: corrosion towards ferrous metals and elastomers swelling are reported to 

be much less severe than in the case of ethanol. 
- Lower vapor pressure: safer manipulation and less volatile organic compounds emission. 
- Lower heat of vaporization, which facilitates ignition. 
- Current engines can run on more enriched butanol blends without any modification. 

Bio-butanol can be both produced by fermentation of edible crops (first generation biofuel) or through more 
advanced technologies, using lignocellulosic biomass or algae as feedstock (second generation biofuel) [3-5]. 
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The monosized droplets were injected along the axis of a quartz tube, coaxially with the combustion products 
generated by a flat-flame premixed methane-air burner (McKenna). This coflow provided a controllable and 
realistic environment to study the evolution of fuel droplets under representative conditions of real flames, both in 
terms of oxygen availability and temperature. As in real flames a droplet might be subjected to different oxygen 
conditions, the droplet combustion process was studied both at 3 and 10% of oxygen (by volume, dry basis) in the 
coflow. 

Different imaging methods were used to record visual information describing the various aspects of droplet 
combustion. Size and velocity evolution of droplets were recorded through a black and white (BW) high sensitivity 
CCD camera (QImaging Retiga SRV, 12-bit Mono) fitted with a long distance microscope and backlighted via LED 
strobe. This optical system was programmed to record two sequential shots of a droplet in the same frame with a 
time lapse of 500 µs between them. As it can be seen in Figure 1, this imaging method not only gives information 
about the droplet size and motion, but also about the existence of a soot shell for certain conditions. A color 
camera (Teledyne DALSA Genie HC1024, 8-bit) perpendicularly placed to the BW camera and faintly backlighted 
was used to record the flame images. The weak backlight was provided in order to make the droplet 
distinguishable from the self-illuminated flame, capturing in the same image the free-falling droplet surrounded by 
its flame, as also shown in Figure 1.  

Pictures taken with both imaging methods were post-processed in order to extract the relevant droplet 
combustion features in the most precise and repeatable way. However, for the fuels and conditions examined in 
this study, the flames registered in the color images were so weak that the involved uncertainties are considered 
too high to extract reliable quantitative data. 

Fuels investigated 
Commercial Jet A obtained from a local airport, ethanol (99.8% purity) and 1-butanol (99.4% purity) were 

used for the tests. Additionally, two mixtures were prepared with 80% Jet A and 20% alcohol by volume, denoted 
as B20 and E20 for blends of Jet A with butanol and ethanol, respectively. The main properties for the pure fuels 
are shown in Table 1. Ethanol and butanol properties are extracted from the literature, whereas a specific analysis 
of the Jet A sample was performed at the Instituto de Carboquímica (ICB-CSIC) in order to obtain its composition 
and most significant properties. 

Table 1. Selective properties of the fuels investigated. 

 Molecular 
formula 

MW 
(g/mol) 

% C 
(mass) 

% H 
(mass)

% O 
(mass)

Boiling point 
(°C) 

Lower Heating 
Value (MJ/kg)

Density at    
20°C (kg/m3) 

Vaporization 
Enthalpy (kJ/kg)

Jet A C10.6 H19.6 146.8 86.6 13.4 - 99 – 286 42.60 791 330 a 

1-Butanol b C4 H10 O 74.1 64.9 13.5 21.6 117 33.10 810 584

Ethanol b C2 H6 O 46.0 52.2 13.0 34.8 78 26.95 789 838
 

a From ref. [7] 
b From ref. [17] 

Results and discussion 

Droplet size and burning rate evolution 
As stated above, tests were performed for Jet A, B20, E20, butanol and ethanol for two different oxygen 

conditions: 3 and 10% O2. The normalized droplet size evolutions for these two conditions are shown in Figures 
2a and 2b respectively. Based on the quasi-steady theory of droplet burning, measurements are displayed as 
normalized square diameter versus normalized time. Normalization is performed with the droplet diameter value 
at injection (D0).  
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Abstract 
In this work, both experimental and numerical investigations have been carried out in order to improve the 
modelling of the vaporization of wall liquid-deposits in internal combustion engines. A comprehensive model is 
suggested for the vaporization of liquid films in the different boiling regimes, including nucleate boiling regime, the 
Leidenfrost boiling regime, as well as the transition boiling regime occurring between the two latter. This work 
extends the validity of the Liquid Film Boiling model (Habchi, Oil & Gas Science and Technology – Rev. IFP, Vol. 
65, No. 2, 2010) for dispersed liquid films that may be formed when a dilute spray impinges a wall. A sub-grid 
liquid film is indeed considered when the wetted-area is smaller than the wall cell-face area. A sessile droplet 
model is used to estimate the wall area wetted by the liquid film and whether it is resolved by the grid or located in 
the sub-grid scale (SGS). In addition, a novel Leidenfrost vaporization model is proposed for spray droplets 
located near a hot wall. The above vaporisation/boiling models has been implemented in the Large-Eddy 
simulation (LES) AVBP code. The validation has been carried out using two different experiments.  First, the 
experimental lifetime curve of a sessile droplet (Stanglmaier et al., SAE paper 2002-01-0838) has been used for a 
quantitative validation in the different boiling regimes. Second, the wall impingement of a heptane spray from a 
typical gasoline injector from Continental Automotive, has been simulated. The numerical results obtained  under 
boiling conditions, are compared to the liquid film footprints and lifetime provided by the Refractive Index Matching 
(RIM) experiment which is described in this article. 

Keywords 
Liquid film, Boiling, Leidenfrost, LES, RIM 

Introduction 
In Gasoline Direct Injection (GDI) engines, the impingement of the spray on the walls cannot be avoided in all 
operating conditions. Therefore, a fine tuning of the operating points involving impact of the spray droplets on the 
inner walls of the engine must be performed. Computational Fluid Dynamics (CFD) codes are often used for this 
purpose. However, the modelling of all the spray-wall interactions, including evaporation and the different boiling 
regimes, remains challenging. In this work, both an experimental and a numerical investigation have been carried 
out in order to improve the understanding and the modelling of the vaporization of liquid deposits in the boiling 
regimes. The liquid film sub-models previously developed by the authors [1–5] using a RANS approach have 
been improved and implemented in the Large-Eddy Simulation (LES) code AVBP [6]. In particular, this work 
extends the validity of the Liquid Film Boiling (LFB) model [5] for dispersed liquid films or tiny deposits that may be 
formed when a dilute spray impinges a wall. In addition, experimental measurements have been carried out using 
the Refractive Index Matching (RIM) method described in Section 1. Next, the different physical sub-models and 
improvements suggested in the present article are detailed in Section 2. Several sessile droplet test cases have 
been used in Section 3 for the numerical and physical validations of the sub-models proposed for the different 
liquid film boiling regimes. Then, a typical GDI spray/wall impact configuration has been used for the validation of 
the liquid film numerical results (footprints, lifetime …) under boiling regime. 

1 Experimental setup 
The purpose of the Refractive Index Matching (RIM) experimental set-up is to observe the liquid film generated by 
one plume of a GDI injector on a transparent plate. This methodology has been introduced by Drake et al. [7] and 
used by Maligne and Bruneaux [8] to study wall film thickness in an optical Direct injection engine. The principles 
are depicted in Figure 1. The impingement plate is in quartz and has a known average roughness Ra=15µm, 
which order of magnitude is typical of a piston roughness. Its refractive index, with its roughened surface, is 
around 1.46 [8], which is close to liquid hydrocarbons studied here (1.385 for n-heptane). When liquid, with a 
refractive index which closely matches the quartz wall index, is on the window, light scattering is modified. The 
RIM then easily provides the liquid film footprint and a sufficiently accurate total lifetime. Figure 2 gives a picture 
of the global set-up. Images are captured by a high-speed CMOS video camera. Exposure time is fixed and equal 
to 100µs and the frame rate is up to 104fps. The objective on the camera has a fixed focal length of 60mm and for 
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this study; the f-number is f/8. Resolution is then 83.3 µm/pixel. The quartz plate (50mm diameter) is put on an 
aluminium hollow cylinder (to allow visualization from below, with a flat mirror), which is heated with an electrical 
collar, driven by a PID controller, that ensures the quartz window has a known and constant temperature. 
Temperature is measured with a thermocouple located on the quartz plate, as depicted on Figure 2. The quartz 
window is enlightened with one light guide (diameter: 1 inch) connected to a 150W continuous light illuminator 
(halogen lamp). Fuel n-heptane is injected with a GDI 3-holes nozzle. 
 

  

Figure 1 . Sketch of the RIM experimental set-up. Figure 2.  Pictures of the experimental set-up. 
 
As explained in [9], despite the fine calibration, the liquid film thickness is very difficult to be accurately measured. 
Indeed, it is most often underestimated. Many factors are modifying local and global light scattering, as bubbles 
(entrapped air) and waves on the film surface, as well as undesired late and slow droplets which may remain 
several milliseconds levitating above the film. Therefore, only the footprints of the impinging spray and the 
estimation of the total lifetime of the liquid film are used for the validation in section 3.3. However, many additional 
useful observations have been made available by our RIM experiments. For instance, it is important to note the 
existence of a lot of isolated liquid spots all around the continuous liquid film, particularly visible at cold conditions. 
As they are thin, the associated mass is small in comparison with the central liquid film. Moreover, as their contact 
line length/surface ratio is high, they then vaporize very fast. The above remark highlights the huge difficulties of 
the modelling of liquid films (i.e. its formation, evaporation or boiling) at the sub-grid scale (SGS), especially 
during the impingement of dilute sprays. The main features of the modified SGS LFB model are described in 
Section 2.2. The validation of such modification is discussed in Section 3. In addition, Figure 3 shows that air can 
be entrapped during the spray–wall impact in our experiments. Very small bubbles are entrapped in the wall 
(quartz) troughs as depicted in the zoom of Figure 3(b). Those bubbles can survive dozens of milliseconds after 
end of injection. They can act as first nucleus in boiling conditions.  
 

  

Figure 3(a)  Liquid film for : Injection pressure=100bar 
Average roughness Ra=15µm – Ti =1500µs - Tw=30°C. 

Image size (608,376) pixel, 83.3 µm/pixel. 

Figure 3(b)  Highly zoomed visualisation of a wall film 
generated by a GDI injector. Image extracted from a high-

speed sequence. Some bubbles are shown by orange arrows 
 
2 Fundamental of boiling of thin films and models description  
For the modelling of a liquid film formed on the surface of a combustion chamber, heat transfer and phase 
changes are of primary importance. One may distinguish four regimes of vaporization in the literature [10,11] 
which can be classified according to the superheat degree ∆Tw,sat = (Tw – Tsat) and uses as limits for these 
regimes, the saturation temperature Tsat, the Nukiyama temperature TN and the Leidenfrost temperature TL. TN 
corresponds to the point of maximum heat flux (CHF in boiling curves) or to the minimum point of the lifetime 
curve (Figure 4); and TL corresponds to local minimum of the curve of the heat flux or to the maximum of the 
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lifetime curve separating the Leidenfrost regime IV and boiling regime III, depicted in Figure 4. These critical 
temperatures depend on the properties of the wall (roughness, presence of impurity, wettability, thermal 
conductivity, specific heat, etc.) as well as on gravity, gas pressure, liquid flow rate, etc. (see [5] for a 
complementary bibliographical review. These critical temperatures may also be determined experimentally from 
the boiling or lifetime curve of a droplet as depicted in Figure 4 obtained by measuring the total time that it takes 
to a droplet to completely evaporate after it has been gently deposited on a hot wall [12] : 
Regime I, complete wetting regime ( Tw < Tsat) 
The sprays, impinging a wall having a Tw smaller than Tsat, always form a liquid film which evaporates slowly. In 
this regime, the evaporation rate strongly depends on the turbulence level in the ambient gas [3,4,13,14].  
Regime II, nucleate boiling regime ( Tsat < Tw < TN) 
In this regime, the liquid very close to the wall (e.g. in the thermal boundary layer) is overheated. This leads to the 
formation of vapour cavities which are born starting from germs (or sites) often hidden in the wall roughness 
(heterogeneous nucleation) and from the small bubbles are entrapped in the wall  troughs as shown in Figure 
3(b). While growing, these bubbles may be detached from the wall, especially in case of pool boiling or a raltively 
thick liquid film. This process of phase change at subcritical conditions prevents the temperature of the liquid Tl 
from exceeding to much its saturation (or spinodal) temperature by consuming most of the heat flux Qw,l 
transferred to the liquid mainly by the wall. In contrary to pool boiling, the growing vapour cavities cannot be 
detached from the wall in the case of thin liquid film of interest in this work. Indeed, it has been shown 
experimentally in [15]  that while growing, the vapour cavity diameter increases. After vapour cavities bursting the 
thin liquid film, tiny droplets are formed as observed in [16] and a dry-spot may appear. In addition, by increasing 
the superheat degree ∆Tw,sat in this regime, the number of dry-spots increases. This process leads to a rapid 
increase of the dry area and the contact line length. 
Regime III, transition boiling regime ( TN < TW < TL) 
This is the transition regime between the nucleate boiling regime and the subsequent Leidenfrost regime. The 
small vapor cavities and the dry-spots on the wall coalesce progressively and form vapor columns and/or a larger 
vapor cavity. Indeed, several authors [11,17,18] explained the decrease of the heat flux provided by the wall and 
the increase of the droplet lifetime, by the coalescence of the vapor cavities formed on the wall. As a 
consequence, in this transition boiling regime, the heat flux passes more and more through a vapor cushion 
between the wall and the liquid, and therefore strongly increases the droplet lifetime (Figure 4) with increasing Tw.  
Regime IV, Leidenfrost or “film boiling” regime (T w > TL) 
In this regime, there is no liquid film formation on the wall. The impingement always results in the 
rebound/splashing of the impinging spray droplets. This behavior has been explained by an intense heating of the 
droplets front, which leads to the formation of a vapor cushion and prevents the contact of the liquid with the wall. 
In this condition, the wall heats the vapor cushion which in its turn heats the droplets generated by the thermal 
instabilities during the transition boiling regime. Therefore, the heat flux between the wall and the spray droplets 
through the vapor cushion must be accounted for in the energy balance in droplets evaporation models. 
Obviously, this additional heat flux vanishes when the droplet goes far from walls. This additional heat flux will be 
shown to be of primary importance for the correct prediction of the vaporization lifetime of a sessile droplet in 
Section 3.1. 
 
2.1 Modelling scope 
The modelling scope of this work is the implementation in AVBP [6] of a comprehensive set of models for liquid 
film boiling. The convective liquid film evaporation, prevailing in regime I, is described by Desoutter et al. [3,4]. 
The LFB model proposed in [5] is summarized, along with the following improvements: 

a) A sub-model for a more accurate sub-grid-scale (SGS) modelling of liquid film boiling. 
b) A modified spray evaporation model for droplets near hot walls, particularly for those under the 

Leidenfrost regime vaporization. 
In addition, the wall film droplets formed near the end of the boiling transition regime are released and become 
free/spray droplets as soon as TL becomes smaller than Tw (see the schematics illustrating the boiling states near 
the limits of the boiling regimes in Figure 4 and 5). It is also worth noting that the spray/wall interaction models 
such as the rebound or splashing model will not be discussed in this article since they are available elsewhere  
[19]. In addition, the reader may refer for instance to [20] for the estimation of TN and TL. 
 
2.2 Thin liquid film boiling models 
Il well known that evaporation takes place mostly at the meniscus of a liquid film.  According to the LFB model [5], 
the boiling phenomenon may therefore be modelled using the following two main parameters: 

• The dry fraction of liquid film area due to boiling (i.e. vapour cavities and dry-spots), denoted ���� ; 
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• The solid-liquid-vapour contact line length density (index clld) of the liquid film, denoted �����.  
 
According to each boiling regime main characteristics, the behaviour of the above two parameters have been 
correlated to the wall temperature as depicted in Figure 5. �	
� varies inevitably between 0 and 1 when the wall 

temperature increases from Tsat to TL (depicted in red color in Figure 5 for the case of iso-octane), respectively. 
Moreover, the experimental observations mentioned above showed that �	
� increases quickly during the 

nucleate boiling regime. It reaches a value of about 0.7 to 0.9 when �
 � ��. This behaviour of the function 
�	
���
� has been expressed by the following correlation: 

���� � �	�
 � ������ � ���� 	�
�
�
 

(1) 
 

 
As for the Solid-liquid-vapour contact lines length density �������
� of the liquid film, it is defined as an increasing 
function from 0 to 1 in the nucleate regime of boiling. Then, it decreases in the transition regime of boiling up to a 
minimal value, denoted ����	 !". This behaviour is specified by the following correlations : 
 

����	 � ����
����#$%&$'(                                                when  �
 ) �� 

����	 � *1 � ����	 !", -	 $./$%$./$012	3
� 4 ����	 !"                           when  �� 5 �
 ) �� 

(2) 
 

 

For the boiling phenomenon, instantaneous thermodynamic equilibrium is assumed (i.e. no metastable state is 
permitted). This assumption makes sense for liquid film already including bubbles even in cold conditions, as 
depicted in Figure 6. Therefore, the vaporized mass 67 8 may be calculated by the following energy balance: 

67 8 �
9	:�*1 � ����,;
,� 4 :=����;
,8,� 	>	?@!� 

A���  
(3) 
 

where A��� is the liquid latent heat of vaporization at Tsat. ;
,� is the heat flux per unit area between the wall and 
the liquid in direct contact. It is calculated by Equation (4) where λ�,��� is the thermal conductivity of the liquid at 
Tsat and B�C has been estimated in [5] of the order of few microns. ;
,8,� is the heat flux per unit area between the 
wall and the liquid through the vapour cushion. It is the driving heat flux compared to the former in transition 
boiling regime III, particularly when Tw tends towards TL. The wall heats the vapour cushion which in its turn heats 
the liquid. It is calculated by Equation (5) where λ8,��� is the thermal conductivity of the vapour at Tsat. The area 
?@!�  is obviously equal to the wall cell-face for a resolved liquid film. But, it is unknown for the tiny liquid film, such 

as the one depicted around the main footprint of the continuous liquid film in Figure 6(a). In this case, the model of 
Nagaoka [21] is used for the estimation of the SGS liquid film area, ?@!� . In addition, this model has proved 

sufficiently accurate for the estimation of the average film thickness, D@!�  for the SGS modelling of non-resolved 

liquid film transport and vaporisation. Equation (3) also includes two additional coefficients: :� represents the 
fraction of the wetted area *1 � ����, where most liquid vaporization is produced (i.e. area of the meniscus); 

whereas := represents the fraction of ���� where the liquid film is separated from the wall by a vapour cushion. In 

our previous work [5], the thickness of the vapour cushion has been correlated to the ambient pressure in 
accordance with the experimental observations of Temple-Pediani [22].  

 

Figure 4 . Droplet lifetime curve and schematics 
illustrating the boiling states near the limits of the boiling 
regimes (reproduced from [5]) 

 

 

Figure 5 . Dry fraction �	
� function and Contact Line Length Density 

����	 function drawn for the iso-octane case at atmospheric 
pressure. The schematics illustrate the boiling states near the limits 
of the boiling regimes (reproduced from [5]). 
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;
,� 		� λ�,���
��
 � �����
B�C  
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;
,8,� 		� λ8,���
��
 � �����
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=
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2.3 Droplets vaporisation near hot walls 
In the AVBP code [6], a typical spray evaporation model, named SIGLE is used. It is a modified Abramzon and 
Sirignano model [23]. In this work, another modification of this model is carried out in order to account for an 
additional heat flux coming from hot walls. Indeed, this complementary heat flux is necessary when the spray is 
close to hot walls, especially in the Leidenfrost regime. Such heat flux is suggested here under the following form: 

;
 		� λM
��
 � �	�
BM ?	 (6) 

 

Where Td is the droplet temperature and BM (respectively λM) is the thickness (respectively thermal conductivity) of 

the gas cushion between the wall and the droplet. BM is computed as the normal distance to the wall of the droplet 

centre, minus its radius. Note that this distance cannot be smaller than B8 given by Equation (5).  λM is estimated 

at a temperature equal to �	 4 *�M � �	, 3⁄ . Finally, since spray droplets in internal combustion engine are small, 

the area ?	 is computed simply as the half of the droplet surface facing the wall. The flux given by  Eq. (6) is 
added to the heat flux coming from the gas phase in the SIGLE droplets evaporation model. 
 
3 Models validation  
The different models suggested in this paper have been implemented in the LES code AVBP [6]. The validation is 
carried out using two different experiments. First, the experimental lifetime curve of a sessile droplet from [12] is 
used for a quantitative validation in the different boiling regimes at resolved and SGS numerical conditions. 
Second, the wall impingement of a heptane spray from a prototype GDI injector from Continental Automotive, has 
been simulated. The numerical results obtained under boiling conditions, are compared to the liquid film footprints 
and lifetime provided by the RIM experiments described in section 1. 
 
3.1 Sessile drop test cases : Numerical validations  
In the experiments of Stanglmaier et al. [12], a rather big droplet (PK � 5μS�	is deposited on an aluminium heated 
plate. Once deposited gently on the wall, this droplet spreads and forms a liquid film. In this work, we assumed 
the droplet after impact takes the form of a cylinder with radius T@ and height D@. In order to compute T@ and D@, 
Nagaoka et al. [21] model is used as described in [5]. A sub-grid liquid film is indeed considered when the 
obtained area ?@!� � UT@= is smaller than the area ?
	of the wall-cell face where the liquid film is located. In this 

case, the SGS liquid film height is also taken equal to D@ as this value is more accurate than the one usually 

computed in most CFD codes as D@ � PK ?
⁄ , which value is often underestimated. The initial conditions given by 

the Nagaoka et al. [21] model and the physical properties are summarized in Table 1 and Table 2, respectively.  
Figure 6 shows the initial liquid film deposited on the bottom wall for the SGS case (a) and resolved case (b). The 
grid used for case (b) is refined five time more than in case (a). The grid size in case (b) is specified in such a way 
that the wall-area covered by the liquid film, ?@!�  is equal to the sum of the 25 central-cell areas. In addition, 25 

droplets have been distributed at the centre of each of these 25 wall-cell faces (Figure 6(b)). The initial droplets 
size is specified in such a way that the same initial volume is used for both cases (a) and (b). For these two 
cases, two wall temperatures �
��� equal to 388 K and 423 K have been simulated. The first wall temperature is 
chosen in the middle of the nucleate boiling regime and the second one in the transition boiling regime (see �� 
and �� in Table 2). The numerical results are depicted in Figure 7. First, the resolved and SGS cases are 
compared in Figure 7(a) in terms of liquid film volume. The liquid film temporal evolutions are somewhat different. 
But, their total lifetimes are similar, around 0.6 s and 4.5 s for 	�
��� equal to 388 K and 423 K, respectively. 
Second, Figure 7(b) shows that even if the liquid film is initially resolved by the grid in case (b), 
vaporization/boiling reduces the wetted area relatively quickly and makes its calculation required in the SGS.  
 

Table 1 : Initial conditions for sessile drop test cases using iso-octane 

 PK (µl) TK (mm) T@ TK⁄  D@ (µm) ?@!� (mm2) J� V(Pa) �� V(K) �	 

5 1.061 4.32 86.9 57.6 1.01 × 105 �
��� ���� 
Table 2 : Physical parameters of iso-octane at ambient pressure (Pamb= 1.01 105 Pa) 

 λ�,��� (W/(m.K) W��� (kg/m3) A��� (J/kg) ���� (K) �� (K) �� (K) 

0.1 699 2.6746 × 105 375 395 459 
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Case (a):  Un-resolved liquid film SGS case defined using a 
single droplet with ro=1.061 mm, on one wall-cell face. 

Case (b):  Resolved liquid film case defined using 25 droplets 
with ro=0.3628 mm, on 25 wall-cell faces. 

Figure 6.  Initial conditions for SGS and resolved liquid film. The same initial volume is used for both cases (a) and (b). 
 

   

(a) Liquid film volume temporal 
evolutions. 

(b) Liquid film areas. SGS vs. resolved 
liquid film. 

Figure 8.   Iso-octane liquid film total 
lifetime. LFB model is used in nucleate 
and transition boiling regimes. SIGLE is 
the droplets vaporisation model used in 
the Leidenfrost regime. 

Figure 7.  SGS vs. resolved liquid film. The same initial volume is specified for both 
cases (a) and (b). 

3.2 Sessile drop test cases : Experimental validations  
In this subsection, the suggested models in the different boiling regimes are evaluated. Several simulations 
similar to the above case (a) have been carried out. For the simulations under the Leidenfrost regime, the gas 
temperature is assumed initially equal to the wall temperature. In this case, the sessile droplet is deposited at the 
wall, at D	,!"!� � 1	XX with a zero initial velocity. In addition, the sessile droplet initial temperature is assumed 
equal to ����. This is true at least on the sessile droplet surface faced to the wall. Note that the gravity 
acceleration acting towards the wall is switched on. In these conditions, the rebound regime is invoked each time 
the droplet hits the wall. The numerical results in terms of liquid volume temporal evolutions are depicted in Figure 
9. One may see in this Figure the lifetime decrease (increase) in the nucleate and Leidenfrost regimes (in the 
transition boiling regime) as wall temperature is increasing (decreasing), respectively. A good agreement of these 
numerical results with the experiments of Stanglmaier et al. [12] in terms of total lifetimes, is shown in Figure 8. 
Each symbol (○ or ▲) in this Figure is the result of a single AVBP simulation. Although the LFB model (see 
Section 2.2) is obviously very different from the SIGLE vaporization model (see Section 2.3) proposed in this 
work, the numerical results show a smooth transition between them. 

3.3 The GDI spray/wall interaction configuration 
In this section we evaluate the different models suggested in this work for a typical GDI spray impinging a wall. 
The RIM experimental liquid film results generated by one plume of a GDI injector on a transparent plate are used 
for comparisons (see section 1). The impingement plate is in quartz and has a known average roughness 

   
(a) Nucleate boiling regime (b) Transition boiling regime (c) Leidenfrost regime 

Figure 9.   Liquid volume temporal evolutions from sessile droplets simulations in SGS for 13 different wall temperatures. 
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Ra=15µm. It is located 40mm from the nozzle. The computational domain hexahedral grid is shown in Figure 
10(a).  It consists of six million nodes. A refined zone has been provided to suitably describe the coupling of the 
gas with the spray and the liquid film. The cell size in the refined region is 25 µm. Outlet boundary conditions are 
specified for the four lateral faces of the computational domain. The bottom face is the heated wall at �
���=423K 
for which an isothermal wall law is specified. However, the top wall is assumed at ambient temperature, 
�� V=323K for which a free slip isothermal wall is specified. In addition, Figure 10(b-c) shows the impinging n-
heptane spray configuration. Relatively to the vertical direction, the spray axis have an angle of 31° in the (x,z) 
plane. The rest of the parameters is given in Table 3. Of course, the spray injection model and the spray-wall 
interaction and the liquid film formation models including the rebound/splashing phenomena are very important for 
this configuration. Here, the DVI injection model [24] with an intact liquid core length equal to 2mm is used for the 
numerical simulation of the injection process. The liquid is injected using a given trapezoidal injection rate 
assuming opening and closing periods equal to 0.3ms. A velocity coefficient equal to 0.7 is also used in order to 
take into account the momentum lost inside the nozzle. Moreover, one hundred-thousand parcels have been used 
for the discretized injected mass (minj=3.25mg). With the DVI model, a Rosin-Rammler distribution is specified 
with a Sauter Mean Diameter, SMD=12µm and a parameter, q=2.2. In addition, the SAB secondary breakup 
model [25] is used, while assuming no-collision between the droplets in the present LES. Spray droplets 
evaporation is performed using the modified SIGLE model (see Section 2.3). For the spray-wall interaction and 
liquid film formation models, in-house IFPEN models [19] have been used. Figure 11 shows a fairly good 
comparison of the LES footprints results relative to the experimental RIM images. In addition, the evaporation rate 
in the transition boiling regime of n-heptane (since ��<�
���<��) is well predicted as the total lifetime of the liquid 
film is very close to the experimental value, 70 ms.  

Table 3  : Injection and physical parameters 

J� V(Pa) �� V(K) ρCYZ��"Y(kg/m3) �
��� (K) ���� (K) �� (K) �� (K) 

1.01325×105 323 688 423 368 390 456 

J!"[ (bar) X!"[ (10-6 kg) G!"[ (ms) \"]^^�Y (µm) ?6_!"[ (µm) Cone angle(°) �!"[ (K) 

200 3.25 1.36 200 12 12.5 300 
 

   

Figure 10.   (Left) Mesh (6Mi nodes) and spray orientation (centre) before (right) after impingement. 
 

Figure 11.  Experimental (top) and LES (bottom) liquid film footprints every 10ms starting from 5ms. 

 
Conclusions 
Two fundamental improvements for the liquid film boiling modelling have been suggested in this article. First, a 
model allowing the simulation of resolved and sub-grid liquid film boiling is proposed. Second, a modified droplets 
evaporation model is proposed and applied to the vaporization of droplets located near hot walls, especially for 
the Leidenfrost boiling regime. These models have been implemented in AVBP and applied to the simulation of 
the vaporization of an iso-octane sessile droplet in the nucleate boiling regime, the transition boiling regime as 
well as in the Leidenfrost boiling regime. In addition, RIM experiments have been performed and used for the 
overall validation the suggested models. The obtained LES results have proved to compare well with our 
experiments which are of a big interest in several devices like in GDI engines. 
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Abstract
In the present study, a novel implicit numerical model to describe evaporation phenomena in the dense spray region
is proposed. The main aim is to go beyond the limits of standard vaporization models, which are normally based
on a dilute spray assumption, to deal with high liquid volume fractions. The proposed method is based on an a
priori computation of steady state equilibrium conditions reached by a system composed by liquid, vapour and air
at constant pressure combined with a modelled characteristic time of evaporation. Such equilibrium composition
and temperature is then used inside numerical calculations to compute evaporation source terms. The new for-
mulation allows to simulate evaporation process in the dense zone of the spray, where, due to the extremely low
thermal relaxation time, classical explicit method can lead to unphysical results. Such innovative approach has been
implemented in a multiphase solver in the framework of the CFD suite OpenFOAM. An Eulerian-Eulerian solver, de-
rived from the Eulerian Lagrangian Spray Atomization (ELSA) model, has been used, in order to correctly describe
the liquid-gas flow without assumptions on the topology of the liquid phase. Evaporation source terms have been
modelled as function of the amount of surface available for mass and heat transfer. An analysis of the solver has
been carried out in RANS framework in order to highlight the capabilities of the approach in dealing with high liquid
volume fraction regions with a physically consistent representation of evaporation phenomena.

Keywords
Spray modelling, ELSA, Eulerian-Eulerian methods, Evaporation modelling.

Introduction
The future standards on pollutants emissions expected by ICAO-CAEP [1] for the next generation of civil aero-
engines have pushed the attention towards the introduction of lean burn technology in aeronautical framework.
Here, a drastic reduction of NOx levels can be achieved working on a narrow range of temperature and equivalence
ratio. Therefore, all the issues related to liquid fuel atomization and air-fuel mixing have to be carefully investigated
and Computational Fluid Dynamics (CFD) has been gaining strong attention for the design process.
In this framework, the numerical method chosen for the modelling of the liquid phase can have a strong impact
on both simulation accuracy and computational effort. Standard Eulerian-Lagrangian (E-L) approaches, which are
based on tracking single liquid discrete entities (i.e. parcels), are characterized by a straightforward introduction of
the main interactions between the gas and the liquid phase, even if they are not theoretically suitable in the near
injection region where the spray is really dense. An extensive use of experimental correlations in order to introduce
the effects of primary breakup inside numerical calculations is therefore required. However, this strategy is not gen-
eral since a strong spreading between the huge number of available experimental correlations can be determined
for the same configuration and operating conditions.
Besides, Eulerian-Eulerian (E-E) methods are very attractive since several ways, associated to different computa-
tional costs, can be here used to solve the kinetic Boltzmann-Williams equation [2]. This has determined a copious
research on Eulerian methods starting from approaches based on a discretization of the spray distribution along
the diameter space (i.e. sectional approaches [3]) to other built on the calculation of some moments of the spray
probability density function (such as Quadrature Method Of Moments [4] or Direct Quadrature Method Of Moments
[5]. Other approaches, such as entropy maximization [6] or moments with interpolative closure [7], can be also
found in the literature but their description goes beyond the scope of the present work. Recent contributions in
this area have shown the suitability of these methods in describing the most important features of liquid sprays [8].
Nevertheless, since all these approaches are theoretically based on the Boltzmann-Williams equation, they can be
used only when the spray is composed by individual droplets with well-defined features as position or diameter.
Therefore, in order to consider also the dense zone, diffuse interface models have been considered in the present
work. In these models, the interface is considered as a mixing zone where both liquid and gas phases coexist at
the same macroscopic position with an occupied portion of volume defined by the liquid volume fraction (αl). In
this context, several family of models have been developed in technical literature and in the present analysis the
Eulerian-Lagrangian Spray Atomization (ELSA) model has been considered [9, 10]. In ELSA framework, an Eule-
rian mixture model is employed to describe the near-nozzle dense spray region, whereas a lagrangian population
is initialized when the spray becomes dilute. Therefore, a full atomization process from pure liquid to dispersed
droplets can be considered. Such approach has been already validated on different spray configurations [9, 10]
and its capabilities extended to consider the strong interactions between liquid and gas phase that characterize
aero-engine applications [11].
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Figure 1. Ratio of ambient and droplet temperature with the respect of time for several liquid volume fraction using an explicit
formulation for evaporation modelling.

However, large part of such contributions have been performed in iso-thermal test conditions or using modelling
strategies for the evaporation process directly derived from a lagrangian context. For instance, in [9] evaporation
effects in the dense zone are neglected, whereas in [12] an explicit formulation is employed for the Eulerian region
of ELSA and the vaporization rate is calculated from the local temperature considering the fuel vapour as saturated
on the liquid surface. However, such explicit formulation can lead to strong temperature undershootings on the
gas side in regions where αl is really high (i.e. near injector regions). Considering for instance the 1-D test case
shown in Figure 1 where a cloud of droplets (highlighted in red) is introduced inside a hot stagnant environment, it is
possible to calculate the ratio between the gas phase and liquid temperature with respect to time for several values
of cell liquid volume fraction. The source/sink terms due to evaporation are here implemented through an explicit
formulation and in particular the sink term employed for the gas phase energy equation can be written as:

dh

dt
= HAdrop(Tl − Tg)−

dm

dt
L (1)

where h stands for gas phase enthalpy, dh/dt for its own variation in time, H and Adrop for heat transfer coefficient
and droplet surface area respectively. Liquid temperature and gas phase temperature are mentioned as Tl and Tg
while dm/dt and L are evaporation rate and latent heat of vaporization. It should be pointed out that increasing the
liquid volume fraction, this explicit formulation can possibly lead to unbounded values of gas phase temperature. In
fact, as soon as dm/dt has been estimated and temperatures have been fixed, depending on dt a certain value of
dh can be computed. If dt it is not sufficiently short, dh may be large enough to determine a sharp decrease of gas
phase temperature. Then, dealing with a very small gas phase fraction it is possible to obtain temperature under-
shoots as reported on the right side of Figure 1. Clearly, such issue can be overcome by reducing the simulation
time step but with a strong increase of the computational cost considering that as the liquid volume fraction tends to
1.0 the time step should go to zero in order to avoid such instabilities.
Therefore, an implicit formulation can be used to robustly include evaporation inside numerical methods and to avoid
this unphysical behaviour in the dense spray region. Implicit approaches are based on a priori calculation of a local
equilibrium state established between the volume of liquid and gas that coexist in the same control volume. Such
thermodynamic equilibrium condition is then used to compute the evaporation rate as will be explained in detail in
the next section. Such implicit approaches are normally based on the assumption that locally the liquid is completely
evaporated at equilibrium state [13]. This is not generally true, since for non diluted cases some amount of liquid
remains even at equilibrium state. This is the case of the near injector region where the liquid core may be slightly
affected by evaporation, but can heavily determine the overall atomization. In [14, 15] an original implementation
of evaporation modelling based on local adiabatic saturation conditions is shown, but it is assumed that the char-
acteristic time scale of vaporization is the calculation time step (dτ ). It is essentially based on the hypothesis that
the vaporization is so quick that it is completed within the simulation time-step. However, this is not generally true
since the particle relaxation time can vary inside the domain based on the local flow-field. For instance in [16], a
security factor is introduced between the simulation and particle time step in order to correctly catch the dynamic
and thermal evolution of the liquid phase.
To overcome such limitations and to extend the ELSA capabilities in dealing with evaporation in the dense spray
region with a more physical characteristic time scale, a novel implicit evaporation modelling strategy has been devel-
oped in the framework of the open source code OpenFOAM. Considering that the attention here is mainly focused
on the dense zone, only the Eulerian-Eulerian solver derived from ELSA has been considered for the present study.
The next section is therefore devoted to the description of such E-E solver and to the characterization of the mod-
elling strategy employed to include evaporation. In the second part of the paper, the available experimental data
from the Engine Combustion Network (ECN) database for a diesel jet in evaporating test conditions are used to
assess the proposed model on a realistic configuration.
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Numerical methods
Compressible ELSA model
In the E-E model derived from ELSA model, the two phase flow is analysed as a single phase flow composed of
two species with highly variable density. Therefore, beyond the equation for the mixture momentum (U ), the solver
essentially consists of an equation for the liquid volume fraction to predict the liquid evolution and of an equation for
liquid/gas interface per unit of volume (Σ) to model the breakup process and to consider a polydisperse spray distri-
bution. Locally the spray Sauter Mean Diameter (SMD) can be directly calculated from αl and Σ as SMD = 6αl/Σ.
The reader interested in a detailed description of the ELSA formalism and its possible extensions to include the ef-
fects of a slip velocity between liquid and gas (i.e. Quasi Multiphase Eulerian approach) is addressed to the specific
literature [9, 10, 11].
Starting from such E-E approach, a fully compressible solver has been firstly developed for evaporative test condi-
tion. In fact, the energy transfer from gas to liquid plays a key role and, due to the high temperature variation, the
density of the gas phase can not be clearly considered constant. A transport equation for vapour volume fraction
has been first of all introduced alongside the one for αl. Both of them are now solved in a compressible fashion and
source terms due to evaporation have been added. The equation are written in RANS context, thus all variables are
considered as mean Reynolds variables. A standard gradient closure is applied for turbulent fluxes but it is not here
discussed for the sake of brevity and only the vaporisation term is explained in detail.

∂ρlαl
∂t

+
∂ρlαlUi
∂xi

− ∂

∂xi

[(
ρlDl +

µt
Sctl

)
∂αl
∂xi

]
= −α̇ev (2)

∂ρvαv
∂t

+
∂ρvαvUi
∂xi

− ∂

∂xi

[(
ρvDv +

µt
Sctv

)
∂αv
∂xi

]
= α̇ev (3)

where ρ and D represents the bulk density and diffusivity for liquid and vapour, Sct is the turbulent Schmidt number,
µt is the turbulent viscosity and α̇ev is the contribution of evaporation. The subscripts l and v stand for liquid and
vapour respectively. Clearly, the air volume fraction is directly calculated from αl+αv +αa = 1, where the subscript
a refers to air.
Two energy equations, one for liquid and one for gas phase, written in terms of temperatures have been also
introduced and the contribution of evaporation appears as additional source term (Ṫev). Below, the energy equation
for the liquid phase is shown.

∂ρlαlcplTl

∂t
+
∂ρlαlcplTlUi

∂xi
− ∂

∂xi

(
αl

µt
Prtl

∂Tl
∂xi

)
= ˙Tev (4)

where cp is the specific heat and Prt is the turbulent Prandtl number. A sink term due to evaporation should be
introduced also for the Σ equation, but it has been neglected in the present study since it should have a minor impact
in the dense region that is dominated by the breakup process because of the high value of the Weber number. In
the further diluted part, a model similar to the one used in [9] may be applied.
Clearly, special attention has been devoted to the dynamic expression of the evaporation source terms in the previ-
ous system of equations, exploiting the following implicit formulation:

α̇ev = ρl

(
αleq − αl

τm

)
(5)

Ṫev = ρlαlcpl

(
Tleq − Tl

τT

)
(6)

where αleq and Tleq represent the equilibrium state that locally the liquid/gas system reaches in terms of remaining
liquid volume and temperature with two rates defined by τm and τT . Similar formulations are employed also for the
gas phase and they have not been reported here for the sake of brevity. Equations 5 and 6 lead to an unconditionally
stable system on a mathematical point of view, even if a proper calculation of equilibrium state and evaporation rates
has to be provided and it will be detailed in the next sub-section.

Equilibrium calculation and evaporation rates
Firstly, it is important to recall that two phases of a pure substance are in an equilibrium state when both phases
share the same value of the specific Gibbs function. Mass transfer plays a key role in equilibrium composition for
a vaporizing system and it is of primary importance in calculating the equilibrium temperature since if some liquid
evaporates (or some vapour condensates) a variation in total enthalpy occurs due to the latent heat of vaporization.
Therefore, considering the evaporation process in a two-phase, two-component system inside an isolated volume
at constant pressure, where mass transfer takes place from liquid to vapour phase, it is theoretically possible to
calculate the equilibrium temperature of the system as:

Teq =
macpaTg +mlcplTl +mvcpvTg − (mveq −mv)L

macpa +mleqcpl +mveqcpv
(7)
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Known variables
- Gas temperature Tg
- Liquid temperature Tl
- Air, vapour and liquid
mass m
- Pressure p

Test saturated condition
- mleq = ml , at first iteration
- compute Teq , pveq , psateq

pveq > psateq

Saturated gas phase
No evaporation

Possible evaporation
Evaluate complete evaporation
- mleq = 0

- compute Teq , pveq , psateq

pveq ≥ psateqComplete evaporation

Partial evaporation

Initialize bisection
method
- mlmin = 0
- mlmax = ml

Bisection method
- evaluate

mleq =
mlmax −mlmin

2
- compute Teq , pveq , psateq

pveq = psateq

Iterative solution
- if pveq > psateq assign
mlmin = mleq
- if pveq < psateq assign
mlmax = mleq

Equilibrium

yes

no

no

yes

yes

no

Figure 2. Method implemented for computation of equilibrium composition and temperature

Another relationship is now necessary to estimate the composition at equilibrium. In the present study, it has
been chosen to directly calculate the mass of liquid at equilibrium (mleq) and consequently the vapour mass as
mveq = mv − (mleq −ml), where ml and mv are the local mass of liquid and vapour at time t. In addition, it has
been considered that phase equilibrium for a two phase system can be defined also when the vapour pressure in
the air is equal to the saturation pressure of liquid at the liquid temperature. It means that:

pv = psat(Teq) (8)

where partial vapour pressure (pv) can be easily calculated through the number of moles of air and vapour in the
fraction of volume available for the gas phase. Therefore, using Equations 7 and 8, an iterative cycle can be set to
determine the equilibrium state varyingmveq until Equation 8 is satisfied. The loop is briefly summarized in Figure 2.
At the beginning, the saturated condition is evaluated by placing mleq = ml. Teq is therefore calculated by equation
7, pveq by equation 8 and psateq by the standard Antoine equation using Teq. If the obtained vapour partial pressure
is higher than the saturation pressure, no evaporation will be allowed since the gas phase is already saturated by
vapour. In this case, only an heat transfer is introduced between phases and a proper Teq is calculated.
On the contrary, if some evaporation is possible, the case of complete evaporation is evaluated and two possible
situations are therefore considered:

1. if pveq < psateq, the whole liquid will be evaporated and the final equilibrium temperature for the liquid is set
equal to the wet bulb value, whereas the one for the gas is computed thanks to Equation 7.

2. if pveq ≥ psateq, only partial evaporation will take place. This situation leads to an iterative cycle based on
Equation 8 and in the present study a simple bisection method has been employed because of his stability and
boundedness. Further developments are surely required on this point to decrease the overall computational
effort.

Finally, the obtained mleq and Teq are used to compute source terms for transport equation through Equations 5
and 6.
The remaining parameters that needs now to be defined are τm and τT . There is not modelling proposal for the
rate of vaporisation to be applied for any liquid volume fraction yet. To overcome this difficulty a first proposal
is based on the Abramzon-Sirignano model [17]. The advantage is to recover on more diluted part the correct
vaporisation rate, but the characteristic vaporisation time scale is underestimated in the dense part. However, it
is worth mentioning that this error should be partially compensated by the implicit method. In fact, the equilibrium
value mleq should be correctly computed through the equilibrium cycle and the modelling approximation is only
given by the τ computation. In addition to that, in the dense zones, where αl approaches to one, the volume left
for gas phase is generally small and it will be rapidly cooled and saturated by vapour. Therefore, the mass of liquid
allowed to evaporate will be small as well as the characteristic τ . This suggests that the time required by the system
to achieve the equilibrium is not so relevant and far more attention must be paid to the estimation of the correct
equilibrium state at least for the near injector region. Further developments are required on this point, introducing
an increasing number of geometrical properties of the liquid/gas interface: a model for the curvature of the liquid
surface is now under investigation to this end. However, using previous assumption, it is possible to obtain the
expressions of τm and τT shown below:

τm =
ml −mleq

ṁ
=

ml −mleq

πdndSh∗Dgρg ln (1 +BM )
(9)

τT =
Tleq − Tl
Q̇−ṁL
cplml

(10)
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Table 1. Operating conditions of the ECN test cases under investigation.

Test case 1 Test case 2 Units

Orifice nominal diameter 0.084 0.084 mm
Mean injection pressure 150 50 MPa
Mean injection velocity ∼ 600 ∼ 300 m/s

Fuel density 713 713 kg/m3

Fuel temperature 363 363 K
Ambient temperature 900 900 K

Ambient pressure 6.05 6.05 MPa
Area contraction coefficient 0.98 0.98 -

where d and nd can be directly calculated from αl and Σ as shown below:

d =
6αl
Σ

(11)

nd =
Vliquid
Vdroplet

=
Vliquid
Vcell

Vcell
Vdroplet

= αl
6

πd3
Vcell (12)

Moreover, in Equation 10, Q̇, which is the heat transfer between phases, appears and it can be calculated as:

Q̇ = πdndNu
∗kg

ln (1 +BT
′
)

BT
′ (Tg − Tl) (13)

where kg is the gas thermal conductivity, Nu∗ is the corrected Nusselt number to account for the effects of Stefan
flow and BT

′
is the thermal Spalding number. Due to the lack of slip velocity between phases, Reynolds number

employed in the definition of Nu∗ and Sh∗ is calculated using the fluctuating component of velocity [18]. Such
approximation will be avoided employing QME [11] in a future implementation of the solver. For the sake of brevity,
the complete expression of these terms is not here detailed but it is possible to recast a formulation of each one
in terms of the characteristics variables of ELSA (i.e. αl and Σ). It should be pointed out that all these quantities
are valid both for the dilute and dense spray region since they are based only on geometrical properties of the
droplet-gas interface, which are defined in all the domain.

Validation of ELSA under evaporating test conditions
Description of the test case
The experimental test case investigated in the present work has been studied at Sandia National Laboratories and
it is composed by a common rail injection system, used to supply fuel to a solenoid-actuated diesel injector [19].
The nominal diameter of the injector here analysed is 0.084 mm and the experimental apparatus is described in
detail in [19].
Several experimental data are available and, for the evaporating non-reacting test conditions here studied, the
specific rail pressure ranges from 50 to 150 MPa and the spray is injected into an ambient density of 22.8 kg/m3,
corresponding to an ambient pressure of approximately 6 MPa at 900 K. A single component n-dodecane fuel
is used to allow a complete knowledge of the physical and chemical properties. The injected fuel, thanks to the
injection velocity and to the high temperature of the combustion chamber, rapidly breakups and evaporates, even
if no combustion happens, because of the non-reactive environment. Injection duration is different for the various
measurements, but it always overcome 4 ms in order to achieve the quasi-steady period of spray development.
Liquid length is measured through high-speed Mie scatter images using a 3% threshold of maximum intensity. For
steady liquid penetration the period between 0.5 and 1.4 ms is considered [19]. Furthermore, Rayleigh scatter
imaging is used to obtain several contour data for vapour fraction in order to determine both its axial and radial
distributions. Data for vapour are available starting from 17.85 mm after the injection point until 50 mm downstream.
In Table I the main operating conditions of the analysed test cases are summarized.
It should be pointed out that in terms of evaporation modelling the test case is really challenging since a large region
where αl tends to 1.0 can be found. On a theoretical point of view, this would constrain E-E solvers based on an
explicit strategy to strongly reduce the time step size to avoid an unphysical behaviour of the vaporization source
terms. Such issue should not appear using the modelling strategy here proposed, since the employment of an
implicit formulation leads to a stable treatment of vaporization and to a time step definition just related to the local
Courant-Friedrichs-Lewy (CFL) condition, determined by the flow-field velocity and mesh size.

Numerical setup
Calculations here reported have been realized using OpenFOAM v. 3.0.1. Simulations have been carried out on
the axi-symmetric computational domain shown in Figure 3 where a zoom of the mesh in the near injection region
is also shown. The domain is a 5 degrees sector of the whole domain with 1 element in the azimuthal direction.
The axial and radial extensions of such domain are smaller than the experimental chamber ( i.e. 108mm x 108mm
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in experiments against 100mm x 20mm in present calculations), but it has been shown [15, 20] that it should not
impact the jet evolution and the atomization process. Furthermore, considering that the focus of the present work
is on evaporation modelling, the injector duct has not been included and the diameter has been reduced based on
the area contraction coefficient experimentally measured (see Table I).

Figure 3. Computational domain (left) and evolution of ELSA variables for Test case 1 (right).

Such assumption allows us to neglect the cavitation inside the nozzle that would affect the real velocity profile and
to concentrate the study just on the downstream region. As shown in [15, 20], where ELSA formulation is used to
model the liquid/gas interface for the same test case, a mesh sizing with 10 elements along the injector diameter
is able to properly reproduce the main features of the flow-field together with the liquid-air mixing. As suggested in
[20], the aspect ratio of the cells comprised in the inlet patch is kept close to 1.0, while they are stretched in radial
and axial direction. Therefore, a structured mesh counting 12500 cells with a size of 0.008 mm at the injector exit
was generated.
Mass flow rate is imposed at the injector inlet following the available experimental data, whereas a static pressure is
prescribed at the outlet. All the walls are treated as smooth, non-slip and adiabatic, whereas cyclic conditions have
been applied on the two lateral patches.
The used time step has been chosen in order to ensure a control of the Courant number lower than one inside the
computational domain. Therefore, all calculations were performed with dτ=1.5e-8 s for Test case 1 considering the
high velocity of the liquid jet, whereas it has been increased to dτ=2.5e-8 s for Test case 2.
With regard to turbulence modelling, a standard κ-ε model has been employed. Following results shown in [15], a
sensitivity study on the value of the characteristic constant Cε1, in order to better predict the evolution of the jet, has
been also performed. The investigated values are 1.44, 1.52 and 1.60 but for the sake of brevity, such analysis is
not reported here. In fact, it has been pointed out that standard values of κ-ε constants (i.e. Cε1=1.44) are able to
reproduce vapour jet spreading with an overall good agreement, while the modified ones are not able to catch the
lateral turbulent dispersion of the vapour.
The solver follows a classical segregated PISO method to solve the pressure-velocity coupling. Both convective
and diffusive fluxes have been discretized following second order schemes whereas first order Euler scheme has
been employed for time advancement.

Results
Figure 3 shows velocity and liquid-gas interface density evolutions together with liquid and vapour fraction contours
obtained with ELSA on Test case 1 on a window of 10 mm x 3 mm after the injector exit. The liquid jet, due to
its high Weber and Reynolds numbers, enters the chamber and undergoes a quick atomization process, which is
pointed out by the zone where the production of Σ is really high. Such violent atomization is related to the growth of
instabilities on the liquid surface due to the turbulent interactions with the gas phase, but it is also strongly affected
by the heat-up and evaporation of liquid that take place immediately in the near injection region. A liquid core is
therefore generated and the spray tends progressively to evaporate producing a region with a non-negligible volume
of n-dodecane vapour. It should be pointed out that at the end of the selected window, the vapour volume fraction
exceeds already the 10% and this can have an important effect in the stabilization mechanism if reacting test condi-
tions are considered. Furthermore, even in regions where the liquid volume fraction is really high (i.e. αl ' 0.8-0.9)
the code is able to robustly determine a non zero evaporation rate with a consequent production of fuel vapour.
In these regions it is likely that an explicit method shows strong numerical instabilities and undershootings in gas
phase temperature.
In Figure 4, a comparison of the obtained mixture fraction contours (in the same experimental window, i.e. 33.71
mm x 14.081 mm from 17.85 mm after injector exit [19]) together with its axial and radial distributions at two axial
distances are shown for Test case 1. Clearly, considering that non reacting test conditions are here considered,
the mixture fraction has been directly calculated using locally the vapour and air mass fractions. An overall good
agreement has been obtained both in terms of axial and radial distributions. Considering the contour plots, vapour
concentration seems to be slightly overpredicted mainly in the near axis zone and the difference with experiments
tends to decrease going further downstream. This is also confirmed by radial profiles: the jet spreading is underpre-
dicted with a negative impact on the vapour concentration in centerline proximity especially on the first experimental
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Figure 4. Contours of mixture fraction (left) and axial (center) and radial (right) mixture fraction distributions for Test case 1.

Figure 5. Contour of mixture fraction (left) and axial (center) and radial (right) mixture fraction distributions for Test case 2.

plane. At higher axial distances, the effect of turbulence modelling is less pronounced and numerical results properly
reproduce the vapour concentration both in terms of axial and radial distribution. Therefore, based on a physically
consistent representation of the gas and turbulence flow-field, the developed code is able to properly predict the
local equilibrium state and the final vapour concentration. On the other hand, reducing the axial distance, the effect
of turbulence modelling on the solution is more and more important leading, for instance, to an overestimation of
mixture fraction at the beginning of the experimental window. Further developments are surely required on this point
exploiting scale resolving techniques, such as Large Eddy Simulation, for better catching the liquid/gas interactions.
Moreover, the liquid jet penetration was also available on an experimental point of view. Strong attention should
be paid on the definition of phase penetration. In technical literature about numerical simulations of the ECN data,
several and different definitions on this topic can be found and in the present study, following the work of [20] and
[21], the liquid penetration has been evaluated using iso-contour of αl = 0.1%. In this way it has been possible to
evaluate a liquid jet penetration of 10.2 mm which nearly corresponds to the experimental one (i.e. 10.4 mm).
However, to reduce the impact of turbulence modelling and to focus the attention just on evaporation modelling,
Test case 2, which is characterized by a lower injection pressure and liquid velocity, has been also considered.
Numerical results in terms of mixture fraction contour as well as axial and radial distributions are shown in Figure
5. It should be pointed out that a really good agreement has been obtained for this test case. Thanks to a more
physically consistent representation of the flow-field and of the interactions between gas and liquid phase, obtained
mixture fraction profiles mimic well the experimental evolution both in terms of axial profile and radial spreading.
The pressure and velocity fields together with liquid volume fraction, even in RANS framework, are now correctly
reproduced and this leads to properly calculate both the equilibrium state as well as the global evaporation rate.
Finally, it is interesting to point out that on an experimental point of view also the time-dependent penetration of
vapour was available for these two test cases. As for the liquid phase, the instantaneous penetration of vapour
has been evaluated using the iso-contour of αv = 0.1% and obtained results are shown in Figure 6. With a higher
injection pressure, the vapour penetration grows faster and this is due to the higher velocity at the exit of the injector.
The instantaneous vapour penetration is directly linked to the mass flow rate of the injector but it is also the result of
two conflicting phenomena: the increase of velocity makes the liquid penetration growing faster and the turbulence
mixing increases the vaporization rate which reduces the liquid penetration. All these phenomena are observed ex-
perimentally and recovered by the numerical model. A slight underprediction of penetration can be anyway pointed
out mainly considering Test case 2 and it is probably related to a low momentum exchange between vapour and the
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Figure 6. Time-dependent vapour penetrations for Test case 1 (left) and 2 (right).

surrounding air, which can be again related to the performances of the turbulence model. Probably, it is underpre-
dicting the jet spreading and also the interactions between vapour and air at the periphery of the jet, leading to a
slower vapour volume fraction mainly concentrated in the near axis region and therefore to a reduced penetration.
As already said, scale resolving techniques would help in reducing this gap thanks to a realistic representation of
the turbulent flow-field.

Conclustions
This study shows an innovative strategy in modelling spray atomization and in particular in the description of the
evaporation in dense spray region where primary break-up takes place. The near injector region is really difficult
to characterize experimentally and here the ELSA model has been chosen since it ensures a reliable characteri-
zation of the whole atomization process from purely liquid to the dispersed phase. An implicit vaporization model,
based on local equilibrium state computation, has been introduced and the entire approach has been successfully
tested on an experimental test case representative of diesel injection for two different values of injection pressure.
The comparison with experiments shows that the whole approach is able to correctly reproduce the atomization
process and to properly catch how evaporation affects the liquid distribution. For both test cases an overall good
agreement has been obtained and in particular for Test case 2, where the impact of turbulence modelling should be
more reduced, the mixture fraction evolution is well reproduced by numerical computation. In particular, reducing
the injection pressure, the model is able to catch the time-dependent reduction of vapour penetration and remaining
discrepancies have been justified considering the employed turbulence model. A preliminary validation of the pro-
posed setup is therefore presented and further developments are under investigation for the extension of the whole
approach in LES framework.

Nomenclature
Bt Thermal Spalding number
cp Specific heat [m2s−2K−1]
D Laminar Diffusivity [m2s−1]
k Thermal conductivity [kgms−3K]
m Mass [kg]
p Pressure [kgm−1s−2]
Nu Nusselt number
Sc Schmidt number
SMD Sauter Mean Diameter [m]
Pr Prandtl number
T Temperature [K]
U Mixture Velocity [ms−1]

Greek
αl Liquid Volume Fraction [-]
Σ Liquid-gas interface density [m−1]
ρ Density [kgm−3]
µ Viscosity [kgm−1s−1]
τ Evaporation rate [s]
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Subscripts
l Liquid
v Vapour
a Air
eq Equilibrium value
m Mass
sat Saturation value
T Temperature
t Turbulent quantity

Acronyms
CFD Computational Fluid Dynamics
ELSA Eulerian Lagrangian Spray Atomization
ECN European Combustion Network
LES Large Eddy Simulation
QME Quasi Multiphase Eulerian
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Abstract 
The drop impact onto porous surfaces has important applications in many fields, such as painting, paper coating, 
drug delivery and cosmetic sprays. In most of these applications, the optimisation of the deposition process is 
carried out empirically, without a proper understanding of the physics and a theoretical modelling of the spreading 
and the imbibition phenomena. The purpose of this study is to analyse droplet impacts on metallic meshes to define 
a general modelling strategy of the impact regimen on particular 2D regular porous surfaces. The application of this 
structure is relevant in process like filtration but also in the medical field, considering for example reconstructive 
surgery. By analysing the impact of droplets of water, acetone and a mixture of glycerol and water, having a diameter 
and an impact velocity in a range of 1.5-3mm and 2-4m/s, respectively, on meshes with a pore size ranging between 
25 and 400 µm, a regime map was built considering 6 different impact outcomes. The outcomes were characterised 
by a deposition of the droplet on the substrate, or a partial imbibition, or a total imbibition. By increasing the impact 
velocity, a splash region was defined, which is still characterised by a final deposition, a partial imbibition and a total 
imbibition. It is found that the most influencing parameters are closely linked to the liquid properties and the impact 
velocity, more specifically liquid surface tension plays a major role in defining the impact outcome. In the case of 
Acetone, the lower surface tension brings to an almost instantaneous total imbibition whereas the experiments 
conducted using water and glycerol solution, showed a major distribution of the deposition regimes with respect to 
the other outcomes, due to the effect of a higher viscosity. It was found that the geometrical characteristics of the 
mesh such as pore size and wire diameter, play an important role as well in defining the total imbibition outcome. 
Finally, the defined transition maps, shows that for a certain combination of physical properties and initial condition, 
the outcome of the droplet impact is predictable.   

Keywords 
Drop impact, porous surface, metallic mesh, impact regimes, imbibition 

Introduction 
The phenomenon linked to droplet impact on porous surfaces has important applications in many fields. Considering 
the sheer number of practical applications that involve surfaces of this level of complexity, it is important to remark 
the fact that the number of parameters that can affect the impact outcome is vast. For this reason, a range of 
numerical and experimental investigations is still required, for example, to quantify the imbibition due to porosity 
and identify the outcome of the impacts [1] [6]. The understanding of the parameters that play the most important 
role in the evolution of the droplet inside the pore is still an open question. Depending on its size, the droplet 

spreading will be affected by porosity and its evolution might be modified by pore distribution. For example, in the 

distribution of agrochemicals, droplets are distributed as aqueous solution and sprayed on plants using pumps [2]. 
Focusing on environmental applications, it is possible to refer to the infiltration of rain and surface water into soil 
and the migration of oil in permeable porous media [3]. Porous surfaces find an application even in internal 
combustion engines. In fact, by using a layer with a specific porosity in cylinder-process, it is possible to obtain 
homogeneous and low emission combustion by enhancing fuel vaporization and distribution in space [4]. Another 
application is given by the deposition of dyes on papers in the ink-jet printing process [5].  In comparing the impact 
of droplets on rough and porous surfaces, Roisman et al.  [6] developed a model describing the different regimes 
of splashing thresholds. In their model, it is shown that in the case of porous surfaces, a deposition outcome, without 
splash, is more probable considering the partial penetration of the liquid in the pore. They proposed an experimental 
map showing that two most significant parameters influencing the prompt splash-deposition are the Weber number 

and the ratio given by two geometrical characteristics linked to roughness. Neyval et al. [7], presented a numerical 
model, based on the finite volume method, to analyse the dynamics of the impact absorption of a liquid droplet 
impinging on a porous medium. To model the dynamics of the fluid flow, they enhanced the effects of surface 
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tension and capillary forces. They compared their results with experimental data resulting in good agreement. Sahu 
et al. [8] analysed the impact of nanoparticle suspension into porous filter membranes focusing on penetration given 
by the hydrodynamic effect. This phenomenon is caused by the kinetic energy brought by a drop, which impacts on 
the porous media having a very small pore size with respect to drop size. They compared this aspect with the effects 
given by dynamic and capillary pressures and concluded that penetration into porous medium is possible when the 
dynamic pressure is higher than the capillary pressure, but also when hydrodynamic focusing, that occurs when the 
drop diameter is much larger than pore diameter, is observed. Kumar et al.  [9] pointed out that the overall imbibition 
is influenced both by the material of the porous media and by capillary and showed that increasing drop size brought 
to slower imbibition. Karepetsas et al. [10] investigated droplet interaction, considering both smooth and structured 
surfaces. Specifically, they focused on the droplet sliding on an inclined surface. The model they performed, treats 
the liquid-gas and liquid-solid interfaces in a unified content and defines the dynamic contact angle by combining 
the action of disjoining and capillary pressure and viscous stresses without applying a boundary condition. They 
pointed out how dynamic hysteresis can be linked to the topography of the substrate and in the case of a structured 
surface, they predicted the effect of static hysteresis by observing that the droplet slides only beyond a certain 
critical inclination angle. Moquaddam et al. [11], focused on the regime of bouncing on macro-textured 
superhydrophobic surfaces that are characterised by a reduction of the contact time. They based the study of these 
effects using the entropic lattice Boltzman model for multiphase flows, investigating numerically a liquid droplet 
impacting a surface with tapered posts. They could focus on pancake bouncing phenomenon in complete detail. In 
this way, it was possible to accurately estimate the transformation of kinetic energy in surface tension and vice-
versa. This research aims at defining a general modelling strategy of the impact regimes given by experiments 
conducted on metal porous meshes, for different combinations of pore dimension, impact velocity, drop radius, 
liquid surface tension and viscosity.   
 
Material and methods 
The experimental analysis was conducted using three liquids: water, acetone and a solution composed by water 
and glycerol, to analyse the effect of viscosity and surface tension of liquid. The target surfaces were selected from 
a set of stainless steel metal meshes mainly used for filtration applications, with a range of pore size between 25 
and 400 𝜇𝑚, purchased from (Plastock Plastok® Meshes and Filtration Ltd.). The characteristics of the meshes and 
liquid properties are listed in Table 1 and 2.  
 

Table 1 Mesh characteristics. 

Sample Number Pore Diameter (µm) Wire Diameter (mm) 
1 25 0.025 
2 50 0.036 
3 80 0.05 
4 100 0.065 
5 125 0.1 
6 150 0.1 
7 200 0.125 
8 250 0.1 
9 400 0.22 

 

Table 2 Liquid Properties 

Liquid Density 
(kg/m3) 

Viscosity 
(mPa s) 

Surface 
Tension (N/m) 

Water 996 1 0.073 
Acetone 793 0.30-0.543 0.023 

Water & Glycerol 1118.6 10 0.067 
 
The experiments were organised in different groups. In order to obtain a range of impact velocity between 2 m/s 
and 4 m/s, the height of release was varied between 20 cm and 80 cm. Two different needle sizes were used to 
analyse the effect of drop diameter on the porous surface.  
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The optical setup included a Photron Fastcam SA4 high speed camera (with a resolution of 1024x800 pixels), 
angled at 60° with respect to the horizontal plane. The test area was illuminated using a custom-built high-speed 
LED light source, synchronised to the high-speed camera. The image analysis was conducted using a MATLAB 
code for image processing, capable to identify the dimension of the spreading, the droplet initial diameter, and the 
impact velocity by tracing its centre of mass. Table 4 and 5 report the error analysis for each measurement. 

 

Table 4 Error Analysis of Impact Velocity for Water, Acetone and Water & Glycerol  

Height of 
Release 

(cm) 

Needle 
Gauge No. Liquid 

Mean 
Velocity 

(m/s) 

Standard 
Deviation 

(m/s) 

Maximum 
 Value (m/s) 

Minimum 
Value (m/s) 

20.3 21 Water 1.8 0.17 2.2 1.6 
44.3 21 Water 2.9 0.11 3.1 2.7 
80.3 21 Water 3.9 0.16 4.2 3.5 
20.3 26s Water 1.9 0.11 2.1 1.7 
44.3 26s Water 2.9 0.14 3.1 2.7 
80.3 26s Water 3.9 0.16 4.6 3.6 
20.3 21 Acetone 1.9 1.9 2.1 1.7 
44.3 21 Acetone 2.9 2.9 3.2 2.7 
80.3 21 Acetone 3.9 3.9 4.1 3.7 
20.3 26s Acetone 1.9 0.13 2.2 1.7 
44.3 26s Acetone 2.9 0.17 3.2 2.7 
80.3 26s Acetone 3.7 0.20 4.3 3.5 
20.3 21 Water & Glycerol 1.8 0.07 2.1 1.7 
44.3 21 Water & Glycerol 2.7 0.10 3.1 2.6 
80.3 21 Water & Glycerol 3.7 0.07 3.9 3.5 
20.3 26s Water & Glycerol 1.8 0.12 2.0 1.6 
44.3 26s Water & Glycerol 2.7 0.15 3.1 2.5 
80.3 26s Water & Glycerol 3.8 0.11 3.9 3.6 

 

Table 5 Error Analysis of Initial Diameter for Water, Acetone and Water & Glycerol 

Needle 
Gauge No. Liquid 

Mean 
Diameter 

(mm) 

Standard 
Deviation 

(mm) 

Maximum 
Value (mm) 

Minimum 
Value (mm) 

21 Water 3.0 0.12 3.3 2.6 
26 s Water 1.9 0.09 2.1 1.7 
21 Acetone 2.0 0.11 2.2 1.7 

26 s Acetone 1.7 0.10 2.1 1.6 
21 Water & Glycerol 2.9 0.06 3.1 2.8 

26 s Water & Glycerol 1.5 0.18 1.8 1.00 
      

Results and discussion 
By observing the result of the experiments, it is possible to identify 6 different outcomes. For a lower velocity impact, 
these outcomes are a deposition, a partial imbibition and a total imbibition. For a higher velocity impact, it is possible 
to observe a transition to a splash region, which is still characterised by a final deposition, a partial imbibition and a 
total imbibition. The deposition outcome is characterised by the fact that, in a range of 15-30ms after the drop 
impacts on the substrate, and after the spreading and the recoiling, it is still possible to observe a liquid pancake 
on the surface without a proper imbibition, and the droplet recoils in an asymmetrical shape. On the opposite, for 
the imbibition, the liquid penetrates completely through the mesh pores after the impact. The partial imbibition can 
be considered as a transition outcome in which during the recoiling process after the impact, part of the liquid 
penetrates under the surface and part of the liquid is deposited on the substrate in a time range of 4-6ms. To 
distinguish the different outcome regimes, a first attempt was made, considering a dimensionless parameter given 

by the ratio between pore size and droplet size, 𝜷 =
𝑫𝒑

𝒅
. The results are shown in Figures 1 to 3.  
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Figure 1 Regime distribution for water as a function of 𝛽. 
 

 

 
 

Figure 2 Regime distribution for acetone as a function of 𝛽 

 
 

 
 

Figure 3 Regime distribution for water and glycerol as a function of 𝛽 
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From the figures above, it is possible to observe that in the case of water, an almost equal distribution of deposition, 
partial imbibition and total imbibition is achievable. On the contrary for the acetone, due to the lower surface tension 
of the liquid, the dominant outcome is given by a total imbibition. For the solution composed of water and glycerol, 
due to the higher viscosity of the liquid, the dominant outcome is given by the deposition. It can be seen that the 
separation of the outcomes is not clearly defined and, consequently, 𝛽 is not the best parameter to define the 
different outcome regions. A second attempt was made, introducing a new geometrical parameter given by the ratio 

of the empty area over the full area of the mesh pore, 𝛾 = (1 + 2 ⋅
𝐷𝑤

𝐷𝑝
)

2

  where 𝐷𝑤  is the mesh wire diameter. This 

number was obtained considering that the ratio of the 2 areas can be written as 

𝐴𝑓𝑢𝑙𝑙

𝐴𝑒𝑚𝑝𝑡𝑦
=

(𝐷𝑝+2𝐷𝑤)2

𝐷𝑃
2 = 𝐷𝑝

2 ⋅
(1+

2𝐷𝑤
𝐷𝑝

)
2

𝐷𝑝
2 = (1 +

2𝐷𝑤
2

𝐷𝑝
2 )         (1) 

 Figure 4 shows schematically the interaction of the droplet with the mesh geometry.  

 
 

Figure 4 Impact and spreading of the droplet on the porous surface. 
 
 
  The results are shown in Figures 5. 

 

 
 

Figure 5 Regime distribution for all the liquids as a function of 𝛾. It is shown that a clear distribution of the regions is still not 
achievable. 
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By using 𝛾,  a clearer distribution of the outcomes is achieved in the case of water and a solution of water and 
glycerol but the case of acetone is still not clarified. Moreover, considering Figure 5, in which all the liquids data are 
reported, it is still not possible to clearly define the regions of deposition, partial imbibition and total imbibition having 
liquids with different characteristics of physical properties. Therefore, it is necessary to modify the dimensionless 
numbers used to define the regime map, and find a better combination capable to take in account of all the effects 
that can influence the impact outcome. Considering the previous results, it is possible to remark that 𝛾 , even if still 
not satisfactory to achieve the regime separations, plays an important role, under certain conditions, especially in 
the case in which the value of surface tension does not go under a certain value as for acetone. Consequently, it is 
possible to assume that the surface tension must be taken in consideration as well to define the regime distribution. 
Conversely, the splash region is mainly influenced by a higher impact velocity and a lower viscosity. It was chosen 
to represent the data introducing new dimensionless numbers.  The dimensionless parameter on x-axis is given by  

𝜉 = 𝑝𝑐
⋆ ⋅ 𝛾. Here, 𝑝𝑐

⋆ is the capillary pressure 𝑝𝑐 =
𝜎

𝐷𝑝
 scaled by a critical value which still has to be empirically defined. 

In this way, the effect of geometry is coupled with the effects given by surface tension, in terms of imbibition 
effectiveness. The parameter on y-axis is given by  𝑀 = 𝑅𝑒2𝑂ℎ−1. In fact, considering the previous graph, it is clear 
that Reynolds number alone is not sufficient to obtain a satisfactory description of outcome distribution. For such 
reason it has been coupled with Ohnesorge number, which includes the surface tension effects. Even if this 
combination of dimensionless numbers brings to a satisfactory result (see Figure 6), it is still necessary to clarify 
which is the best value of the exponents attributed to Re and Oh to obtain the clearest separation of the different 
regimes. 

 
Figure 6 Regime distribution for all the liquids as a function of 𝜉 and M 

 
It is now possible to observe that, the regime characterised by deposition, is localized in the lower part of the figure. 
In the middle part, a transition regime occurs, in which both deposition and partial imbibition are probable. In the 
upper part of the figure, a splash regime is identified, which is mainly characterised by a total imbibition for a value 
of 𝜉 < 50. In a small area in the deposition region, an outcome was detected characterised by a central break-up, 
mainly due to the experimental data collected for the solution composed by water and glycerol. Table 5 reports the 
region classification in terms of M/ξ space coordinates. 
 

Table 5 Definition of regions in M-ξ coordinates 

Region 
Definition 

M  ξ 

Deposition 0-45 0-180 
Transition 45-55 0-180 

Total 
Imbibition 

55-90 0-50 

Splash 55-90 0-180 
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Conclusions 
This study is focused on the investigation of droplet impact on metallic meshes with a wide range of pore sizes. It 
was found that the attempt to represent the different outcome regimes excluding a geometrical parameter referred to 
mesh wire diameter was not satisfactory to obtain a proper identification of regimes. In addition, to achieve a clear 
distinction of the impact regimes, it is fundamental to refer to a dimensionless number that also takes account the 
liquid properties, specifically, the viscosity and the surface tension. To reflect the above points, new dimensionless 
parameters, 𝑴 and 𝝃, are here introduced, and the outcomes of the impact are therefore predicted for the given range 
of experimental parameters. In considering this numbers, comparing the results to the literature, it was seen that 
conversely to what Roisman et al. pointed out in their study [6], our result show that the two most important parameters 
to describe the impact of droplet on a porous material may not be the We number and a ratio given by considering 
roughness geometrical parameter. The present results show a good agreement with Neyval et al. [7], and Sahu et al. 
[8], considering respectively the major role given to the surface tension, and the fact that an imbibition outcome is 
mainly observable for droplet with a larger diameter.   
 
Nomenclature  
𝑝𝑐 Capillary pressure [Pa] 
σ            Surface tension [N/m] 
ρ            Liquid density [kg/m3] 
𝐷𝑝 Pore diameter [m] 

𝐷𝑤 Wire diameter [m] 
𝑑            Droplet diameter [m] 
𝑣𝑖 Impact velocity [m/s] 
We Weber number 
Re          Reynolds number 
µ Viscosity [Pa s] 
ξ 𝑝𝑐

⋆ ⋅ 𝛾 
M 𝑅𝑒2𝑂ℎ−1 

𝛽 
𝐷𝑝𝑜𝑟𝑒

𝑑
 

𝛾 (1 + 2 ⋅
𝐷𝑤

𝐷𝑝𝑜𝑟𝑒
) 
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Abstract 
High pressure water jets (HPWJ) with Reynolds numbers in the scale of 104 are visualised by high speed 
photography in air and water. Moreover, suitable measurement techniques are tested and verified by quantitative 
analysis of the emerging jet to identify the influence of the surrounding fluid on the HPWJ. 

The HPWJ process known from industrial applications can be adapted to the field of rock drilling. In this specific 
case, the HPWJ is used to cut and destroy rock in deep geothermal reservoirs. The process is known as jet 
drilling. Although there have been research activities in this field, the process itself is not well understood so far 
and practical applications are rare. Therefore, the aim of our work is the visualisation of the process to increase 
the knowledge of waterjet and rock interactions.  

High speed photography in terms of shadowgraph experiments is used for visualisation. Moreover, an estimation 
of the fluid velocity on the boundary of the HPWJ in air is performed. For this, the shadowgraph images are 
evaluated with the double-frame technique well known with particle image velocimetry (PIV). Analysis of both the 
structure and the velocity distribution of the HPWJ in water is done by combined PIV and laser induced 
fluorescence (LIF) analysis with fluorescent dye. 

Keywords 
PIV, LIF, velocity distribution, jet flow, spray analysis 

Introduction 
The use of geothermal energy for heat and power exploitation as a renewable energy resource can contribute to a 
more sustainable energy supply. Enhanced geothermal systems (EGS) enable the recovery of geothermal energy 
even in surroundings that do not have a naturally hydrothermal system [1,2]. Based on an injection well drilled into 
hard crystalline rock in up to 3000 m depth, several laterals are drilled into the rock formation to create an EGS. 

The creation of these laterals can be realized by the use of a HPWJ, a process known as radial jet drilling. Jet 
drilling provides major advantages over conventional mechanical drilling techniques, namely higher drilling speed, 
less tool wear and reduced environmental risk. However, jet drilling shows drawbacks when drilling into hard 
crystalline rocks, which represents a challenge to the utilization for EGS. To overcome this drawback, the jetting 
process has to be optimized towards the implementation for hard crystalline rock drilling. Although there has been 
research on jet drilling since the 1960s, the process of water jetting of rocks itself is barely understood in terms of 
physics and fluid mechanics [3-5]. 

Therefore, the objective of our research project is to enhance this process knowledge with a focus on the 
interaction between the HPWJ and the rock surface under realistic conditions. The interaction of the HPWJ and 
the rock surface can be accessed by determination of the jet energy impact on the rock surface. The energy 
impact is characterized by geometrical information about the jet as well as the corresponding velocity distribution. 
For the purpose of quantitative analysis of the geometrical information, the HPWJ can be considered to be a 
highly dense spray. Thus, relevant spray parameters can be evaluated with common spray analysis techniques to 
quantify the different influences on the formation of the HPWJ. PIV analysis and the appendant correlation 
algorithm give information about velocities of the HPWJ. Combining these data, the energy impact of the HPWJ 
for different operating parameters on the rock surface can be estimated. The determination of the energy impact 
also contributes to the understanding of the rock destroying mechanism of a HPWJ in different stand-off distances 
to the rock surface. 
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In this work, visualisation and optical measurement techniques are chosen to investigate the process. As there is 
a lack of optical access in a genuine bore hole in high depth, this visualisation is done gradually starting with the 
development of a suitable optical measurement technique and progresses towards more realistic designs and 
conditions. The optical measurement technique is further developed for the analysis of a highly dense, high 
Reynolds number (currently up to 12.3x104) jet flow in different fluids. For this purpose, two different methods are 
tested and successfully applied to the jet flow: 

 The application of the shadow method with double-pulsed, non-coherent back illumination in combination 
with PIV evaluation based on a cross-correlation algorithm and  

 A combined PIV and LIF technique with double-pulsed laser light sheet illumination under a 90° angle 
relative to the observation direction.  

The potential application is verified by a parameter study of the operation parameter’s influence as well as the 
surrounding fluid’s influence on the formation of the HPWJ. 

The visualisation of a flat nozzle jet at high Reynolds numbers has been performed under atmospheric conditions 
in air by Zelenak et al. [6]. They demonstrated the applicability of the shadow method with combined PIV 
correlation algorithm on this less dense, high Reynolds number jet to visualise the jet structure and analyse 
velocity fields. However, this method shows disadvantages in the near-nozzle region where the jet has a high 
density. For high Reynolds number water jets, visualisation has been frequently done by shadow method 
(e.g. [7,8]). In addition to that, analysis of the velocity fields of both low and high Reynolds number water jets is 
commonly done by PIV (e.g. [9,10]). By combining both the PIV and LIF technique, it is possible to access the jet 
structure as well as velocity fields at the same time. Fukushima et al. [11] and Webster et al. [12] applied this 
combination to turbulent jets with Reynolds numbers of 2,000 and 3,000, respectively, with one camera for PIV 
and one camera for LIF, respectively.  

For our research aim, a suitable measurement technique for high Reynolds number, highly dense water jets in a 
limited space and in different fluids is required. Concerning this, possible limitations are the high density of the jet 
for the shadow analysis in air, whereas the combination of the high Reynolds number and the small spatial 
expansions are possible limitations to the PIV and LIF analysis in water. Therefore, the shadow method with PIV 
correlation algorithm for the jet in air and the combined PIV and LIF technique with one camera for the jet in water 
are tested and verified to obtain simultaneous information about the jet structure and the velocity. 
 
Experimental setup 
In this contribution, the applicability of established optical measurement techniques for investigation of the HPWJ 
cutting process are tested and validated. Challenges to the application of these optical measurement techniques 
are the high velocities, the very limited spatial expansions and the dense liquid jet. Therefore, experiments with a 
broad parameter variety are performed to establish a reliable and reproducible measurement technique. A 
successful establishment of the measurement technique can be used for further experiments concerning the 
interaction between the HPWJ, the surrounding fluid and the rock surface. 

   

Figure 1. Schematic view of shadowgraph setup for experiments in air (left) and the PIV setup for experiments in water (right) 
from the top 

A high pressure pump (delivering up to 15 dm3 min-1 at a maximum operating pressure of 15 MPa) and a pressure 
atomizer nozzle are used to generate the water jet. Experiments are performed for three different nozzle 
diameters dN (1.8 mm, 2.0 mm, 2.3 mm), allowing a parameter range for the nozzle output pressure pN of up to 

sCMOS with
optical filter

optical
diffusor

Nd:YAG Laser

test section
with HPWJ

sCMOS with
optical filter

Nd:YAG Laser

test section
with HPWJ

948



ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain 

 

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0). 

EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA 

10 MPa and maximum flow rates QN of up to 14 dm3 min-1. The flow rate is measured by electromagnetic 
inductive flow metering (Optiflux 1300, Krohne). The output pressure is determined by a pressure sensor 
(BSP00JP, Balluff) 30 mm upstream of the nozzle. For the two different experiments, the HPWJ is introduced in 
air or water, respectively. A schematic assembly of the experimental set up for both the shadowgraph system and 
the PIV system is illustrated in figure 1. The shadowgraph setup is used for experiments in air, whereas the PIV 
setup is used for experiments in water. A summary of the experimental conditions is given in table 1. 

Table 1. Summary of experimental conditions. 

Parameter Unit Value 

nozzle diameter     dN mm 1.8, 2.0, 2.3 
nozzle pressure     pN MPa 0.1 - 10 
flow rate                 Q dm3 min-1 2.0 – 14.0 
jet velocity              uJ m s-1 8.0 – 130.0 
Reynolds number  ReN - 1.2x104 – 12.3x104 

Visualisation and velocity measurements in air 
High speed photography with a shadowgraph system is used for visualisation of the HPWJ in air and estimation of 
the velocity distribution. Due to the high velocities of up to 130 m s-1 and the small size of the field of view 
(20 mm x 20 mm), very short light pulses are needed to capture images of the flow structures without motion blur. 
Therefore, a shadowgraph system with a light pulse of 20 ns is selected. This shadowgraph system consists of a 
16 bit CMOS camera (sCMOS, LaVision) with a Zeiss Yashica macro lens and a Nd:YAG double-pulse laser 
(repetition rate 15 Hz, wavelength 532 nm, pulse length 5 ns, maximum energy output per pulse 200 mJ, Quantel 
Evergreen200) and a laser guiding arm with an optical diffuser, transforming the laser pulse in 20 ns non-coherent 
pulse. The laser is equipped with a Metrolux laser attenuator that allows stable laser operation at high laser output 
power and use of an optical diffuser with a maximum laser power input of 50 mJ. The optical diffuser itself 
consists of laser beam shaping optics, a fluorescently labelled plastic plate and a diffuse screen. The 5 ns laser 
light pulse enters the diffuser, is widened by the optics and excites the florescence on the plastic plate positioned 
under a 45° angle. A frequency-shifted, non-coherent 20 ns light pulse is emitted from the plastic plate and the 
light is guided to the diffuse screen. Applying this setup, it is possible to acquire images with a motion blur of 1 –
 2 pixels under the given experimental conditions. The camera and the laser are synchronized by a timing unit. 
Using the double-frame mode of the camera and the dual pulse laser, it is also possible to evaluate velocity 
information from the shadowgraph images. This is especially applied for the HPWJ in air as the reflecting phase 
boundary makes PIV measurements difficult. 

 

Figure 2. Illustration of the cross-correlation evaluation on the interface structures of the HPWJ in air (dN = 1.8 mm, pN = 6 MPa, 
Q = 11 dm3 min-1, ReN = 9.9x104). The detailed images on the right show one frame of the double-frame image with dimensions 

of 1 x 2 mm, respectively, also including a reference line and the resulting displacement. The structures show a pixel shift of 
10 pixels in average from frame 1 to frame 2. 

For every shadow experiment a series of 1000 double-frame images is taken. For spray parameter analysis, 
image pre-processing is needed. In a first step, the images are inverted, afterwards an appropriate intensity 
threshold for the determination of the jet boundary is set. The set of 1000 double-frame images are analysed and 
the mean value of each spray parameter for a single set is taken. Evaluation of the velocity information from the 
shadowgraph images is done by correlation on interface structures on the boundary of the HPWJ. Therefore, the 

frame 1

frame 2 displacement
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Figure 4. Velocity at the interface of the HPWJ in air, dN = 1.8 mm. Values determined by eq. (1) with assumption of single 
phase flow (left, grey dashed line) and two phase flow (right, grey line). Values determined by PIV cross-correlation are given in 

both diagrams (black triangles). 

Possible reasons for the formation of a gaseous phase are already dissolved gas in the water or the occurrence 
of cavitation, which, in addition, can be favoured by outgassing of the dissolved gas. The existence of a gaseous 
phase can block a part of the nozzle outlet cross-sectional area. This blocking reduces the effective outlet cross-
sectional area Aeff, resulting in higher outlet velocities [15]. Therefore, the correlated velocities are higher due to a 
smaller effective outlet cross-sectional area in comparison to the physical cross-sectional area used for velocity 
estimation.  

Due to the occurrence of the gaseous phase, the application of the combined PIV and LIF analysis for the HPWJ 
in water is limited. The gas bubbles cause scattering both of the laser light and the light emitted by the fluorescent 
dye. This is a major drawback because an analysis of the velocity distribution in the core of the jet close to the 
nozzle outlet is not feasible with this experimental setup. Nevertheless, from a distance of about 6-7 nozzle 
diameters downwards, no gaseous phase is present and a correlation of the double-frame images is possible. 
Thus, comparing the velocity at the boundary of the HPWJ both in air and water is plausible in this region. As 
expected, the correlation results indicate that the velocity of the HPWJ in water is smaller than in air [e.g. 17]. 
 
Estimation of the gas proportion from velocity data 
Due to the presence of a gaseous phase, the effective nozzle outlet cross-sectional area is reduced. However, 
the resulting effective nozzle outlet cross-sectional area Aeff can be determined by the correlated velocities in air 
uJ* and the measured flow rate Q in the nozzle feeding pipe before cavitation occurs, eq. (1).  

Aeff = Q / uJ*. (1) 

This leads to an effective outlet cross-sectional area which is up to one fourth smaller than the physical outlet 
cross-section. According to the relationship between the effective outlet cross-sectional area Aeff and the gas 
proportion x, the latter can be estimated at the nozzle outlet, eq. (2). 

x = (AN -Aeff) / Aeff. (2) 

Consequently, the void fraction can be quantified to be 20-26%, increasing with decreasing physical nozzle outlet 
cross-sectional area or diameter. For example, the estimated velocity values by continuity equation with a void 
fraction of 26% for the smallest nozzle outlet diameter dN = 1.8 mm are shown in figure 4. Although the gas 
bubbles are a limitation to the optical access of the near nozzle jet, the existence of those gas bubbles can be 
favourable in the rock destroying mechanism [18]. 
 
Structure of the HPWJ 
The pressure atomizer nozzles used for the experiments are designed for applications in the open air. Under 
these conditions, they have a very small spray angle to generate a full jet with a high energy impact. The spray 
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The here proven measurement techniques can be used to obtain a model for the energy impact on the rock 
surface. Both the structural and velocity information indicate that the energy impact under realistic borehole 
conditions, which means in a fluid other than air, is less. Therefore, it is key to expand the knowledge of the 
generation and development of the HPWJ in different fluids to determine the optimal set up for rock destruction 
and a successful technology transfer of the HPWJ process to drilling applications. To achieve this objective, the 
proven experimental techniques for water can also be applied for measurements in slurry and drilling mud in 
future work. 
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Nomenclature 
Aeff effective nozzle cross-sectional area [mm] 
AN nozzle cross-sectional area [mm] 
dN nozzle diameter [mm] 
ṁ mass flow [kg s-1] 
pN nozzle pressure [MPa] 
Q flow rate [dm3 min-1] 
ReN Reynolds number at nozzle exit [-] 
uJ jet velocity [m s-1] 
uJ* correlated jet velocity [m s-1] 
ρL liquid density [kg m-3] 
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Abstract
Studying a fluid flow under high-pressure conditions through reliable experiments is still nowadays a challenge.
When the chamber pressure exceeds the critical pressure of working fluids the supercritical state of matter is
reached and the distinction between gas and liquid becomes blurred. For such special conditions, experimental
data are scarce and need to be consolidated. Indeed, the modification of the local refractive index induced by den-
sity gradient needs to be analyzed with appropriate image-based technique.
In the present study, the REFINE test bench (Real-gas Effect on Fluid Injection: a Numerical and Experimental
study) has been designed at CORIA Lab to study the non-reactive injection of Ethane and Propane into Nitrogen
under sub- and supercritical conditions. The ambient gas pressure can be raised up to 6 MPa and warmed up
to 573 K to scan sub- and trans-critical injections. The chamber is equipped with two perpendicular optical axes
allowing simultaneously different optical diagnostics. Experimental data are collected from shadowgraph and dif-
fused backlight illumination techniques. Quantitative measurements of jet spreading angle and breakup length are
compared to results coming from literature exhibiting multiple flows topologies.

Keywords
Supercritical, Experimental, Injection.

Introduction
In propulsion applications like in rocket engines, gas turbines or diesel engines when late injections are performed,
injection often occurs at pressures that are above the critical point of the incoming fluids, i.e. at supercritical pres-
sures [1, 2]. At such high-pressure conditions, injection is quite different from classical known behaviors observed at
low pressure, and studying these new phenomena is challenging. Very few experiments dealing with non-reacting
supercritical injection exists in the world, but a substantial experimental data set has been developed over the last
few decades at DLR and AFRL laboratories [3]. The main issue is the ambient high pressure that locally affects the
refractive index gradient making the delivery of experimental data highly challenging. Therefore this lack of reliable
data is damaging for the development of models for turbulence and combustion [4, 5, 6].
The objectives of the research program REFINE (Real-gas Effects on Fluid Injection: a Numerical and Experimental
study) are to bridge the gap between experimental and numerical observations in providing reliable experimental
data and new strategies of modeling. The experimental aspect is presently addressed through the development of
a new test-bench (next section) and for which a first qualitative analysis is presented. Indeed, many combustion
devices involve thermodynamic phase transition from subcritical to supercritical state as in high-pressure combus-
tion chambers of rocket or diesel engines. When the pressure exceeds the critical pressure pc of any substance,
the distinction between gas and liquid vanishes and the injection and combustion are quite different from classical
known behaviors observed at low pressure. pc (resp. Tc) is the highest pressure (resp. temperature) for which
distinct liquid and gas phases can be observed [7]. Above these values spray atomization is changed [3, 8, 9]:
drops are no longer observed on Shadowgraph or Schlieren images due to the reduced surface tension and heat
of vaporization [10, 11]. Nevertheless a dense and dark core is still visible at the injector exit on shadowgraph [12].
The analysis of the spreading angle shows that supercritical jet has a behavior closer to a gaseous jet than to a
liquid one [13, 14]. Only a few studies are dealing with experimental investigations of high-pressure injection and
mixing process. Moreover, existing test benches often include additional effects that add a degree of complexity to
a process already complex in nature. Indeed, particular conditions such as reactive flows, assisted-jet, cryogenic
injection or acoustic interactions are often considered.
This paper introduces a new test bench and brings the first quantitative results that are compared to the literature.
Injection of Propane was first studied but more investigations were explored for Ethane jets with in particular, the
influence of the injection velocity, the temperature of the surrounding fluid, and the pressure. A first set of data on
breakup length and spreading angle is also provided.

Experimental setup
The experiment has been designed to study injection and atomization of a non-assisted jet under high pressures
conditions. REFINE is equipped with a steel chamber able to withstand pressures up to 10 MPa and moderate
temperatures (573 K). Two optical axes through circular silica windows of I120 mm are available for simultaneous
measurements (see Fig. 1). The chosen working fluids are Ethane (C2H6, Tc “ 305.3 K and pc “ 4.87 MPa) and
Propane (C3H8, Tc “ 369.8 K and pc “ 4.25 MPa). Their moderate critical pressure and temperature are within
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the range of operating conditions achievable in the chamber. A one-liter pump supplies the working fluid at the
liquid-gas equilibrium pressure. Before injection, the pump is filled up, and then the fluid contained inside the vessel
of the pump is compressed to the target pressure plus 0.05 MPa to prevent the ambient fluid in the main chamber
from entering the pump and creating an effervescent jet.

Figure 1. Section of the REFINE injection chamber.

The injection is performed with a sharp-edged stainless steel tube of 210 mm long, with a 4 mm outer diameter
and a 2 mm inner diameter. The injector can be moved vertically over a 150 mm stroke by a motorized system
located on the top of the chamber, to expand the field of view. The rig is fully instrumented with thermocouples,
pressure gauges and mass flow meters as indicated in Fig. 2. The chamber is filled with Nitrogen and the pressure
is controlled with a pressure regulator having a precision of ˘0.1 MPa. To warm up the ambient fluid, two MICA
heating plates are placed at the bottom of the chamber and a heater (Fig. 2) is inserted just before the feeding of
N2.

Figure 2. Flowchart of REFINE test bench.

Two optical diagnostics, diffused back-light illumination (DBI) and shadowgraphy, are used to quantify the injection
and atomization of the working fluids. The main difference between these two techniques lies in the light source
arrangement. For shadowgraphy, a collimated laser diode (Cavitar) is used whereas a stroboscope flashlamp (MVS-
2601) with a glass diffuser is used for DBI. Depending on the situation and on the desired information, different
camera configurations were used, as indicated in Tab. 1. The DBI allows detecting the largest density gradients,
which are essentially located at the liquid-gas interface contrary to shadowgraphy that detects smoother density
gradient.
All the cases studied hereafter are summarized in Tab. 2, which provides the values of pressure (P ), temperature in
the chamber (Tch) or upstream the injector (Tinj) and velocity (V ) calculated as the average of measurements made
during the injection process. The ˘ number indicates the variability of the measured quantity during this injection.
The dimensionless numbers (Reynolds, Weber and Ohnesorge) are also provided.
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Table 1. Table of the different configurations of camera and light source with the associate designation code used in this
manuscript.

Code Camera Resolution (px/mm) Field (mm) Light

BG1 BlueCougar-x24 27.0 59.3 ˆ 44.5 DBI
BG2-1 BlueCougar-x25a 53.5 45.8 ˆ 38.1 DBI
BG2-2 BlueCougar-x25a 130.5 18.8 ˆ 15.7 Shadowgraphy
PCO-1 PCO Edge 5.5 58.0 44.1 ˆ 37.2 DBI
PCO-2 PCO Edge 5.5 121.5 294.3 ˆ 17.8 DBI

Table 2. Tests case conditions with dimensionless numbers: Reynolds (Re), liquid and gaseous Weber (Wel, Weg) and
Ohnesorge (Oh).

Figure P (MPa) V (m.s´1) Tch (K) Tinj (K) Re Wel
1 Weg

1 Oh

Propane in Nitrogen at ambient temperature

Fig. 3 2.01˘0.05

2.12

295.3˘0.4 294.3˘0.9

20572 605 28

1.20E-31.06 10286 151 7
0.53 5143 38 2
0.27 2620 10 0.45

Ethane in Nitrogen at ambient temperature, indicated as Tch = 293 K in the text

Fig. 4,6,8,7,10

6.05˘0.09 2.02 295.0˘6.1 295.0˘0.2 30545 3943 763 2.06E-3
6.07˘0.08 1.06 293.9˘2.3 294.9˘0.2 16073 1073 206 2.04E-3
6.02˘0.08 0.53 294.4˘1.3 294.8˘0.1 8048 269 51 2.04E-3
6.03˘0.09 0.27 295.1˘1.2 294.8˘0.1 4023 68 13 2.05E-3

5.53˘0.03 2.02 292.9˘4.6 294.4˘0.2 30878 3647 646 1.96E-3
5.51˘0.09 1.06 293.8˘2.3 294.5˘0.1 16175 1022 179 1.98E-3
5.57˘0.08 0.53 294.4˘0.9 294.9˘0.3 8152 267 48 2.01E-3
5.66˘0.01 0.27 295.1˘0.2 295.4˘0.1 4083 75 14 2.12E-3

5.08˘0.08 2.05 291.9˘5.6 295.1˘0.1 31966 3967 662 1.97E-3
5.20˘0.03 1.06 292.9˘2.6 294.9˘0.3 16513 1053 178 1.96E-3
5.15˘0.02 0.53 294.3˘1.7 294.3˘0.4 8215 245 41 1.91E-3
5.12˘0.01 0.27 294.2˘1.1 295.4˘0.1 4108 58 10 1.86E-3

4.56˘0.03 2.05 292.0˘3.4 294.8˘0.3 32491 3752 573 1.89E-3
4.57˘0.02 1.06 293.7˘1.2 294.9˘0.3 16890 1017 155 1.89E-3
4.53˘0.01 0.53 294.0˘1.0 294.8˘0.1 8450 251 38 1.88E-3
4.50˘0.00 0.27 293.9˘0.4 295.2˘0.1 4250 65 10 1.90E-3

4.09˘0.07 2.05 291.5˘4.7 294.7˘0.3 33185 3610 509 1.81E-3
4.07˘0.04 1.06 293.4˘1.3 294.5˘0.3 17212 953 132 1.79E-3
4.07˘0.04 0.53 294.1˘0.5 294.3˘0.2 8583 235 32 1.79E-3
4.08˘0.02 0.27 294.0˘1.3 294.3˘0.1 4294 58 8 1.78E-3

Fig. 5

6.02˘0.01 0.53 294.4˘1.1 294.0˘0.3 7988 245 46 1.96E-3
6.01˘0.01 0.27 295.0˘0.7 294.0˘0.3 3995 61 11 1.96E-3

5.53˘0.05 0.53 294.5˘0.8 293.9˘0.5 8090 239 42 1.91E-3
5.50˘0.04 0.27 294.9˘0.5 293.9˘0.5 4049 60 10 1.91E-3

5.05˘0.08 0.53 294.4˘1.0 293.7˘0.5 8196 231 37 1.85E-3
5.06˘0.08 0.27 294.7˘0.5 293.8˘0.4 4100 58 9 1.86E-3

4.56˘0.07 0.53 294.4˘0.9 293.5˘0.5 8322 222 33 1.79E-3
4.55˘0.07 0.27 294.9˘0.8 293.6˘0.5 4167 56 8 1.80E-3

4.08˘0.06 0.27 294.7˘0.4 293.1˘0.6 8490 215 29 1.73E-3
4.06˘0.06 0.53 294.4˘0.9 293.4˘0.3 4226 52 7 1.71E-3

Ethane in Nitrogen at Tch > Tc, indicated as Tch = 323 K in the text

Fig. 8,7,10

6.05˘0.03 2.02 326.4˘6.9 298.4˘0.2 31480 6309 1108 2.52E-3
6.06˘0.01 1.06 328.0˘0.9 298.2˘0.1 16535 1674 292 2.47E-3
6.06˘0.01 0.27 328.9˘0.3 298.1˘0.1 8260 418 73 2.47E-3
6.06˘0.01 0.53 329.5˘0.1 298.4˘0.1 4141 110 19 2.53E-3

5.58˘0.03 2.02 327.9˘6.1 297.9˘0.0 31831 5656 924 2.36E-3
5.51˘0.00 1.06 329.0˘3.3 298.2˘0.2 16843 1648 267 2.41E-3
5.54˘0.01 0.27 329.7˘0.7 297.4˘0.1 8349 366 59 2.29E-3
5.51˘0.01 0.53 329.5˘0.3 298.1˘0.1 4207 102 16 2.40E-3

5.11˘0.02 2.04 326.5˘6.9 297.9˘0.1 32834 5682 873 2.30E-3
5.08˘0.02 1.06 332.7˘4.5 300.0˘0.3 17483 2268 352 2.72E-3
5.08˘0.00 0.27 332.1˘1.1 298.4˘0.1 8585 416 63 2.38E-3
5.09˘0.00 0.53 332.1˘0.1 298.1˘0.1 4277 100 15 2.34E-3

1Considering pure Ethane at Tinj position and taken a surface tension from NIST (http://webbook.nist.gov/chemistry/) in liquid phase on the
evaporation line at the Tinj
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Results and discussion
The behavior of a cylindrical jet discharging into a quiescent atmosphere is commonly characterized [15] by the
jet stability curve as shown in Fig. 3. This curve shows the variation of the jet breakup length (Lbu) as a function
of the discharge velocity. The breakup length is defined as the distance between the injection orifice and the first
discontinuity in the liquid jet. Five flow regimes are identified. They are respectively named the dripping regime
(aÑ b), Rayleigh (bÑ c) , first wind-induced (cÑ d), second wind-induced (dÑ e) and atomization regimes (ą e).
The dripping regime is not of interest here.
Images of a Propane jet discharging into an atmosphere of nitrogen at 293 K and 2 MPa are presented along the
stability curve in Fig. 3. Refraction of light near the liquid-gas interface yields to steep grey level gradient making
easier the localization of the interface. Brighter areas in the center are also due to the refraction of light which is
less deviated when going through the jet axis. The more the surface is corrugated, the more deviated is the light
making the jet darker. For V “ 0.25 m.s´1, the jet morphology is characteristic of the Rayleigh regime. Increasing
the velocity up to 0.5 m.s´1, the breakup length becomes greater than the field of view. The discharge velocity then
approaches the critical velocity corresponding to point c. For V “ 1 m.s´1 the breakup length becomes shorter,
confirming that the critical velocity has been exceeded. The surface of the jet becomes corrugated and the first
wind-induced regimes is reached. For V “ 2 m.s´1, disturbances on the jet surface are getting stronger and Lbu

is no longer observable within this field of view, i.e. the point d is passed and the jet is in the second wind-induced
regime.

Figure 3. Injection of Propane at 2.0 MPa and ambient temperature along the stability curve [15](BG1).

Images of a jet of Ethane into Nitrogen at 293 K and 6.0 MPa are shown in Fig. 4. The breakup length of Ethane
jet has been investigated for V “ 0.25 m.s´1 and V “ 0.5 m.s´1. For V ě 1 m.s´1, the atomization starts only a
few diameters downstream the injection orifice and the cloud of drops around the jet makes difficult the estimation
of Lbu. The intact core length is thus commonly used in these conditions to characterize the jet atomization [16].

Figure 4. Injection of Ethane at 6.0 MPa and ambient temperature (PCO-2).
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Statistics on Lbu of the Ethane jet was estimated for the two lowest discharge velocities. Since the jet deviates
from its central axis, both perpendicular visual axes were used (BG2-1 & PCO-1) to make sure that no drop or
fluid deformations hide the first discontinuity of liquid. 600 two-level images were taken and analyzed for each case
to compute the probability density functions (pdf) for Lbu (see Fig. 5). For all the studied ambient pressures, the
slowest velocity gives the shortest breakup length, meaning that Lbu increases with the discharge velocity. Since
the shape of the jet (see Fig. 4) has nothing in common with a Rayleigh jet, those jets can be classified in the
second wind-induced regime. It can also be observed that the pdf of Lbu are wider for a larger velocity and for
V “ 0.25 m.s´1 the maximum peak is better defined. No conclusion could be drawn on the influence of pressure
on the breakup length.
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Figure 5. PDF of 600 breakup lengths of Ethane jet at 293 K. Pressure from 4.0 MPa to 6.0 MPa.

The impact of the chamber pressure on jet disintegration is illustrated in Fig. 6 for Ethane injected into N2 at 293 K
with a fixed discharge velocity of 1 m.s´1. The pressure ranges from 4.0 MPa to 6.0 MPa, i.e. from subcritical to
supercritical pressure if referring to Ethane critical pressure. Increasing the pressure leads to more perturbed jets
with smaller drops, similarly to the observations done by Oschwald [17] for an injection of N2 at 5 m.s´1 into N2 at
rest.

Figure 6. Injection of Ethane into Nitrogen at V “ 1 m.s´1 for different levels of ambient pressure with T “ 293 K. 4 images are
used to create a field of visualization of 66.1 mm length (PCO-2).
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Table 3. Measured temperatures Tch, Tinj and Tjet in the case of an injection of Ethane into N2 for different velocities.

P (MPa) V (m.s´1) Tch (K) Tinj (K) Tjet (K) at 6 mm State2

6.0 0.25 327 298 308 Supercritical
6.0 0.50 325 297 303 Liquid
6.0 1.00 323 298 300 Liquid
6.0 2.00 328 298 298 Liquid

To explore the effect of the ambient temperature, various configurations of Ethane jets into Nitrogen for four dis-
charge velocities and a temperature of N2 set to T “ 293 K ă Tc or T “ 323 K ą Tc are shown in Fig. 7. Pressure
is fixed to 6.0 MPa, i.e. above the critical pressure of Ethane. The temperature of the jet (Tjet) measured in the fluid
at the nozzle exit with an exposed junction thermocouple placed 6 mm downstream from the nozzle exit are sum-
marized in Tab. 3. These temperature measurements were done on different experiments, i.e. not simultaneously to
image acquisition. This temperature, Tjet, decreases with the increase of the velocity. The discharge velocity must
be considered as a key-point parameter since it induces modification in the ratio between characteristic convection
and thermal times
For the lowest injection velocities (V “ 0.25 m.s´1 and V “ 0.5 m.s´1), the temperature has a clear impact on
jet disintegration since Tjet is close to the critical temperature of Ethane (Tc “ 305 K). For example, a diffuse jet
with dense pockets appears for Tch “ 323 K and V ď 0.5 m.s´1 whereas a liquid-gas interface is clearly visible for
Tch “ 293 K .

Figure 7. Jets of Ethane in Nitrogen at 6 MPa (PCO2).

Increasing the velocity to V “ 1 m.s´1, small fluid elements identified as drops appear whatever Tch. However,
there are more droplets identified for T “ 323 K. The same observation is done for V “ 2 m.s´1. Hence, having a
temperature of the ambient fluid above the critical temperature of the injected fluid strongly modifies the jet behavior.
The interaction between the injected fluid and the ambient one is greater for low injection velocities where a diffusion
process is observed, but modifies also the atomization process at higher injection velocity as stated in [3, 18].

Figure 8. Jets of Ethane in Nitrogen at 6 MPa (BG2-2).

With DBI visualizations some finger-like structures are observed at the jet interface. In order to analyze those
structures, shawdowgraph visualizations were achieved to explore the density gradient around the liquid jet (or
around the dense core). Accordingly, shadowgraph images (Fig. 8) have been taken simultaneously to DBI images
( Fig. 7) on the perpendicular axis. A grey level gradient clearly appears around the liquid. It consists of a C2H6-N2

2Considering pure Ethane at the Tjet position.
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mixing layer varying radially from pure Ethane in the center of the jet to pure Nitrogen far from the jet.
Two topologic parameters are then defined from shadowgraph images: the dark-core angle and the spreading angle
also named growth rate [19]. From the normalized images of raw shadowgraphs, a two-level image is created. The
black and white delimitation gives an interface between dense and light fluid. The calculation of the standard
deviation of 120 two-level shadowgraph images yields the probability of presence of this interface on a grey-level
scale. Only the values above 90 % of the maximum of this probability are retained to define the area delimited by
the dark-core angle θd (inside boundary in red on Fig. 9) and the spreading angle θs (outside boundary in green).
The spreading angle for different pressures, velocities and chamber temperatures of an Ethane jet are plotted in
Fig. 10.

Figure 9. Image processing from raw image to the threshold of the standard deviation. On the last image: the dark-core angle θd
is on the inside boundary in red and the spreading angle θs is outside in yellow.

0.11 0.12 0.13 0.14 0.15 0.16 0.17 0.18 0.19 0.20

ρch/ρjet

10−2

10−1

ta
n(
θ s

)

Tch = 293 K

P

0.11 0.15 0.20 0.25 0.30 0.35 0.40

ρch/ρjet

10−1

Tch = 323 K

P = 6.0MPa
P = 5.5MPa
P = 5.0MPa
P = 4.5MPa
P = 4.0MPa

V = 0.25 m.s−1
V = 0.50 m.s−1
V = 1.00 m.s−1
V = 2.00 m.s−1

N2 in N2

Figure 10. Spreading angle versus the chamber to injectant density ratio. For comparison, spreading angle of liquid N2 injection
in N2 at ambient temperature from Fig. 8 of Chehroudi’s paper [12].

To be compared to the results summarized by Chehroudi in [12], the spreading angle is plotted against the ambient
over injectant density ratio. The density of pure fluids is based on the measured temperature (Tab. 3) and estimated
from NIST tables. For example, if Tch “ 323 K, then the temperature of Ethane considered for NIST tables is Tjet.
For each velocity, the growth rate increases with the pressure (also with the density ratio), which is in agreement with
the other studies. At a given ambient pressure, the spreading angle increases with the velocity. Ethane spreading
angles are smaller to the AFRL data for liquid N2 in N2 [12] having similar density ratios. This difference can be due
to the velocity range in our experiments, which is one of the lowest in the literature but no indication of velocity is
given on the original plot of Chehroudi (Fig. 8 in [12]). Increasing the temperature makes a significant change of flow
topology at low velocities. In Fig. 10 (right), the injection of Ethane at V “ 0.25 m.s´1 under a pressure of 5.0 MPa
exhibits a density ratio of ρch{ρjet “ 0.35 contrary to configurations at higher pressure (ρch{ρjet « 0.20). Indeed
decreasing the pressure makes the working conditions closer to the critical point. The limit of plotting the spreading
angle against the density ratio is that when the chamber is heated, the jet temperature varies along the jet. There is
even a temperature gradient in Nitrogen evidenced by the non-uniform grey level in shadowgraph images far from
the jet at 323 K in Fig. 8.

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0).
EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA

960



ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain

Conclusions
A new fully instrumented experimental test-bench has been developed at CORIA lab to study the injection of inert
fluids under supercritical conditions. In this study, Ethane and Propane are injected into a cold or warm environment
of Nitrogen. The knowledge of the behavior of those fluids has been detailed. Results for the breakup length and
the spreading angle are in agreement with the literature. It has been shown that the temperature of the ambient fluid
played a major role in jet disintegration when pressure exceeds the critical pressure of the injected fluid. In case
of an ambient temperature higher than the critical temperature of injected fluids a diffuse mixing process occurs for
low discharge velocities. For a higher injection velocities, a process of atomization appears but with a larger spatial
distribution of drops. These results were obtained by shadowgraphy and diffused backlight illumination that gave
complementary information. Other optical diagnostics as schlieren and CBOS will be soon implemented to comple-
ment these first results. A X-ray analysis is currently under progress to deliver a density gradient measurement and
to give additional characterization of the jet behaviors.
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Abstract 
Shadowgraphy is one of the most popular imaging techniques to characterize moving particles by their size, 
geometry as well as velocity, due to its simplicity. However, it requires advanced image processing to handle 
various image defects such as non-uniform illumination, overlapped particles, etc., which are normally only solved 
for individual applications. This study proposes a robust image processing method for particle shadowgraphy, 
aiming to process imperfect particle shadow images. The proposed method first detects qualified particles from 
particle shadow images, and then processes detected particles individually. Therefore different defects from 
different particles can be handled separately and locally. An overlapped particles detection and separation 
algorithm is also implemented to improve the accuracy of size and geometry characterization.  
The proposed method is first proved by synthetic generated particle shadow images, followed by a proof test with 
shadow images from a transparent dot pattern target. Finally this method is successfully applied to a shadow 
image acquired from a water spray and proved to be able to handle various issues of shadowgraphy. 

Keywords 
Shadowgraphy, image processing, particle characterization 

Introduction 
Over past few years, there has been a growing interest and also increasing availability of commercial image 
analysis software for atomization characterization by means of shadowgraphy for spherical as well as irregular 
shape particles. Compared with point measurement techniques such as phase Doppler anemometry, it is easy to 
setup and the results are more straightforward to understand. Additionally, it can be applied for particles with any 
shape [1, 2] and it is not affected by multi-scattering effects [3, 4]. 
However, most of imaging process methods for shadowgraphy are made for individual applications and often 
demand high image quality [5], which cannot be achieved in many cases due to the complexity of the spray or the 
limitation from optical access. In general, these image processing methods are facing various challenges like too 
many droplets with various shapes in the field of view – which results in overlapped particles [6] or out-of-focus 
particles, non-uniform illumination, etc.  
In this study, an advanced shadowgraphy image processing method is proposed to handle shadow images from 
complex sprays. The principle of this method will be firstly introduced, followed by verification from synthetic 
images, dot target images with known dot sizes, and then a validation with shadow images from a real spray.  

Principle of shadow image processing 
This method firstly detects particles based on a global threshold determined by the users – which depends on 
individual measurement. Optionally, a 2D Mexican hat filter can be applied to convolute the raw image and 
consequently a map of intensity gradient can be obtained, which indicates the edge of each particle. This 
procedure is proved to be more effective to detect particles when the back illumination is not uniform and the 
particles are out of focus [7]. Then each particle is segmented from the global image (gradient image in the case 
of optional filtering) with a bounding box which is slightly larger than itself for further process. This process is 
shown in Figure 1. Then, the particle segmentation is performed from this gradient image.  
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(a) 

 
(b) 

Figure 1. Particle detection and segmentation: (a) general routine, (b) Optional Mexican hat filter to be used instead of global 
threshold 

 
After the particle is segmented from raw image, a local threshold will be applied to the bounding box to extract the 
particle. The local threshold is calculated by: 

𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑙𝑜𝑐𝑎𝑙 = 𝑖𝑚𝑖𝑛 + (𝑖𝑚𝑎𝑥 − 𝑖𝑚𝑖𝑛) ∗ 0.61                                                                                                 (1) 

Where imin and imax are the minimal and maximum gray values in the segmented single particle image. The factor 
of 0.61 is proposed by [8]. This value is the one which allows obtaining, based on point spread function, a 
polynomial relationship between contrast of particle image and measured particle diameter. Consequently, there 
is a potential to correct the measured size of those out-of-focus particles or to define a depth-of-field thickness 
where all particles are focused. None of these solutions is presently implemented in our algorithm. 
Segmented single particle image uses this threshold to be binarized and particle will be extracted for further 
geometry characterization. By using a local threshold for each detected particle, the issues coming from non-
uniform back illumination can be minimized. In addition, using a fixed factor to determine local threshold for 
particle diameter evaluation can also avoid subjectivity introduced from different users. More specifically, global 
threshold selected by the user would only affect the identification of particles – number of particles identified; once 
the particle is identified, its size only depends on the local threshold calculated from formula (1).  
After the particle extraction, its diameter and other geometry information will be calculated by standard geometry 
characterization functions from OpenCV. 
After geometry characterization, three validation methods can be applied if necessary: 
a) Particle area (range). 
b) Particle eccentricity, which is defined as the ratio between the long axis and short axis. 
c) Particle roundness, also called as inertia moment, which measures the spread of points around the centre of 
mass. Its definition is given by the formula below: 
 
𝑖𝑛𝑒𝑟𝑡𝑖𝑎 =  𝑛𝑢20 + 𝑛𝑢02                                                                                                                                   (2) 
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𝑛𝑢𝑗𝑖 =
𝑚𝑢𝑗𝑖

𝑚00

𝑖+𝑗
2

+1
                                                                                                                                                    (3)    

𝑚𝑢𝑗𝑖 = ∑ (𝑥 − 𝑥̅)𝑗 ∙ (𝑦 − 𝑦̅)𝑖
𝑥,𝑦                                                                                                                          (4) 

Where x and y are coordinates of pixels within the particle, 𝑥̅ and 𝑦̅ are the centroid coordinates of the particle. 
 
All the three validations above are aiming to reject noise caused by dirt in the imaging system, which are often 
very small in the field of view and have different shapes from expected particles.  
In addition, a method to detect and separate overlapped particles is also implemented here. This method 
assumes that overlapped particles (seen in Figure 2) can be separated into two (or more) smaller particles by 
shrinking from its boundary, which represents the kernels of those overlapped particles. If two (or more) smaller 
particles can be identified after shrinking, these particles will be identified as overlapped particles, and a re-
expand process will be applied to those kernels to calculate the size of each separated particle. The amount of re-
expand is identical as the amount of shrink. The process is described in Figure 2. 
 

 

Figure 2. Method to detect and correct overlapped particles 

 

This overlapped particles detection and correction is based on the assumption mentioned above. In some 
applications, particles shape can be highly irregular and therefore they are identified as overlapped particles. In 
this case, the proposed method is no longer suitable.  

Results and discussion 
The proposed shadow image processing method has firstly been evaluated by synthetic particle image, which is 
shown in Figure 3, together with the contour provided by shadow image processing. The synthetic particle image 
is a binary image made from Microsoft Paint program, with particles having diameters from 10 to 80 pixels. The 
diameter results provided by shadow image processing are given in Table 1. 
 

 

Figure 3. Synthetic particles image and contours (red) determined by shadow processing 
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Table 1. Comparison of the ground truth and diameter measured by shadow processing on the synthetic particles image 

Ground truth (pix) Diameter measured by shadow processing (pix) 

10 9.933 
20 19.93 
30 29.821 
40 39.960 
50 49.861 
60 59.869 
70 69.901 
80 79.869 

The comparison between measured diameter from shadow processing and ground truth shows a very good 
agreement between each other. This proves the accuracy of particle edge detection and diameter evaluation. 
The overlapped particles detection and separation is also firstly tested by synthetic particles image. The left side 
of Figure 4 shows a group of synthetic particles with slight overlapping and the right side of the same figure shows 
the particle contour given by shadow processing. Overlapped particles have been well detected and recovered by 
this method. This method has been also tested by synthetic particles images with severe overlapping but it failed 
to identify the overlapping. 
 

 

Figure 4. Left, synthetic overlapped particles; Right, contour of each particle detected by shadow image processing 

 
The next test has been carried out with a shadow image from a transparent target with dots pattern (Thorlabs 
R3L3S4P2), which is shown in Figure 5. The dots on this target have five different size groups but only three of 
them are shown in the field of view: 62.5 μm, 125 μm and 250 μm. The back illumination is slightly non-uniform to 

increase the challenges for the shadow processing. The scale in the image is 7.2 μm per pixel. 

 

 

 

(a) (b) 

Figure 5.  (a) Shadow image of a transparent dot target, with three groups of dots (62.5 μm, 125 μm and 250 μm). Contour of 

each dot detected by shadow image processing are shown as red. (b) Zoom: missed dot due to dirt on the target 
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Figure 6. Diameter histogram of transparent dot target shadow image provided by shadow image processing 

 
Table 2. Summary of measurement results from shadow imaging processing on the transparent dot target shadow image 

Dot Size (μm) Number of Dots Dots detected Average size measured 
by shadow processing 

(μm) 

Standard deviation of size 
measured by shadow 

processing (μm) 

62.5 1681 1681 63.98 0.92 
125 1240 1239 127.75 1.08 
250 400 371 255.73 0.90 

 
Figure 6 shows the diameter histogram from shadow image processing, which indicates a very narrow distribution 
of each size group. Table 2 shows the comparison of target specifications and the results measured from shadow 
processing, which also shows a very good agreement. All small dots and middle dots are detected except only 
one middle dot which is missed because it is connected to a dirt on the target (shown in Figure 5.b). The missed 
big dots from shadow processing are due to the fact that they are very close to the frame border and are therefore 
rejected. 
 
Different global thresholds have been also tested to study the influence of this parameter. Tests with various 
global thresholds show very similar result (variance < 1%). The slight difference is introduced by different 
numbers of particles identified with different global thresholds and therefore the statistical results are changed.  
Finally the proposed method has been tested with a shadow image acquired from a water spray, which is shown 
in Figure 7, together with the contour determined by shadow image processing. Typical challenges of shadow 
measurements on water spray can be all identified here, such as non-spherical particles, out-of-focus particles, 
overlapped particles, non-uniform back illumination, and so on.  
Most of the particles can be detected and segmented correctly from this image with the proposed method. 
Particularly, that in the right bottom side (on top of a big out-of-focus particle) has been correctly detected. In 
addition, the two overlapped particles next to this big out-of-focus particle have also been detected and separated 
correctly. There are several sharp particles which are not identified, but this is because they are close to the 
image boundary and therefore are rejected.  
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Figure 7. Shadow images acquired from a water spray, together with red contour of each detected particle given by shadow 
image processing 

Several out-of-focus particles are also detected, which can cause a bias on the size result. Correction to these 
out-of-focus particles is not included in this study. Fdida and Blaisot proposed a method to correct the out-of-focus 
particles or to define a depth-of-field thickness where all particles are focused, based on the point spread function 
[8]. These methods will be implemented and investigated in the next stage of this project. 

Conclusions 
A new shadow processing method is proposed with advanced particle detection and segmentation algorithm, 
together with an overlapping particles detection and separation method. This method is firstly qualified by 
synthetic particle images and then further evaluated with shadow images of a transparent target with dot patterns. 
Later the new method is applied to shadow images from a water spray.  
All test results show that this new shadow processing method can handle various issues of shadowgraphy 
measurement on water sprays. Particularly, this method is robust and less sensitive to parameters compared with 
existing shadow processing methods. In addition, this method can handle overlapped particles in the shadow 
image and provide more accurate results. 
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Abstract 
The oscillating drop method allows material properties of liquids to be measured from damped drop oscillations. The 
literature discusses, e.g., the measurement of the liquid dynamic viscosity and the surface tension against the ambient 
medium, predominantly for Newtonian liquids. We use this method for measuring pairs of material properties of 
polymeric liquids. Pairs of properties may be measured, since the quantity measured is a complex frequency with a
real and an imaginary part. For the measurements, individual drops are levitated in air by an ultrasonic levitator and 
imaged with a high-speed camera. Amplitude modulation of the ultrasound drives shape oscillations of the levitated 
drop. When the modulation is switched off, with the levitating force maintained, the drop performs free oscillations 
which are damped due to the liquid viscosity. The data acquired from the images recorded are the angular frequency 
and the damping rate which are used as an input into the characteristic equation of the oscillating drop. Our 
measurements intend to yield either two viscoelastic time scales with the zero-shear viscosity known, or one time 
scale and the zero-shear viscosity, with the other time scale known. The two time scales are the stress relaxation and 
the deformation retardation times. The latter is difficult to get for polymer solutions. 
The present contribution presents results from a large set of measurements of the deformation retardation time. 
Liquids studied are aqueous solutions of poly(acryl-amides) at varying concentration. The corresponding values of the 
zero-shear viscosity agree well with the values from shear rheometry. Values of the deformation retardation time differ 
substantially from the values commonly used in viscoelastic flow simulations. Furthermore, the measured values 
disagree with the predictions from the viscous-elastic stress splitting approach in linear viscoelasticity. With our study 
we will provide a consistent set of material properties for the Oldroyd-B model in linear viscoelasticity. This will be 
important for material modelling in viscoelastic spray simulations. 

Keywords 
Linear drop shape oscillations, damped oscillations, polymeric liquid, ultrasonic levitation. 

Introduction 
The deformations of a drop surface due to shape oscillations may influence transport processes across the liquid/gas 
interface, such as the evaporation of the drop or the absorption of gases from the environment. For their relevance for 
transport processes, and for scientific interest, oscillations of liquid drops have been under investigation since the time 
of Lord Rayleigh, who derived the angular frequency  of linear oscillations of mode
m for an inviscid drop with density , radius , and surface tension  against the ambient vacuum [1]. Rayleigh's work 
was extended by Lamb [2], who included the influence of viscosity of the drop liquid and obtained the oscillation 
frequency and the rate of decay of the oscillations in the limits of very high and very low drop viscosity. 
The idea to measure material properties of liquids from damped drop shape oscillations has brought about the 
oscillating drop method [3, 4]. To date, the existing literature discusses the measurement of material parameters, such 
as the dynamic viscosity of the liquid and its surface tension against the ambient medium, predominantly for 
Newtonian liquids [5-8].
For viscoelastic systems, the oscillating drop method was used for investigating the surface rheology [9, 10]. The 
materials were surfactant solutions, and the drops were levitated due to the microgravity conditions of the experiment. 
In these studies, complementary effects of the bulk and the surface viscosities were found [9] and quantified [10].
Most recently, the oscillating drop method was proposed and developed for measuring polymeric time scales [11-13].
The basis of the method is the characteristic equation for the complex frequency of the drop. The experiments were 
carried out with aqueous solutions of the two different poly(acryl-amides) Praestol 2500 and Praestol 2540 with 
different degree of hydrolysis and hence different mechanical flexibilities of the macromolecules. The drops were 
levitated using an ultrasonic levitator. The aim of the first study [11] was to quantify the influences of the two polymeric 
time scales on the oscillation behavior of the drop, and to propose an experimental method to determine the 
deformation retardation time by measuring damped oscillations of the drop. A proof-of-concept experiment was 
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presented to show the potential and limitations of the method. In [12], the characteristic equation was further 
analyzed, and a numerical method for determining a pair of liquid properties from the characteristic equation was 
presented. The method was tested for three different aqueous polymer solutions (0.3 and 0.8 wt.% Praestol 2500 and 
0.05 wt.% Praestol 2540). The values of the deformation retardation time  obtained by this method deviate strongly 
from the values typically used in viscoelastic flow simulations. The sensitivity and uncertainty analysis have shown the 
values of  depend weakly on the uncertainty of the experimental data. 
In the present study, the oscillating drop method [11-13] was used to study the deformation retardation time 
dependency on the polymer concentration. We have studied aqueous solutions of Praestol 2500 with polymer mass 
fractions between 0.1 and 1.0 wt.%. Our paper is organized as follows: first the theoretical foundations of drop shape 
oscillations are presented. We then outline the experiment for measuring the complex oscillation frequency. Further, 
we present and discuss the experimental results and draw the conclusions. 
 
Theoretical Foundations 
The equations governing linear viscoelastic drop shape oscillations are the equation of continuity    and the 
linearized equation of motion 

 (1) 

The extra stress tensor  is related to the flow field through the appropriate linear viscoelastic material model. Material 
models in fluids relate rates of deformation to the extra stresses, which appear on top of some isotropic stress, such 
as pressure. Material models follow either from micro-rheological or from phenomenological approaches. The former 
consists in a transport equation for the dyadic of the end-to-end position vector of the macromolecules with itself, 
which yields information about the state of deformation of the molecules in the solution and, thereby, about the stress. 
The phenomenological approach models extra stresses and their changes by a transport equation. The rheological 
equations of state representing the material model must satisfy invariance criteria in coordinate transformations and 
must be independent of the motion of the material as a whole [14].  
The most general form of a phenomenological material model for a viscoelastic fluid is the Oldroyd eight-constant 
model [15]. It allows non-linear material behavior to be modelled and relies on the eight constant parameters of the 
model, which all have the dimension of time, except the dynamic viscosity involved. Simplifying this model to the linear 
case, i.e., treating a liquid as linear viscoelastic, the extra stress in the liquid at small rates of deformation may be 
described by the differential equation 

 (2) 

where  and  are the stress relaxation and deformation retardation times,  is the zero shear viscosity and  is the 
rate of deformation tensor. This equation is also known as the Jeffreys model. The relaxation time characterizes the 
time scale on which the stress relaxes after removal of strain, and the retardation time describes the strain relaxation 
after removal of stress. The case   describes the purely viscous Newtonian fluid, and the case , 

  describes the purely elastic fluid. With the time dependency of motion given by an exponential function 
exp( ), where  is the complex angular frequency of mode m, the stress tensor  satisfying Eq.(2) reads 

 (3) 

This equation indicates that the linear viscoelastic extra stress may be represented formally in the same way as for a 
Newtonian fluid, with the difference that the dynamic viscosity  depends on the complex frequency  (corre-
spondence principle). In our discussions on the linear stability behaviour of viscoelastic liquid systems below we will 
assume material behaviour according to this model. Shear thinning, as a non-linear phenomenon, is therefore not 
accounted for, which is strictly correct for Boger fluids, but neglects some potentially important phenomenon in shear 
thinning liquids. In the latter case, however, linear liquid behaviour on the first Newtonian plateau of the flow curve 
may still be represented correctly by the linear approach [16]. 
In polymer science and in computational rheology, it is customary to decompose the stress into its Newtonian and 
non-Newtonian components (referred to as the viscous-elastic stress splitting) or, more generally, to write the extra 
stress  and the dynamic viscosity   as sums of contributions from the Newtonian solvent and 
the polymer (solvent-polymer stress splitting) [17, 18]. A similar approach can be applied also for the Giesekus model 
[19]. This approach yields the Jeffreys model (Oldroyd B) if the deformation retardation time is defined as  
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 (4) 

The damped oscillatory motion of the drop is analyzed in detail in [11, 12]. The fundamental outcome of the analysis is 
the characteristic equation for the complex frequency of the drop  

 (5) 

where  and  and  are spherical Bessel functions of the first kind at the value  of their 
arguments. The equation is formally identical to the results of Lamb [2] obtained for Newtonian liquids. In the present 
case of a viscoelastic liquid, however, the kinematic viscosity involved in the equation is a function of the complex 
oscillation frequency . The equation is transcendental in  and must therefore be solved numerically to determine, 
e.g., the zero-shear dynamic viscosity 0 and the deformation retardation time 2 involved in the dynamic viscosity 

. Knowing the real and imaginary parts of the complex oscillation 
frequency m from the experiment, we get two pieces of information from the characteristic equation. In the following 
section we present an experiment suitable for measuring the complex oscillation frequency  of the drop. 
 
Experimental method 
The experiment bases on the levitation of an individual drop in a standing ultrasound wave [20]. The acoustic 
resonator consists of a transducer and a curved reflector allowing for the stable placement of a drop with a diameter ≤ 
3 mm (Fig. 1). Liquids studied are aqueous solutions of poly(acryl-amides) at varying concentration. The drops are 
produced and placed into the acoustic field with an insulin syringe (Fig. 2 left, center). Oscillation frequencies excited 
by ultrasound modulation are O(120 Hz), close to the resonance frequency of the base-mode m=2. After switch-off of 
the modulation, the drop returns to its equilibrium shape by damped oscillations (Fig. 2 right).  
 

 
Figure 1. Experimental setup with acoustic levitator for drop shape oscillation studies. 

 

 

  
Figure 2. (Left) Shape of a levitated 1.7 mm drop, (center) equilibrium and deformed drop shapes in the spherical coordinate 

system. The deformed shape (dashed line) is represented by  [11], (right) distance between the 
north and south poles in a damped drop oscillation as a function of time. 
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The data acquired from the high-speed camera recording of the damped oscillations are the angular frequency  

and the damping rate . For determining the pair of liquid properties ( , 2), the two values  and  are used 
as an input into the characteristic equation (5) of the drop, so that the left-hand side of the equation is known. 
Our experiments were carried out with aqueous solutions of the poly(acryl-amide) Praestol 2500 from Solenis 
Technologies (Germany). This is a non-ionic polymer with a degree of hydrolysis of 3 – 4% and molecular weight 
about 15-20 ·106 kg/kmol. The aqueous solutions were prepared in demineralized water, producing a master solution 
with a solute mass fraction of 10000 ppm by mass, which was then diluted to achieve the various mass fractions. The 
shear viscosity of the liquids was measured as a function of shear rate with a rotational rheometer Anton Paar MCR 
300. The values of the zero-shear viscosity  (first Newtonian plateau) were determined from measured flow curves 
approximated by the empirical Carreau-Yasuda model. The temperature was kept constant at the value of 22°C ± 1°C 
in the laboratory where the drop oscillation experiments were carried out. The densities of the liquids were measured 
with an oscillating U-tube device with an accuracy of ±0.1 kg/m3. They are all in the order of 103 kg/m3. The surface 
tension of the liquids against the ambient air was measured with a drop volume tensiometer. The stress relaxation 
time  of the liquids was measured with a filament stretching elongational rheometer yielding mean values with 
standard deviations between 6 and 15% [20]. The properties of the aqueous solutions of the poly(acryl-amide) 
Praestol 2500 investigated in the present study are listed in Table 1 and presented in Fig. 3.  
 

Table 1. Properties of the aqueous Praestol 2500 polymer solutions at 22°C. 

Solute mass 
fraction w 

[wt.%] 

Density 
ρ 

[kg m-3] 

Surface 
tension σ 

[N m-1] 

Zero-shear 
viscosity η0* 

[Pa s] 

Stress relaxation 
time  

[s] 
0.1 1000 0.0722 0.013 ± 10% 0.025 ± 10% 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
1.0 

1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 

0.0727 
0.0732 
0.0737 
0.0743 
0.0748 
0.0753 
0.0758 
0.0763 
0.0769 

0.033 ± 10% 
0.08 ± 10% 
0.12 ± 10% 
0.39 ± 10% 
0.56 ± 10% 
0.9 ± 10% 
1.6 ± 10% 
2.3 ± 10% 
3.9 ± 10% 

0.066 ± 10% 
0.11 ± 10% 
0.12 ± 10% 
0.16 ± 10% 
0.18 ± 10% 
0.21 ± 10% 
0.23 ± 10% 
0.25 ± 10% 

0.285 ± 10% 
     

  
Figure 3. Praestol 2500 aqueous solutions. (Left) Zero-shear viscosity and (right) relaxation time against polymer mass fraction. 

 
Figure 3 (left) shows the zero-shear viscosity against polymer mass fraction. The measured data are approximated by 
the scaling law 

 (6) 

where  at low polymer mass fractions w, and   for high polymer mass fraction. The transition between 
these two regimes lies between w=0.2 and 0.3 wt.% (Fig. 3 left).  Figure 3 (right) shows the dependence of the 

971

 

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0). 

EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA 



ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain 

relaxation time on the polymer mass fraction w. The measured values are approximated using the similar scaling law 
, where  for low concentrations and  for higher concentrations. The transition between these 

two regimes lies again between w=0.2 and 0.3 wt.%. The region between 0.3 and 1.0 wt.% can be seen as a semi-
dilute regime, and the region between 0.1 and 0.2 wt.% as the transition from the dilute to the semi-dilute regime. 
Images of the levitated drop are recorded by a high-speed camera at a framing rate of 2 kHz under backlight 
illumination. An uncertainty in the length measurement of ±2 Pxls with the resolution of 300 Pxls/mm results in a sizing 
uncertainty of ±6.7 μm, which is equivalent to ±0.3% for a 2 mm drop. Within at most 10 s after the drop has been 
placed in the acoustic levitator, several pictures of the drop are taken in order to have its initial shape and volume. 
This initial state, where the evaporation of the solvent has had no influence on the solution concentration yet, allows 
the concentration of the drop liquid at all later times to be deduced from the volume. The equilibrium radius  is 
calculated from the recorded instantaneous images. The zero-shear viscosity obtained from the experiment is the 
value corresponding to the concentration of the solution present during the related experiment. 
The experiment for determining the polymeric deformation retardation time from damped drop oscillations is subject to 
influences from the experimental method of acoustic levitation and the non-Newtonian behavior of the polymeric 
liquid, which is shear-thinning in many cases. In order to fulfill the limitations set by the linear theory underlying the 
characteristic equation of the drop, and in order to avoid influences from the shear thinning of the liquid, we measure 
the drop oscillation frequency and damping rate in the late stages of the damped oscillation.  
The oscillation shown in Figure 2 (right) was recorded for a 0.3 wt.% Praestol 2500 solution drop with the equilibrium 
diameter of 1.83 mm. The drop was driven at 130 Hz before the modulation was switched off. From these data, the 
frequency and damping rate in the last part of the motion were extracted, so that both the linear oscillation behavior 
was ensured and the shear-thinning of the polymer solution did not have any influence on the oscillation. The 
frequency and damping rate are determined using the least-squares method to achieve the best fit of a prescribed 
function to the damped oscillations measurement data. The fitting procedure was done of both oscillating directions, 
as shown in Figure 4 (left) and the average value for the frequency and the damping rate were calculated. The 
volume-equivalent spherical radius was also calculated (Figure 4 right) and compared to initial radius in order to 
determine the correct polymer concentration.  
The angular frequency and the damping rate of the drop depicted in Fig. 2, determined by this procedure, are 

 Hz and  s-1. The real and imaginary parts of the complex angular frequency 
 are therefore known. 

 

  
Figure 4. Damped oscillations of a levitated 1.72 mm 0.3 wt% aqueous Praestol 2500 solution drop as a function of time. (Left) 

Normalized oscillation amplitude and the fitting curve (solid line) in the last part of the motion. (Right) Volume-equivalent spherical 
radius of the drop as a function of time, varying by no more than 0.3%. 

 
Solutions of the characteristic equation 
The characteristic equation (5) is transcendental in the argument of the spherical Bessel functions involved and must 
therefore be solved numerically. The method for determining  and 2 by solving this equation and the detailed 
analysis of the characteristic equation are presented in [12]. For the numerical analysis we use the computer algebra 
software MATHEMATICA. As a prerequisite, the complex frequency m must be accurately measured in the 
experiment, and the radius of the drop as well as the density, surface tension and stress relaxation time of the liquid in 
contact with the ambient air must be known. Due to the influence from the spherical Bessel functions, the equation 
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exhibits a complicated set of solutions. Identification of the right solution among the calculated pairs of  and 2 
follows from comparison of the value of  with the result  from the measurements with a rotational viscosimeter. 
The solutions  of the characteristic equation and corresponding calculated values of zero shear viscosity  and 
deformation retardation time  for a 0.3 wt% aqueous Praestol 2500 solution drop are listed in Table 2.  
 

Table 2. Positive roots qa of the characteristic equation and corresponding calculated values of zero shear viscosity  and 
deformation retardation time  for the 0.3 wt% Praestol 2500 solution drop in Fig. 3. The correct solution is highlighted. 

Radius  
[mm] 

Frequency 
[Hz] 

Damping 
rate [s-1]  

  

[Pa·s] 
2 

 [s] 
   0.917 134.2 36.2 4.385  + 7.8312i 0.0002 2130·10-4 

± 0.006 ± 0.4 ± 2.5 4.974  + 0.0791i 2.656 1.267 ·10-4 
8.767 + 0.0426i 0.856 1.005·10-4 

12.116 + 0.0263i 0.448 0.941·10-4 
15.363 + 0.0164i 
18.569 + 0.0106i 

0.279 
0.191 

0.915·10-4 
0.903·10-4 

21.755 + 0.0071i 0.139 0.897·10-4 
24.928 + 0.0049i 0.106 0.894·10-4 
28.093 + 0.0036i 0.083 0.893·10-4 
31.254 + 0.0027i 0.067 0.892·10-4 
34.411 + 0.0020i 0.056 0.891·10-4 
37.564 + 0.0016i 0.047 0.891·10-4 

 
From the error analysis [12] follows that  can be accurately determined even if the right solution  cannot 
unambiguously be identified. This is due to the weak dependency of  on the solution  of the characteristic 
equation. This weak dependency is demonstrated in Table 2. On the other hand, in order to accurately determine , 
very accurate measurements of all the input parameters are required. 
 
Results and discussion 
With each of the ten polymer solutions we performed a set of about 35 measurements in order to get statistically 
reliable results. From each polymer solution, five drops with different radius were levitated and with each of these 
drops, we performed 6 to 8 oscillation measurements. The results are presented in Table 3 and in Fig. 5. Table 3 
shows the set of viscosities and deformation retardation times of the aqueous polymer solutions (Table 1), where 
values obtained as solutions of the characteristic equation are compared to values of the deformation retardation time 
from the viscous-elastic stress splitting approach . The value of the solvent viscosity  used was 1 mPa 
s for water. The uncertainty of the values listed in Table 3 is of the order of 10%. 

Table 3. The viscosities  and deformation retardation times  obtained from oscillating drop measurements. For comparison the 
zero shear viscosity  and the deformation retardation  from the viscous-elastic stress splitting approach are also listed. 

Solute mass 
fraction w 

[wt%] 

Viscosity  

[Pa s] 

Zero-shear 
viscosity  

[Pa s] 

Retardation 
 time  

[10-4 s] 

Retardation 
 time with  

[10-4 s] 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
1.0 

0.013 
0.037 
0.08 

0.127 
0.43 
0.51 
0.82 
1.65 

2 
6 

0.013  
0.033  
0.08  
0.12  
0.39  
0.56  
0.9  
1.6  
2.3  
3.9  

0.35 
0.47 
0.9 
2 

2.1 
2.5 
2.7 
2.9 
3.1 
3.5 

19.23 
20.00 
13.75 
10.00 
4.10 
3.21 
2.33 
1.38 
1.09 
0.73 
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Figure 5. (Left) Calculated  and measured  and (right)  and  against Praestol 2500 polymer mass fraction w. 
 
Zero shear viscosity 
The values of the zero-shear dynamic viscosity agree with the values from the shear viscosimetry to within ±10%, 
except for the 1.0 wt.% polymer solution. This disagreement could be due to experimental error, i.e. the measurement 
error of the input parameters is too large. A second reason for the disagreement could be that this case may be close 
to the limit of applicability of our method regarding the polymer concentration, since we must keep in mind that our 
experimental method relies on the ability of the drop to perform damped periodic oscillations. Once the drop 
Ohnesorge number threshold to aperiodic behavior is exceeded, the deformed drop returns to its equilibrium state in 
an aperiodic manner, so that our method cannot be applied any more. This will be the subject of further studies.  

Deformation retardation time 
The results show that the measured deformation retardation time  increases monotonically with the polymer mass 
fraction w. For the concentrations studied, values of  between 35 and 350 s are obtained. On the other hand,  
as defined by the viscous-elastic stress splitting approach decreases with increasing polymer mass fraction in the 
range of polymer mass fractions above w=0.2 wt.%. The two trends are equal only in the range of polymer mass 
fractions below 0.2 wt.%. The trend of  to vary with the polymer concentration is quantified as ( / c)/ = 
( / c)/ -( / c)/ . With the dependencies of 1 and 0 on the polymer concentration given above, we arrive at the 
condition that ( / c)/  is positive only when T>S, which is the case in the sufficiently dilute regime below w=0.2 
wt.% only. We conclude from this that the calculation of  with the viscous-elastic stress splitting approach 
reproduces the trend from the experiment correctly only in this sufficiently dilute regime, which corresponds to 
different polymer mass fraction regimes for different polymers and solvents. The absolute values of  obtained, 
however, still differ substantially from the result of the measurement. In the case of the present polymer solution, the 
measured values of  agree well with the calculated  for polymer mass fractions between 0.5 and 0.8 wt.% only, 
and this rather by coincidence. For the most dilute solutions studied, the measured and calculated values strongly 
deviate from each other, which finding remains to be explained once more polymer solutions were investigated. As 
one reason for these differences due to the different concentrations of the solutions we may see the fact that the more 
dilute solutions may be better described by the viscous-elastic stress splitting approach than the more concentrated 
solutions. This could indicate a limitation of the validity of the equation for  for concentrated systems. The absolute 
values of this time scale, however, still remain quite different even in the dilute solutions. 
 
Conclusions 
In this study we use linear damped shape oscillations of drops for measuring the zero-shear viscosity and the 
deformation retardation time of viscoelastic polymeric drop liquids. The solution of the linearized equations of change 
governing the drop shape oscillations yields the characteristic equation for the complex oscillation frequency which is 
used for determining the material properties. For a given drop, the oscillation frequency and the damping rate are 
measured in an experiment using acoustic levitation. Liquid material properties relevant for the oscillations, such as 
liquid density, surface tension and stress relaxation time, are measured by appropriate standard methods. The zero-
shear viscosity and the deformation retardation time of the liquid are obtained as solutions of the characteristic 
equation of the oscillating drop. Values of the liquid dynamic viscosity are close to those from shear rheometry. They 
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allow the correct solution of the characteristic equation to be identified from a manifold and support the correctness of 
the deformation retardation times determined.  
The values of  are found to deviate strongly from values often used in simulations of viscoelastic liquid flow. The 
values of   agree with  only for small region of polymer mass fractions (between 0.5 and 0.8 wt.%). Further work 
will be devoted to investigating the deformation retardation behaviour of various polymers at different concentrations 
in solvents of different quality. 
 
Nomenclature             
a     equilibrium drop radius [m]     
jm, jm+1     spherical Bessel functions [1]   
m     mode number [1] 
p     pressure [Pa]  
Pm     Legendre polynomials 
q=qr + iqi    complex inverse oscillatory length scale [m-1]    
r     radial coordinate        
S, T           scaling exponents [1] 
t     time [s] 
v                velocity [m s-1]      
w               polymer mass fraction [wt.%]        

m= m,r + i m,i      complex angular frequency [s-1] 
m,0  inviscid angular frequency [s-1]   
                          oscillation amplitude [m] 

     rate of deformation tensor [s-1] 
  dynamic viscosity [Pa s]   
0  zero-shear dynamic viscosity [Pa s]  
1, 2, 2G polymeric time scales [s]  
  kinematic viscosity [m2 s-1] 
ρ                 density [kg m-3]  
σ  surface tension [N m-1] 
      extra stress tensor [Pa] 
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Abstract 

A new specific direct illumination technique is proposed for studying the deformation and breakup process of 

droplets that are exposed to a continuously increasing flow field. This type of flow field is in contrast to the 

traditional shock-tube experiments where droplets are suddenly exposed to a constant high airstream. In order to 

generate a continuously accelerated flow field the rotating arm facility at INTA is used. Droplets are allowed to fall 

in the path of an incoming airfoil mounted at the end of a rotating arm. Under certain conditions, these droplet 

deform and breakup before impinging on the airfoil. The incoming airfoil is a key element in the illumination 

technique. Droplets of 0.8 mm of diameter immersed in the flow field generated by an airfoil model of chord 

0.690m approaching at 80 m/s were chosen for this study and were found to undergo a breakup process similar 

to the bag and stamen breakup found in the literature. Each of the stages at this type of breakup process was 

investigated by means of this new direct illumination technique and a high resolution camera. These images were 

compared to those images obtained using shadowgraph illumination technique and a high speed camera under 

the same conditions. Five different stages were studied and characterized. The final objective in this study was to 

visualize and identify fluid structures that occur during the deformation and breakup process in a continuously 

accelerated flow field in order to develop and fine tune physical-mathematical models. 

Keywords 

Droplet Breakup, Visualization, Accelerating Flow. 

Introduction 

Droplet aerobreakup has been studied mainly in shock tube [1,2] or wind tunnels facilities [3,4,5], where the 

droplet suddenly experiences a high constant air speed. Two comprehensive reviews on this field are those of 

Guildenbecher et al. [6] and Theofanous [7]. In the first one, attention was paid to the breakup morphology and a 

similar classification of breakup mode as the one found in Pilch and Erdman [8] was established: Vibrational 

breakup, Bag Breakup, Multimode (Bag and Stamen), Sheet Stripping (Sheet Thinning), and Catastrophic 

Breakup. The second review made a good discussion on the two main mechanisms leading to breakup: Rayleigh-

Taylor piercing and shear-induced entrainment. However, these two reviews [6,7] cover data obtained in facilities 

where droplets are suddenly exposed to a high constant velocity air stream. This is in contrast with the problem 

studied in this paper, where droplet are initially in a quiescent flow and then the air velocity starts to increase 

gradually with an acceleration that also increases, until the acceleration and the velocity reach values that allow 

for droplet breakup. The problem is a non-stationary problem and transient effects need to be considered. 

Accelerating and decelerated non-uniform flow fields have only been studied for non-deformable spheres [9,10], 

or droplets that are small enough to neglect deformation [11] and it has proved to be a very complex problem 

since there still exist contratdicting results. Therefore, one of the novelties of this work is to study the aerobreakup 

of droplets in a non-stationary flow. 

In order to visualize and identify fluid structures that occur during the water droplet deformation and breakup 

process, different techniques of image acquisition can be employed: shadowgraph images [3,4,12,13,14], 

interpherometry [1,15] and direct illumination images [16]. Due to the difficulty associated to using direct 

illumination in transparent liquids, the shadowgraph technique has mainly been used in the past, providing only 

the distorted droplet contour. Previous studies by the authors were based on data obtained by shadowgraph 

illumination technique [17]. However, direct illumination allows for obtaining more information of the structure, 

which can provide a better understanding of the details of the process. This article compares visualization of the 

breakup of droplets in a non-stationary accelerating flow field using direct illumination technique to previous 
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shadowgraph images. Only the bag and stamen breakup type is addressed. First the specific direct illumination 

technique is described, then the results are discussed and finally the main conclusions are summarized.   

 

Material and methods 

In order to achieve a continuously accelerated flow field the rotating arm facility at INTA was employed. The 

rotating arm facility had already been used to study water droplet deformation and breakup in a continuously 

accelerated flow field using the shadowgraph technique [17]. A photograph of the experimental setup can be 

observed in Figure 1. An airfoil model was attached to the end of a rotating arm whose length was 2.2 m. At the 

same time, droplets of 0.8 mm of diameter were allowed to fall in the path of the incoming airfoil. These droplets 

were generated by means of a TSI MDG-100 droplet generator functioning on the bases of the Rayleigh theory. 

As the airfoil model approaches the droplets, the air velocity, as seen by the droplets, increases continuously. The 

flow field generated by the airfoil was characterized in advance using the Particle Image Velocimeter (PIV) 

technique. A complete description of this characterization can be found in [17]. This characterization allows us to 

correlate the conditions at which each breakup stage take place. The velocity flow field measurements, as seen 

from the airfoil reference system, can be observed in Figure 2. The airfoil model profile shape used is plotted in 

Figure 3. The airfoil model chord was 690 mm, its leading edge radius was 103 mm and its span length was 200 

mm. 

 

 

Figure 1. Photograph of the experimental setup. 

 

 

Figure 2. PIV measurements of the 2D vector magnitude of the velocity flow field as seen from the airfoil reference system. 
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Figure 3. Airfoil model profile. 

 

 
Direct illumination technique 
The key element in the acquisition data technique presented in this paper is this illumination technique. The front 
part of the model was painted white to reflect the light and to increase the droplet illumination. The advantage of 
using the model as a light reflector is that the model is very close to the droplets when they breakup providing the 
maximum amount of light. Two flashes lamps, the 1538-A Strobotac Electronic Stroboscopic and the1539-A 
Stroboslave, illuminate the droplets and the airfoil model when it approaches the droplets (See Figure 4). Each 
flash lasted on the order of 3 µs. A diode photodetector trigger was installed at a certain position of the model 
path. The flashes are delayed a certain time from the trigger signal using a Programmable Timing Control Hub 
IDT. By choosing the delay time, the distance of the model to the droplets is varied. This allows for taking images 
at different stages of the deformation and breakup process. Photographs are taken by the high resolution camera 
Hasselblad H3DII-39, which has a resolution of 7216 pixels (width) x 5412 pixels (height). The magnification was 
145 pix/mm. The lens used were: HC 4/200 mm, extensions H52 mm, H26 mm, H13 mm and a converter H1.7x. 
The camera setup was ISO-200 and f/6.8.  

 
 

 

Figure 4. New illumination technique 

 

 

An example of the images recorded by this illumination technique can be observed in Figure 5. The airfoil model 

was moving at 80 m/s and the initial droplets diameter was 0.8 mm. 

 

 

978

http://creativecommons.org/licenses/by-nc-nd/4.0/�


ILASS – Europe 2017, 6-8Sep. 2017, Valencia, Spain 

 

This work is licensed under a Creative Commons 4.0 International License(CC BY-NC-ND 4.0). 

EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA 

 

Figure 5. An example of the images taken by the direct illumination technique. 

 

Shadowgraph illumination technique 
 

 

Figure 6. Five shadowgraph images that corresponds to the five stages found: a) Oblate spheroid shape (distance to the model 

22 mm, air velocity 59 m/s); b) Hat-like shape (distance to the model 16 mm, air velocity 64 m/s); c) Mushroom-like shape 

(distance to the model 10 mm, air velocity 69 m/s); d) Parachute-like shape (distance to the model 6 mm, air velocity 74 m/s) 

and e) Fountain-like shape (air velocity 79 m/s). 

 
 

In order to compare the photographs taken using direct illumination technique to the traditional shadowgraph 

technique, additional tests using shadowgraph illumination were also employed. Instead of a high resolution 
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camera, a high speed camera at 75000 fps was used with a resolution of 192 x 312 pixels. A xenon lamp of 2000 

W illuminated back from the droplet background. The magnification was 14.26 pix/mm. The advantage of using a 

high speed video camera was that a single droplet can be tracked, while the higher resolution camera was only 

able to take a single shot (photo camera). Either of the two ways may be helpful in faster understanding.  An 

image of the evolution of deformation and breakup process can be observed in Figure 6.  

 

Results and discussion 

A sequence of the images as the droplets approach the model using both direct illumination technique and 

shadowgraph illumination are shown in Figures 6 and 7 respectively. It can be observed that, despite of the 

differences in the incoming flow field topology, droplets undergo a similar process to that found in the literature 

known as “bag and stamen” or “multimode” breakup mode. The breakup process has been divided into five 

stages summarized in Table 1, where characteristic distances from the leading edge of the droplet to the leading 

edge of the model at the centerline and their corresponding air velocities are given. Additionally Reynolds 

numbers and Weber numbers based on the droplet diameter and the instantaneous air velocity are also provided 

in Table 1. 

 

Figure 7. Five cropped images that correspond to the five stages found: a) Oblate spheroid shape (distance to the model 22 

mm); b) Hat-like shape (distance to the model 16 mm); c) Mushroom-like shape (distance to the model 10 mm); d) Parachute-

like shape (distance to the model 5 mm) and e) Fountain-like shape. 

 

Table 1. Breakup stages found. 

Breakup 
Stage 

Droplet Contour Shape 
(observed in shadowgraph image) 

Distance to the 
model (mm) 

Air velocity 
(m/s) 

Re We 

a Oblate Spheroid 20 60 3230 48 

b Hat-like shape 15 65 3450 55 

c Mushroom-like shape 10 69 3700 63 

d Parachute-like shape 5 74 3970 73 

e Fountain-like shape 0 80 4270 84 

2 mm 
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Droplets that are initially spherical undergo a deformation process where they come to resemble an oblate 

spheroid due to the higher pressures found in the front and rear sides of the droplet and the lower pressures zone 

in the droplet rim. During this process, the maximum diameter of this oblate spheroid increases while the 

minimum diameter decreases. Then, there is an instant where the minimum diameter no longer decreases, but 

starts to increase. Theofanous et al [7] argued that this is due possibly to the Rayleigh-Taylor piercing at the 

forward side of the droplet. Figure 8 shows an image at this point. It can be observed the onset of a bulge starting 

on the right side, while an incipient recess in the left side is also evidenced thanks to the direct illumination 

technique. The incipient recess in the left side was not considered previously in the theoretical modelling [18]. 

Additionally the ratio of the bulge height to the droplet maximum diameter observed is greater than the typical 

multimode or bag and stamen morphology [19].  Then this bulge evolves towards to a hat cup that increases in 

length. A possible physical explanation for the increase in length of the hat cup is that the mass of the bulge is 

greater than the mass of the brim, which leads to a greater inertia. 

 

 

Figure 8. Oblate Spheroid comparison. Distance from the leading edge of the droplet to the model of 20 mm. 

 

 

Figure 9 shows the next stage, where a hat-like shape is evidenced. It can be observed the brim of the hat, where 

a concavity seems to be discerned.  

 

 

Figure 9. Hat-like shape comparison. Distance from the leading edge of the droplet to the model of 15 mm. 

 

 

In the next image, in Figure 10, the initial concavity in the brim of the hat has grown considerably by the time the 

traditionally mushroom-like shape is observed in the shadowgraph image. It can be observed that the rear side of 

the droplet (the left-side in the picture), has a hole in the middle whose length could even be guessed by the 

different colour observed in the image. The diameter of the brim has also increased being now of the order of 2.2 

mm. The depth of the concavity of the brim was measured to be of the order of 0.75 mm. This direct illumination 

technique provides new information on that very feature at this point. From the shadowgraph image, it could be 

concluded that the rear part of the droplet was a bag; however from the new images it is evident the appearance 

of the central hole. The same is inferred from the parachute stage in Figure 10 also: although it could be inferred 

that there exists a half spherical big bag acting as a parachute, a toroidal bag with a central rear hole is evidenced 

actually in the new figure. Further studies are needed to explain from a physical point of view the new features 

found. 
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Figure 10. On the left: Mushroom-like shape comparison; distance from the leading edge of the droplet to the model of 10 mm. 

the right: Parachute-like shape comparison; distance from the leading edge of the droplet to the model of 5 mm. 

 

Finally, the toroidal bag breaks and a fountain-like shape appear. Then the stamen, which was the tube that 

connected the toroidal bag to the rest of the droplet starts to break up as well. Figure 11 shows this last stage. It 

seems that most of the remaining droplet mass is located in the right hand side of the stamen. 

 

 

Figure 11. Fountain-like shape comparison. 
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Conclusions 

The deformation and breakup process of 0.8 mm diameter droplets subjected to a continously accelerating flow 

field has been studied by means of a new direct illuminaiton technique. The topology of the breakup was the type 

of “bag and stamen” or “multimode” breakup. Five different stages in the process were identified and 

characterized: a) Oblate spheroid shape, b) Hat-like shape, c) Mushroom-like shape, d) Parachute-like shape and 

e) Fountain-like shape. Direct illumination images obtained provide additional information regarding fluid 

structures that occur during the deformation and breakup process. Out from the beginning of the breakup 

process, a hole appears in the rear part of the droplet that was not inferred from previous observations. This hole 

is increasing in size as the stamen increases until the stamen finally breaks up. Further studies are needed to 

explain from a physical point of view the new features found. 

 

Though the direct illumination technique has proved to be a good approach in this case, some problems have 

also been encountered. Very high light intensity was needed mainly due to two reasons: the short duration times 

of the phenomena (which led to the necessity of short flash duration) and the low reflection of the droplet due to 

its transparency. In order to obtain more light intensity, the reflector (the incoming airfoil model painted in white) 

could be placed very close to the droplet, thereby allowing for a larger amount of light. Due the direct illumination 

used, glints also appear in the photographs.  
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Nomenclature  

c chord [mm] 

u velocity [m s
-1

] 

Um model velocity [m s
-1
] 

x horizontal distance [mm]  

z vertical distance [mm] 
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Abstract 

An experimental study was carried out with a hexagonal finned heat sink to obtain valuable information about the 

thermal and flow characteristics on spray cooling. Water was used as the refrigerant fluid and was atomized by an 

air-assisted atomizer and some of the variables that affect spray cooling process, such as breakup length and 

Sauter Mean Diameter (SMD) were obtained using appropriate correlations. The parameters most influential on the 

Nusselt number were determined and analyzed. Experiments were conducted for optimized conditions. The jet 

diameter and spray angle were determined via image processing using macroscopic aspects. Nusselt were 

demonstrated of hexagonal finned heat sink which optimized according to the Taguchi optimization method. The 

results of the spray analysis showed that SMD decreases with an increase in either air-liquid mass ratio (ALR) or 

operating pressure resulting in a more uniform spray. As the liquid flow rate increases in all ALR values, the heat 

transfer rate also increases markedly. As a results of the experiments, Nusselt number, jet width and spray angle 

correlations were developed. The relationship of ALR-Nu was demonstrated according to fin height and spraying 

time.  

Keywords:  

Spray cooling, Spray parameters, Taguchi, Non-boiling regime 

Introduction 

Spray can be used for large amounts of energy transfer in low temperatures during cooling, and heat can be 

removed from the surface more easily than pool boiling. Thus, the heat transfer rate is higher, and the drops can 

be affected by mass, energy, and momentum interchanges between them. Air-assisted spray cooling is utilized 

more often in the industry, compared to forced air jets and pressured nozzles. Air-assist spray is currently used 

during some applications in which rapid cooling is required, such as cooling of plates that have a normal thickness, 

cooling of hot-rolled steel, tempering glass in the automotive industry, and cooling of electronic chips. Additionally, 

air-assisted nozzles are widely used in the food processing industry. Spray cooling is also used in advanced 

technology applications, such as thermal control of space stations, safety of nuclear reactors, and cooling of turbine 

blades [1]. The studies related to spray flow, heat transfer, and image processing in the literature are summarized 

below. 

Researchers in [2] investigated the effects of spray on a square heated test surface was investigated to ascertain 

the cooling characteristics of PF-5052. Full-cone spray nozzles were used in the experiments to compare FC-72, 

FC-87, and PF-5052 liquids in terms of spray orientation and cooling performance. Sauter Mean Diameter (SMD) 

and its cooling effects also investigated. The obtained database was used to develop a general correlation between 

single-phase heat transfer, nucleate boiling, and CHF. The authors offered a single correlation related to nucleate 

boiling data for different fluids based on density ratio, We and Ja number. They also showed that the orientation 

was not a measurable effect on spray cooling regimes. 

Researchers [3] compared continuous and intermittent spray cooling for low temperature fluxes in a single-phase 

regime and for high temperatures in a two-phase regime. They obtained the required cooling rate on a target surface 

by controlling flow rate and frequency. The efficiency of intermittent spray was higher than continuous spray, and it 

was also found that intermittent spray increased spray efficiency in low flow rates. Additionally, the spray angle was 

obtained using image processing. 

Liu et al. [4] investigated the heat transfer performance on augmented surfaces during cooling by water-spraying in 

non-boiling regime. Surface augmentation was carried out by straight fins. The surfaces were placed on copper 

blocks with cross sectional areas of 0.01 m x 0.01 m. They showed that the heat transfer was enhanced on straight 

fin surfaces much more than on flat surfaces. However, they also investigated that increasing rate decreases as fin 

height increases.  

A comprehensive review of flow-visualization techniques for analysing spray characteristics was conducted and 

experiments of different lighting techniques performed. Researchers [5] introduced the spray photos of airblast and 

swirl atomizers by using rear, slit, incident and scattered light methods. The authors showed that the photos taken 
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using these methods are useful for jet breakup, internal details, and external appearances of spray. They also 

reached and the conclusion that combining different techniques may be necessary for achieving suitable 

specifications.  

Charalampous et al. [6] used three techniques to measure the breakup length in airblast atomizers. First, a single 

high-resolution photo was taken using a high-speed shadowgraphy method to determine the breakup length and 

duration. Second, using an electrical conductivity method, conductivity was vertically measured in the jet. Third, the 

optical connectivity method was used to take photos by lighting the jet with a laser. The authors compared the 

advantages and constraints of these three methods. 

Karwa et al. [7] cooled a copper surface with a diameter of 0.02 m using water spray from a pressured atomizer in 

the non-boiling regime. The surface was isolated and heated using electricity. The experiments were conducted in 

the following conditions: 35-85 W/cm2 heat flux, 95°C surface temperature, and 2.6-9.9 kg/m2 mass flow. The heat 

transfer coefficient was calculated between the ranges of 9,000-24,000 W/m2K, and heat transfer increased with 

the increase of mass flow. The authors developed an empirical correlation related to average Nusselt and Reynolds 

numbers. The correlation was found to be Nu = 20.344(Re)0.659. The distribution of target surface temperature was 

calculated by extrapolation in accordance with the method given by [2]. The results showed that the heat transfer 

coefficient was dramatically larger than the forced convection under non-boiling conditions. 

In [8], heat transfer was investigated using deionized water in a non-boiling spray cooling system. The experiments 

were conducted using two full cone spray nozzles in an open-loop test system. The effects of liquid volumetric flow 

rate, distance between nozzle to surface and liquid inlet temperature were also investigated. The authors observed 

that the heat transfer coefficient increased dramatically with the increase of volumetric flow rate and decrease of 

liquid inlet temperature. They also pointed out that adding a surfactant to the liquid increased the heat transfer. 

There are various studies in the literature on spray cooling, image processing, droplet size distribution, atomization 

performance [9], drop morphology [10], characterization of spray [11], injection parameters [12], and drop impact 

[13].  

In this study, the optimum spray parameters in hexagonal finned heat sinks in the conditions of constant surface 

temperature and a non-boiling regime are determined using Taguchi experimental design method. In the first step, 

the parameters that have impacts on heat transfer, such as the distance between nozzle to surface, fin height, fin 

width, distance between the fins in directions x and y, liquid and air flow rates and spraying time, were determined. 

The temperature of the surface was lower than the boiling temperature of the refrigerant in the non-boiling regime. 

The droplets accumulated on the heated surface as a moving liquid film during spraying. The heat transfer 

mechanism in the non-boiling regime was composed of forced convection and liquid film vaporization. As the 

surface temperature increased to the point of boiling in the cooler, phase transition gives the expected increase in 

heat flux. Spray cooling provides a controlled cooling process particularly during electronic cooling in a non-boiling 

regime. Spray cooling is the most effective method for metal cooling due to increasing contact between droplets 

and the surface. Air-assisted spray also provides advantages to this process [14]. 

Biot number (Bi) should always be enumerated at the outset to identify transient conduction problems which may 

be treated simply as lumped parameter problems, for which Bi < 0.1 and for which it is seldom necessary to solve 

the conduction equation. Convection is the dominant controlling process [15]. If Bi < 0.1 it is generally accepted that 

lumped system analysis [16]. In this study, the Biot number was calculated to be very low for hexagonal finned 

aluminium heat sinks with constant surface temperature in a non-boiling regime; thus, the total mass approach was 

used. In this case, convection was the dominant heat transfer mechanism and rate-controlling process. The heat 

removed from the aluminium surface was calculated as; 

𝑄 = 𝑚𝐴𝑙𝐶𝑝∆𝑇           (1) 

ΔT is the difference of average surface temperatures before and after spraying. The heat transfer coefficient is 

defined below as a spray heat transfer coefficient (hsp); 

ℎ𝑠𝑝 =
(𝑄−𝑄𝑟𝑎𝑑−𝑄𝑒𝑣𝑝)

𝐴𝑦(𝑇𝑠−𝑇𝑠𝑝)
 ,         (2) 

where the Nu number defined as 

𝑁𝑢 =
ℎ𝑠𝑝𝐷

𝑘
          (3) 

The effect of heat transfer by radiation was calculated according to the average temperature of the surface during 

spraying. The heat removed by evaporation was calculated for different spraying times based on the change in 

relative humidity on the surface. The humidity was measured before and after spraying. Measurements were taken 

over the finned surface (1 cm) with different stations by humidistat. The average evaporation rates are obtained as 

16 %, 17 % and 22 % for spraying time of 5 s, 10 s, and 15 s, respectively.  

 

Material and methods 

Spray cooling is an effective heat convection method and is widely used in engineering applications. Most 

experimental data and explicative models have been developed over years for all stages. These stages are drop 

forming, diameter-velocity distribution, drop-air interaction, impact and dispersion mechanisms, and drop-surface 
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heat transfer. Surface tension, outlet velocity of liquid drop, and flow rate affect the liquid breakup mechanisms. 

Spray drops are characterized by diameter, velocity, and three-dimensional distributions. 

In the hexagonal finned heat sinks, the advantages of air-assisted spray cooling over air jet and pressured water 

spray cooling were investigated in terms of optimized geometrical and operational spray parameters. Using an 

experimental system (Figure 1), the outlet velocity of spray from the nozzle, droplet diameter, SMD, and jet diameter 

parameters were determined by image processing and relevant correlations. The images were processed using 

Matlab GUI to investigate the spray flow parameters. SMD values were calculated using the correlations offered by 

Shanawany [17] (Eq. 4) and Feras [18] (Eq. 5).  

D32

Dh
= (1 +

ṁL

ṁA
) [0.33 (

σ

ρAUADp
)

0.6

(
ρA

ρL
)

0.1
+ 0.068 (

μL
2

σρLDp
)

0.5

]     (4) 

In this dimensionless correlation, the hydraulic diameter (Dh) was calculated as 𝐷ℎ = 2𝑑0. 𝐷𝑝 is the characteristic 

diameter for the atomizer [19]. 

𝐷32 = 0.95
(𝜎𝜇𝐿)0.33

𝜌𝐿
0.37𝜌𝐴

0.3𝑈𝐴
[1 +

𝑚̇𝐿

𝑚̇𝐴
]1.7 + 0.13 (

𝜇𝐿
2𝑑0

𝜎𝜌𝐿
)

0.5

(1 +
𝑚̇𝐿

𝑚̇𝐴
)1.7     (5) 

The instruments used for measurements were installed in accordance with the system guidelines. Surface heat 

dissipation was measured and processed using a TESTO 875-2 thermal camera. The thermal camera in steady-

state conditions was used to evaluate the average surface temperature before and immediately after spraying. The 

changes in Nusselt-ALR were investigated for different spraying times (Fig. 5) and fin heights (Fig. 6). For the heat 

sink to be heated at a constant temperature, water/oil bath with a circulator was established and the reactor was 

designed and manufactured. The top of the reactor was heated by the water/oil bath according to the heat sink’s 

dimensions. The base plates were made of aluminum and were 0.3 m long, 0.3 m wide, and 0.008 mm height. It 

was surrounded by heat insulation.  

 

 

Figure 1. Experimental apparatus (1-Flowmeters, 2-Manometers, 3-Pressurized water tank, 4-Reservoir, 5-Compressor, 6-Air 

tank, 7- CCD camera, 8-Nozzle, 9-Stroboscope, 10-Black background, 11-Water/oil Bath, 12-Hexagonal finned heat sinks, 13- 

Reactor) 

Previously, experiments were conducted to determine the effects of parameters and dispersion on heat transfer 

during air-assisted spray cooling. Variables examine were the parameters affecting flow and heat transfer 

processes, arrangement of fins, air and liquid flow rates, fin heights, and spray duration in hexagonal heat sinks to 

determine the specified optimum geometric and flow parameters for hexagonal finned heat sinks. Experiments were 

conducted at a constant surface temperature. A Taguchi L18(21*37) standard orthogonal array was chosen as the 

experimental layout. Based on the results of the Taguchi experiments, we performed the experiments under 

optimum conditions. Experiments were conducted under optimized conditions using manufactured optimum heat 

sinks. (Fig. 2).  
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Figure 2. Optimal geometry of the hexagonal finned heat sink 

Optimum geometric parameters investigated in this study are shown in Figure 2. All optimized parameters are 

classified in Table 1. 

Table 1. Optimized Parameters 

Symbol Main parameters 

H/d H/d rate 

Fin height [mm] 

Fin width [mm] 

Distance to x direction between fins [mm] 

Distance to y direction between fins [mm] 

Air flow rate [m3/h] 

Liquid flow rate [m3/h] 

Spraying time [s] 

hk 

s 

a 

b 

Qa 

Ql 

t 

 

Results and discussion 

Examined parameters and their values are given in Table 2. Eight parameters were examined: one at two levels 

(H/d) and seven at three levels. The optimized results were found to be a nozzle-surface distance of 400 mm, fin 

height of 10 mm, fin width of 36 mm, distance to x direction between fins of 15 mm, distance to y direction between 

fins of 10 mm, air-flow rate of 3.6 m3/h, water flow rate of 0.03 m3/h and spraying time of 5 seconds. Later, detailed 

graphs were drawn according to experiments with these optimum values. In this study, the variations of the two 

most influential parameters are presented related to Nusselt number and ALR (Figure 5-6). 

Table 2. Investigated flow parameters and their levels 

Factor Level 1 Level 2 Level 3 

H/d 800/1.2 400/1.2       --- 

hk 10 15 20 

s 14 26 36 

a 

b 

Qa 

Ql 

10 

         10 

         2.1 

0.012 

15 

15 

2.9 

0.021 

20 

20 

3.6 

0.03 

t 5 10 15 

 

Using the estimation method proposed by Kline and McClintock [20], the maximum uncertainties of the investigated 

parameters were calculated (Table 3).  Uncertainty analysis was carried out with respect to the Nusselt number, 

Weber number, Reynolds number, and ALR.  
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Table 3. Uncertainties in the values of variables 

Variable Relative Uncertainty (WR) 

Mass of aluminium, m 

Surface temperature, Ts 

Fluid temperature, Tsp 

Water flow-rate, Ql 

Air flow-rate, Qa 

Nozzle diameter, d0 

Surface tension, σ 

0.09 

0.09 

0.09 

0.03 

0.05 

0.025 

0.001 

 

The changes of ALR-SMD for water and air-flow rates presented in Figure 3 were drawn with the correlations of 

Feras and Shanawany. The value of SMD decreased as ALR  increased. 

 

Figure 3. The relationship of ALR-SMD with the correlations of Feras and Shanawany. 

In Figure 3, SMD is seen to decrease as ALR increases in accordance with the literature. These correlations were 

chosen to show the decline. There are many SMD correlations in the literature for various operational and geometric 

conditions [19], [21].  

 

Figure 4. The relationship of jet width to jet velocity 

It can be seen in Figure 4 that jet velocity decreased as jet width increased. The parameters that affect Nusselt 

number are spraying time (t), fin height (hk), air-flow rate (Qa), fin width (s), water flow rate (Ql), the distance between 

fins in the directions of y (b) and x (a), and the distance between nozzle and surface (H/d). The parameters with the 

greatest impact on the Nusselt number is spraying time. When the spraying time was 5 s, the Nusselt number 

reached the maximum value. No investigation has been done for spraying times below this value. According to the 

experiments designed using the Taguchi method, the changes in ALR-Nu are based on spraying time (t) and fin 

height (hk). 
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Figure 5. Nusselt vs. ALR as a function of spraying time 

The changes in ALR-Nu related to spraying time are presented in Figure 5. The maximum Nusselt number was 

obtained for 5 s spraying time. Nusselt number decreased as the spraying time decreased. 

 

Figure 6. Nusselt vs. ALR as a function of fin height 

The change in ALR-Nu correlate to fin height in Figure 6. The maximum Nu value was obtained when the fin height 

was 10 mm. A significant increase was observed in Nu number with the decrease of hk. There is an inverse 

relationship fin height and Nu number: As the fin height increases, the Nusselt number decreases. The Nusselt 

number does not change significantly as ALR increases. The jet diameter and spray angle were determined via 

image processing with Matlab GUI using macroscopic aspects (Fig. 7). There are various ways to define the spray 

cone angle [22], but in this study it is defined as the angle between the maximum left and right positions at a half-

length of the spray tip penetration from the nozzle tip [23].  

 

Figure 7. Image-processing analysis with MATLAB GUI for spray angle and jet width 
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Nu number, spray-angle and jet-diameter correlations were obtained as follows in the experiments performed on 

the optimized heat sink geometry. These correlations were obtained as a result of 54 experiments. Experimental 

findings obtained at various ALR ratios in the DXD-HS1 air-assisted nozzle and correlations with the "Custom Loss" 

function in the STATISTICA program for Nu number, spray angle and jet width were obtained. Correlations were 

obtained according to a least square procedure.  

  𝑁𝑢 = 0.7797𝐴𝐿𝑅−0.1𝑡−0.58ℎ𝑘
−0.18𝑠34.37𝑎76.13𝑏−38.43(

𝐻

𝑑
)−40.25      (R=0.90)     (6) 

𝜃 = 1.16347 ∗ 𝐴𝐿𝑅−0.18𝑊𝑒−0.05(
𝑃𝑎

𝑃𝑙
⁄ )0.17𝑃𝑟1.56  (R=0.98)   (7) 

𝑤𝑗𝑒𝑡 = 0.06782 ∗ 𝐴𝐿𝑅0.65𝑊𝑒0.1(
𝑃𝑎

𝑃𝑙
⁄ )−0.14𝑃𝑟−1.65   (R=0.84)   (8) 

Conclusions 

An experimental study was carried out to determine heat transfer and flow characteristics of spray cooling for 

aluminum hexagonal finned heat sinks. The optimized geometric and flow parameters of water spray cooling were 

analyzed under a non-boiling regime. Experiments were conducted for optimum conditions, and based on these, 

the following observations were drawn. The changes in Nu-ALR for different spraying time, fin heights, and fin width 

parameters significantly affected the Nusselt number. The maximum Nusselt number was obtained for a 5 s 

spraying time. It was observed that the Nusselt number increased as the spraying time decreased. But did not 

increase significantly with ALR for all fin heights. There is an inverse relationship between fin height and Nu number. 

Convective heat transfer increased with the liquid flow rate in all ALR values, while heat flux increased with water 

flow because of the increase in heat transfer related to increasing droplet intensity. Nu number, spray angle and jet 

width correlations were obtained in the experiments performed on the optimized heat sinks. 

 
Nomenclature 
A area [m-2] 

ALR air-liquid mass ratio 

Bi Biot number [=hLk-1] 

CHF critical heat flux [Wm-2] 

Cp specific heat at constant pressure [kJkg-1K-1] 

d orifice diameter [m] 

Dh hydraulic diameter [m] 

Dp characteristic diameter [m] 

h heat transfer coefficient [Wm-2K-1] 

hk fin height [mm] 

H nozzle to surface distance (from the tip of the fin to the nozzle) [m] 

Ja Jakob number 

k thermal conductivity [Wm-1K-1] 

mAl mass of aluminium [kg] 

Q volumetric flow rate [m3s-1] 

Nu Nusselt number 

Pr Prandtl number 

SMD Sauter Mean Diameter [µm] 

σ surface tension [Nm-1] 

R righteousness 

t spraying time [s] 

wjet jet width [m] 

T temperature [K] 

U velocity [ms-1] 

Ujet jet velocity [ms-1] 

We Weber number 
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Subcripts 

a air 

conv convection 

evp evaporation 

h hydraulic 

l liquid 

rad radiation 

s surface 

sp spray 
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Abstract 
Cavitation, because of its negative effects, like e.g. erosion, noise or vibration, is usually an undesirable 
phenomenon. However, in devices where spraying and atomization are expected, cavitation is required. This group 
of devices includes e.g. diesel injectors. Appearance of vapour bubbles results in increase of the maximum flow 
velocity. It is possible for the following reasons. Firstly, bubbles start to form in the throat, so its diameter reduces. 
Secondly, appearance of vapour bubbles along the wall results in a slip boundary condition. Moreover, cavitation 
has a positive influence on a spray cone angle. However, regardless of the place of occurrence, research on 
cavitation bases primarily on numerical simulations. The area of numerical methods intended for cavitating flows 
includes many solutions which differ not only in the basic assumptions, i.e. considering flow either as a multiphase 
mixture with the average density or just as two independent liquids, fluid and vapour, with a distinct boundary 
between them, but also in many methods applied in particular approaches. Currently, to choose the best way of the 
prediction of cavitation phenomenon for the undertaken issue, many aspects should be considered. The most 
important factor is the assessment level between the results of numerical simulation and experimental data. 
Secondary are computing time, requirements for the hardware, price of software and additional costs connected 
with the selected software. The final decision about the chosen way of the cavitation prediction results from all the 
above-considered elements. The main aim of the work is to present the methods of image analysis, which can be 
very helpful in this process. The main advantage of these methods is the quantitative answer about the correlation 
degree between analysed images. It eliminates subjective decisions based solely on a raw imaging material. The 
image material used in the work was obtained via numerical simulations performed in ANSYS Fluent. Presented 
methodology bases on their statistical analysis that considers the shape and intensity of cavitating area, as well as 
on basic methods of image processing and analysis. The conclusion is that the obtained results demonstrate the 
usefulness of the proposed methods in the aspect of a reliable comparison of images obtained in the numerical 
studies of the cavitation phenomenon. 

Keywords 
Cavitating flow, numerical simulations, assessment process, statistical analysis, image analysis. 

Introduction 
Cavitation is one of the most investigated topics in the area of fluid flow research. This phenomenon itself consists 
in growth of vapour bubbles in a fluid under the influence of drop in pressure below the saturated liquid pressure 
and it is usually considered as an undesirable phenomenon, because of its negative effects, which are inter alia 
erosion, noise, vibration and loss of efficiency [1], [7], [10]. However, cavitation can be useful; moreover, there are 
situations where it can be desired. Cavitation accompanies and determines such phenomena as spraying and 
atomization that are required in many devices. The example of such device is diesel injector [10], [1]. Through the 
appearance of vapour bubbles, the maximum flow velocity increases; it is possible for the following two reasons. 
Firstly, bubbles start to form in the throat, so its diameter reduces. Secondly, appearance of vapour bubbles along 
the wall results in a slip boundary condition. Cavitation has also a positive influence on a spray cone angle [19]. 
Collapse of the cavitation bubbles enhances fuel atomization. The collapse results in decrease of droplets size what 
is beneficial for vaporization. A faster vaporization helps to mix fuel and air and to reduce ignition delay [24]. The 
biggest difficulty for experimental and numerical investigations of engine diesel injectors are small dimensions (the 
inner diameter is about 200 μm) and a very fast flow velocity, even about 500 m/s. For that reasons, to extract data 
for validation of the results of numerical simulations special tools should be applied [20]. 
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Regardless of the place of occurrence, research on cavitation bases primarily on numerical simulations [13], [21]. 
The area of numerical methods intended for cavitating flows includes many solutions. Primarily they differ in the 
basic assumptions, i.e. considering flow as a multiphase mixture either with the average density or just as two 
independent liquids, fluid and vapour, with a distinct boundary between them. Other differences stems from the use 
of many methods applied in particular approaches. All methods base on the governing equations of mass, 
momentum and energy [23]: 
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This set of equations can be solved independent or jointly for each of the phases, which are liquid and vapour. The 
first solution (based on independent solutions), because of longer computing time and bigger system requirements, 
is rarely preferred. In the second, more economical option, two ways are considered: solving an additional transport 
or a barotropic equation. The additional transport equation describes conditions of change of physical state from 
liquid to vapour and vice versa and it is expressed in a form of source terms. The most solutions of source terms 
base on the Rayleigh equation [17]: 
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In order to choose the best way of the prediction of cavitation phenomenon for the undertaken issue many aspects 
should be considered. The most important factor is the assessment level between the results of numerical 
simulation and experimental data. Secondary are computing time, requirements for the hardware, price of software 
and additional costs connected with the selected software. The final decision on the chosen way of the cavitation 
prediction should be a result taking into account all the above-mentioned elements. The raw image material, 
showing contours of vapour volume fraction, is a vexed basis for the key question concerning the assessment level 
of the results. The qualitative answer is the best possible solution. It eliminates a subjective view and gives 
unequivocal and irrefutable proofs of the made choice. The literature concerning the statistical methods of image 
analysis aiming to define correlation coefficients is very poor and the proposed methods have not gained popularity 
in the research area of cavitating flows. The image analysis was used e.g. for calculating the Volumetric Index 
necessary for determination of the fouling degree of the injectors [25] or to determine the mean error between 
vapour penetration measurements and simulations [4]. The statistical methods dominate either in validation of 
quantitative data, such as mass flow rate or temperature [16]. Many reasons can be listed for this state of affair, 
beginning from a small interest in such comparisons methods and ending in lack of any strictly specified 
requirements in evaluation of the achieved numerical results. Despite the fact that in the area of numerical 
simulations of the flow in engine diesel injectors a progress is visible each year, validation of the achieved results 
stays usually at the same level and the traditional raw image analyses still dominate [2], [3], [5], [8], [18]. Paying 
more attention to the statistical image analysis could be a real and desired support for the rapidly growing area of 
numerical calculations, not only for devices like diesel injectors. This work is an attempt to popularize the statistical 
methods of image comparisons as an excellent, unequivocal and simple solution that help to make the best choice 
without any doubts about the influence of subjective perspective. 
 
Aim 
The main aim of the work is to present the methods of statistical image analysis of cavitating area. Using basic 
methods of image processing two correlation coefficients are proposed. The first correlation coefficient bases on 
the intensity of the cavitation cloud while the second on the changes in the shape of the cavitation cloud. Both 
proposed coefficients can be helpful in the process of the assessment of results obtained in numerical simulations. 
The original achievement are also the results of the numerical simulations of cavitating flow in form of the contours 
of vapour volume fraction that are used in the further statistical image analysis. 
It should be emphasized, that proposed coefficients can successfully be used for the purpose of comparing results 
of simulations with experiment as well; as it is described in the “Conclusions” section. 
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Material and methods 
The analysed axisymmetric and two-dimensional geometry is an orifice which dimensions are shown in Figure 1. 
The total length of the orifice is equal to 48 mm, the length of the inlet part is equal to 16 mm, the inlet diameter is 
equal to 23.04 mm and the outlet diameter equals to 8 mm. The inspiration for the geometry is the “Cavitation 

modeling” tutorial [29]. In accordance with the guide, the inlet pressure is equal to 5 bar and the outlet pressure to 
9.5 bar. The numerical calculations are performed for steady state. 
 

 

Figure 1. Dimensions of the analysed orifice. 

 

The material for the analysis of the validity of the application of statistical methods of image processing in the 
assessment of the compliance degree of achieved results are the contours of the vapour volume fraction achieved 
in numerical simulations of cavitating flow in the orifice. Seven homogeneous cavitation models are considered: 
Iben [9], Kunz et al. [11], Merkle et al. (1998) [12], Merkle et al. (2006) [13], Schnerr and Sauer [21], Singhal et al. 
[22] and Zwart et al. [26]. The source terms of the chosen models are presented in Table 1. The numerical simulation 
are performed using Fluent software, a part of the Ansys 14.5 package. All the models are implemented using UDFs 
(User Defined Functions) with the built-in macro Define Cavitation Rate [27]. Verification of the used UDFs is 
presented in the work by Niedźwiedzka et al [15]. 
 

Table 1. Source terms of the analysed cavitation models. 
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The images obtained in the simulations are shown in Figure 2. It can be seen that the contours of the vapour volume 
fraction are very similar for the each considered solution. The length of the cavitating area is close to the outlet of 
the orifice or finishes at the outlet edge. The intensity of the cavitating cloud is also variable for each of the analysed 
variant what is the most visible at the edges of the part with the smaller diameter. The biggest intensity of cavitation 
is located at place where the diameter rapidly changes. For each of the contours the same scale was used where 
the maximum value of the vapour volume fraction is 0.99. 
Images shown in Figure 2 were used to achieve the main aim of the work, which was to present the methods of 
statistical image analysis, which can help in the process of the assessment of results obtained in numerical 
simulations of cavitation phenomenon. 
 

a)          b) 

 
c)          d) 

  

e)          f) 

 
g) 

 

 
 

           

Figure 2. Images of cavitating flow obtained via numerical simulations in the described orifice: Iben model (a), Kunz et al. model 
(b), Merkle et al. model 1998 (c), Merkle et al. model 2006 (d), Schnerr and Sauer model (e), Singhal et al. model (f) and Zwart 

et al. model (g). 
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Presented methodology bases on their statistical analysis that considers the shape and intensity of cavitating area, 
as well as on basic methods of image processing and analysis. In order to evaluate obtained results in an objective 
manner, we propose to introduce two correlation coefficients. Each of them has a different purpose. The first 
coefficient (rI - intensity correlation coefficient) bases on the intensity of cavitation; it is a 2-D equivalent for a Pearson 
product-moment correlation coefficient and is defined as follows: 
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This coefficient gives information on how correlated are intensities of cavitation in images being compared. Typical 
values of this coefficients are in range from -1 to 1, where 1 is the total positive correlation, 0 is no correlation, and 
−1 is total negative correlation. 
The second correlation coefficient (rs - shape correlation coefficient) is supposed to show similarity in changes of 
the shape of cavitation cloud. It is calculated using formula (5) as well, but in that case, the operation is performed 
on ID images, which are created in order to show changes in cloud intensities (not intensities per se). Individual 
pixels (with x and y coordinates) of ID images are obtained as: 

   xyyxD III
xy

  11
, 1,...,2,1  Xx , 1,...,2,1  Yy . (6) 

Obtained values of this coefficient should be interpreted just as values of the rI coefficient. 
 
Results and discussion 
Table 2 shows obtained values of the rI coefficient for each combination (pair) of considered models. 
 

Table 2. Values of the ri correlation coefficients for each combination of considered models. 

 Iben Kunz et al. Merkle et al. 

(1998)  

Merkle et al. 

(2006) 

Schnerr and 

Sauer 

Singhal et 

al. 

Zwart et 

al. 

Iben 1 0.93 0.92 0.92 0.92 0.92 0.93 

Kunz et al. 0.93 1 0.96 0.93 0.94 0.95 0.94 

Merkle et al. 

(1998) 
0.92 0.96 1 0.93 0.94 0.97 0.94 

Merkle et al. 

(2006) 
0.92 0.93 0.93 1 0.99 0.96 0.99 

Schnerr and Sauer 

Singhal et al. 

Zwart et  al. 

0.92 

0.92 

0.93 

0.94 

0.95 

0.94 

0.94 

0.97 

0.94 

0.99 

0.96 

0.99 

1 

0.97 

0.99 

0.97 

1 

0.97 

0.99 

0.97 

1 

 
Table 3 shows obtained values of the rs coefficient for each combination (pair) of considered models.  
 

Table 3. Values of the rS correlation coefficients for each combination of considered models. 

 Iben Kunz et al. Merkle et 

al. (1998)  

Merkle et al. 

(2006) 

Schnerr and 

Sauer 

Singhal et 

al. 

Zwart et 

al. 

Iben 1 0.21 0.17 0.15 0.16 0.15 0.16 

Kunz et al. 0.21 1 0.39 0.44 0.42 0.35 0.43 

Merkle et al. 

(1998) 
0.17 0.39 1 0.29 0.34 0.47 0.34 

Merkle et al. 

(2006) 
0.15 0.44 0.29 1 0.77 0.38 0.85 

Schnerr and Sauer 

Singhal et al. 

Zwart et  al. 

0.16 

0.15 

0.16 

0.42 

0.35 

0.43 

0.34 

0.47 

0.34 

0.77 

0.38 

0.85 

1 

0.45 

0.85 

0.45 

1 

0.43 

0.85 

0.43 

1 
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Figures 3 and 4 shows the values from the Tables 2 and 3 in a graphical form. 
 

 
 

Figure 3. Values of the ri correlation coefficients for each combination of considered models. 

 

 

 

Figure 4. Values of the rs correlation coefficients for each combination of considered models. 

 
The analysis of Table 2 and Figure 3 shows that considering the intensity of the cavitation cloud the best correlated 
models are three pairs: the Merkle et al. model (2006) and the Schnerr and Sauer model, the Merkle et al. model 
(2006) and the Zwart et al. model and the Schnerr and Sauer model and the Zwart et al. model. Ale the mentioned 
pairs achieved an excellent value of correlation, namely 99%. The next group of the best correlated models 
constitutes of six pairs: the Singhal et al. model and the Merkle et al. model (1998), the Singhal et al. model and 
the Schnerr and Sauer model, the Singhal et al. model and the Zwart et al. model, the Singhal et al. model and the 
Merkle et al. model (2006), the Merkle et al. model (1998) and the Kunz et al. model and the Singhal et al. model 
and the Kunz et al. model. The values of the first correlation coefficients are as follows: 97%, 97%, 97%, 96%, 96% 
and 95%. The last twelve pairs, i.e. showing the worst values of the used correlation coefficient, correlate with 
others on the level of 94%, 93% and 92%. The worst correlated model is the Iben model. It achieves the correlation 
value of 92% with four models: the Merkle et al. model (1998), the Merkle et al. model (1998), the Schnerr and 
Sauer model and the Singhal et al. model. 
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The analysis of Table 3 and Figure 4 shows significantly lower values of the second correlation coefficient than 
these from Table 2. Two pairs are best-correlated: the Merkle et al. model (2006) and the Zwart al. model and the 
Merkle et al. model (2006) and the Schnerr and Sauer model. The values of the correlation coefficient are 85% and 
77%, respectively. The next well correlated group has six pairs: the Merkle et al. model and the Singhal et al. model, 
the Schnerr and Sauer model and the Singhal et al. model, the Merkle et al. model (2006) and the Kunz et al. model, 
the Zwart et al. model and the Kunz et al. model, the Zwart et al. model and the Singhal et al. model, the Schnerr 
and Sauer model and the Kunz et al. model. The values of the first correlation coefficients are as follows: 47%, 
45%, 44%, 43%, 43% and 42%. The worst correlated is once again the Iben model. The values of the correlation 
coefficient are even 15% for the Merkle et al. model (2006) and the Singhal et al. model. 
From the both analysis results unambiguously that the best-correlated pair is the Merkle et al. model and the Zwart 
et al. model. The second correlation coefficient turned out very useful even though it initially seemed to be 
superfluous. Thanks to this coefficient, we managed to extract the best-correlated pair from the five pairs with the 
same correlation coefficient considering the intensity of the cavitation cloud. 
 
Conclusions 
One of the major challenges during analyses of images obtained in numerical analysis of cavitating flows is their 
objective comparison. In other words, the goal here is not to just state that different models produce different results, 
but to get an objective measure of the stated difference. Our work proposes the solution for that problem. 
The presented methods allow obtaining the quantitative answer about the correlation degree between analysed 
images in terms of shape of cavitation cloud and intensity of cavitation. The main advantage here is the elimination 
of subjective decisions based solely on a raw imaging material. 
Obtained results demonstrate the usefulness of the proposed methods as they allow comparing images obtained 
in the numerical studies of the cavitation phenomenon in a reliable and objective way. One of the conditions to 
make such a claim are the differences between obtained correlation coefficients of shape and intensity. 
It should be noted that proposed coefficients can successfully be as well used for the purpose of comparing results 
of simulations with experiment. For that purpose, it is only necessary to ensure the coherence of the geometrical 
dimensions of the image obtained in the experiment with the dimensions of the image obtained in the numerical 
simulations, and to normalize the intensity of the images being compared. Depending on the experimental method, 
it may also be necessary to properly pre-process the image. The volume and scope of this work does not allow for 
such comparison; it will be done in our future work. 
 
Nomenclature 

BA,  compared images 

dC  evaporation model constant [-] 

pC  condensation model constant [-] 

e  energy [J] 

gf  mass fraction of noncondensible gases [-] 

yf  vapour mass fraction [-] 

DI  differential image 

k  turbulence kinetic energy [m2/s2] 

pk  scaling constant [-] 

yk  scaling constant [-] 

m  mass source for condensation [kg/(m3·s)] 
m  mass source for evaporation [kg/(m3·s)] 

p  local fluid pressure [Pa]  

satp  saturated vapour pressure [Pa] 

Ip


 spherical stress tensor [Pa] 
mq


 molecular heat flux [kg/s3] 

Rq


 turbulent heat flux [kg/s3] 

R  bubble radius [m] 

Ir  intensity correlation coefficient [-] 
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Sr  shape correlation coefficient [-] 

bs


 intensity of the mass forces source [N/m3], 

es


 intensity of the energy source [J/(m3/s)] 

t  time [s] 

t  timescale of free stream value [s] 

U  velocity magnitude of free stream [m/s] 

u


 velocity [m/s] 
yx,  coordinates of pixels in compared images [-] 

YX ,  image dimensions [-] 

l  liquid volume fraction [-] 

v  vapour volume fraction [-] 

   density [kg/m3] 

l  liquid density [kg/m3] 

m  mixture density [kg/m3] 

v  vapour density [kg/m3] 

  surface tension [N/m] 
m


 viscous molecular stress tensor [Pa] 

R


 turbulent Reynolds stress tensor [Pa] 
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Abstract
Cavitation inception is very sensitive to the nozzle geometry. Two diesel-like transparent nozzles with sharp and
round inlet edge were investigated under moderate injection pressure. By means of backlight imaging technique,
images were recorded in two regions near the orifice: within ten orifice diameter downstream the nozzle and inside
the nozzle, for different times after start of the injection. A cross-correlation technique was applied to images
downstream the orifice to estimate the average velocity of the spray. The development of the spray was studied
at the transient and full-opened stage, related to the needle lift motion. To analyse the flow inside the nozzle, the
relative size of the vapour pockets was measured on the image and the relative frequency of the occurrence of
cavitation was determined over image series. This approach permits to examine the time variation of the cavitation
occurrence from the inlet to the outlet of the orifice. The results highlight the sensitivity of the cavitating flow to the
shape of the inlet edge. Moreover, the trends of the variation over time of the velocity and of the cavitation frequency
are very similar to each other but different for each geometry, indicating that the characteristics of the diesel spray
in the near field is closely affected by the way cavitation is developing in the nozzle.

Keywords
diesel injection, index matching, backlight, liquid interface tracking, frequency of cavitation

Introduction
Fuel consumption and engine emission are important issues concerning transportation industries. Engine optimiza-
tion still needs to be improved, not only to balance the global reduction of fossil fuel reserves, but also to reduce
their environmental impact. There is a pressing need to address clean combustion objectives, by developing a
better understanding and control of every process steps of internal combustion engines. Atomization of fuel is a key
element as it impacts the whole combustion process by affecting the initial conditions of this process.
In modern diesel engines, atomization efficiency was improved by considering high injection pressure in combination
with small orifice diameter of only about a hundred micrometres or less. Large pressure variations of the fuel
flow occurring inside injector nozzles promote cavitation occurrence. Indeed, cavitation occurs when the relative
pressure drops locally below the vapour pressure of the fuel or when local stress is very high, resulting in the
formation of vapour pockets or cavities in the nozzle orifice [1].
Nurick [2] proposed the first theoretical model to predict nozzle flow under cavitation, based on two-dimensional
transparent single-orifice nozzles. Since then, similar nozzle designs were used to analyze the development of the
cavitating flow and improve the model, by means of experiments [3, 4, 5, 6, 7] and simulations [8, 9]. The flows in
the nozzle were compared by changing either the L/D ratio or the inlet geometry of the orifice. Cavitation inception
was found to be very sensitive to the nozzle geometry. Prasetya et al. [6] claimed that the cavitation thickness and
the resulting contraction coefficient depend on the inlet edge radius.
For a real-size nozzle, the inlet geometry affects the spray development as well. By comparing cylindrical and
conical nozzles, Payri et al. [10, 11, 12] pointed out that the conicity of the orifice, representing the difference
between inlet and outlet diameter, had an impact on the spray formation, specially in the near-field downstream the
orifice. Furthermore, in terms of the manufacturing process, the machining precision of the rounding operation at
the inlet edge is facing the high sensitivity of cavitation to this geometry. Indeed, a recent analysis of the internal
structure of two similar diesel nozzles with a synchrotron source was reported by Wu et al. [13]. A significant
difference in inlet edge radius was found even if the design dimensions were the same.
Non-intrusive optical diagnostics are able to provide the velocity information both for the flow inside the nozzle
[4, 14, 15, 16] and for the downstream spray [17, 18]. In their work, Moon et al. [18] argued that the sharp inlet edge
induced a higher velocity gradient than the round inlet edge in the transverse direction. In this paper, we use the
velocity measurement developed at CORIA [19, 20] to investigate the velocity field in the near field of the orifice.
This work mainly focuses on the effects of the nozzle geometry, by studying cavitation inception in diesel-like orifices
of different shapes, and the effect cavitation on the velocity of a diesel spray in the near nozzle region.

Injector and transparent nozzle
Injection tests have been conducted with a prototype injector based on a modified DELPHI solenoid Diesel injector.
To visualize the flow inside the discharging orifice, transparent nozzles (PMMA) are coupled to the end of the
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stainless nozzle part of the injector body. Two different transparent nozzles have been used in the experiments
whose geometry includes a sac and the discharging orifice of diameter D = 0.35 mm as shown in figure 1. The
main geometry is identically asymmetrical for the two nozzles, with the orifice axis shifted relatively to the sac axis in
the side view. As shown after, the asymmetry induces non symmetry in the development of the cavitation inside the
orifice, that makes it easier to characterize. In the perpendicular direction (front view), the nozzles are symmetric.
The difference between the geometries lies in the connection between the sac and the orifice (see detail in 1),
one being sharp and referred to as Sharp edge and the other one being smooth and referred to as Round edge.
To visualize cavitation in the transparent nozzles, a refractive index matching method was used by adding high
refractive index liquid to calibration oil (ISO 4113) [21]. At ambient temperature (T = 20 °C), the vapor pressure of
the mixed liquid was found to be around Pv = 5 Pa in a previous study [22].
The current activation signal delivered to the injector by an injector driving system IPOD from EFS company is
shown in figure 2. The injection duration is fixed to Tinj = 4 ms and the injection pressure to Pinj = 30 MPa for
both nozzles. The back pressure is kept at ambient value, i.e. Pb = 0.1 MPa.
The dynamic pressure Ptube is monitored by a pressure sensor mounted on a straight stainless steel tube upstream
the fuel inlet of the injector (red curves in figure 2). To characterize the cavitation regime, the cavitation number

is defined as σ =
Pl − Pv

Pl − Pb
in [2, 10], whereas Pl is the fuel pressure. To highlight the difference in sac geometry,

the pressure in the sac need to be considered in this computation: Pl = Psac. However, this measurement is not
available in this experiment. Thus, by considering Pl = Pinj , it leads to an identical cavitation number for both
geometries: σ(Sharp ) = σ(Round ) = 1.003, indicating that cavitation is likely to occur [10, 23]
The injector is equipped with a needle lift sensor (micro-epsilon LS04(04)). The needle lift signal (blue curves in
figure 2) presents three parts as usual, i.e. an increase of the needle lift from closed position, a maximum that can
have a plateau and a decrease at needle closing. The plateau is observed when the fully opened stage is reached.
Here, the plateau is observed at a delay after start of activation (ASOA) about 2.2 ms with the Sharp inlet edge
and about 3 ms with the Round inlet edge. This means that under the same pressure conditions, the Round inlet
edge leads to a lower dynamics of the injector needle lift as the time to reach the fully opened stage is increased by
almost 50%. It is thus reasonable to assume that the pressure in the sac is significantly different for the two nozzle
shapes as this pressure directly controls the needle lift motion speed.

1.
2

R 0.6

 0.35

0.1

1.2 H7

Round
R=0.1

Sharp
R<0.01

Zoom

Side View

inlet edge

orifice

Y
X

O

Figure 1. Geometric difference between two nozzle designs. The unit of length is millimetre.

Velocity measurements at fully opened stage
A backlight imaging technique is used to visualize the dynamics of the flow in the nozzle and in the spray, within a
distance of about ten nozzle diameters downstream the nozzle orifice. The velocity fields for the Sharp inlet edge
were obtained in a previous work [21]. A similar optical setup has been used in the present work for the Round inlet
edge. The pulsed light source is a laser diode (Cavitar) with a pulse duration of 10ns (in place of a double cavity
femtosecond laser source in [21]). A double frame camera is set to record image-pairs separated by a delay of
about dt = 200 ns. The image size is 2048 pixel x 2048 pixel and the spatial resolution is about 800 pixel/mm
corresponding to a field of view of 2.58 mm x 2.58 mm for both views. One should notice that the field of view are
different for the Sharp inlet edge, which are 3.47 mm x 3.47 mm and 3.00 mm x 3.55 mm for the front and side
view respectively. Considering the highest velocity measured in the spray of the order of 200 m/s, the blurring effect
remains about 1 pixel with this optical setup, which has a marginal impact on the image quality [24].
The system operates at low frequency: one injection occurs every second and one image-pair is acquired during one
injection cycle. In the reference frame used to give the positions in the spray, the origin O is fixed at the geometric
centre of the orifice (see Figure 1), Y represents the axial injection direction and X represents the transverse
direction. Image-pairs are used to compute velocity fields in the spray from the displacement of the liquid structures
and ligaments in the images. The instantaneous velocities are denoted as Un and Vn along X and Y directions,
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Figure 2. Analog signals vs delay After Start of Activation (ASOA). The current and needle lift signals are rescaled. The pressure
signal upstream the injector (Ptube) is rescaled by the value of 30MPa.

respectively.
Displacements are estimated by liquid interface tracking algorithm. By using the in-house code, the cross-correlation
technique is applied to liquid elements (ligaments and droplets) identified in the image. For the sake of brevity, the
method is not described here and details can be found in [19, 20]. Over 250 velocity fields are considered in a
statistical analysis to estimate the average and fluctuating velocity in the spray at a given delay ASOA.
The spray dynamics is investigated at fully opened stage. The average spray image is shown in figure 3 in gray
scale in the background. Liquid elements appear as black over white (for the surrounding air) as commonly obtained
with backlight techniques. The mean spray images seem to be quite similar in both cases for the front view, with
a narrower spray span for the Round case. More precisely, at a distance of 5D from the orifice, the width is about
30% less.
The average velocity along X direction over N samples is computed as U =

∫
n

Un/N . Reynolds decomposition

gives the fluctuation term: u′ = U − U and then the variance is computed as u′u′, which is the square of standard
deviation (std). The average velocity maps in color scale overlap the average spray images in figure 3. The statistical
convergence for Round edge is investigated at two locations in the side view: on the left side (1) and on the right
side (2). These locations are represented in figure 3 (lower left) and their coordinates are given in Table 1.
The curves in Figure 4a indicates the variations of the statistical quantities in both directions when increasing the
number of samples. At any location, values are normalised by the value computed with all available samples
(N = 250), in order to highlight the trends of the curves. Here, filled symbols indicate the values within an interval
of ±5%. It is clear that average velocities converge quickly as about 130 samples are sufficient in both directions to
reach the final value. For the variances, 200 samples are necessary to obtain the convergence. The statistics for
the entire sample set are given in Table 1. The standard deviation is of the same order of magnitude for each side:
about 22 m/s in the spray direction and 6.5 m/s in the transverse direction. Finally, we estimate the precision of the
velocity measurement by computing the confidence interval. For uncorrelated samples where N>30, the true mean
falls within 95% of the confidence interval given by U ± 1.96

√
u′u′/

√
N [25]. With the values in Table 1, confidence

intervals are about±3 m/s and±0.8 m/s for U and V in x and y directions respectively. So the estimation of average
velocity is accurate within less than 3% by using this measurement method.
For the Round case, the order of magnitude of the maximum velocity is about 150m/s, which is about 10% less
than for the Sharp case. The velocity map on the front view seems to be symmetric for the Sharp edge whereas
it is not for the Round edge. Also, velocity values on the side view are significantly reduced on the right side of
the spray. It is obvious that the change of radius of curvature at the inlet edge has a huge impact on the spray
dynamics from both views. It is most likely a direct consequence of the modification of the flow upstream the orifice,
cavitation inception being sensitive to the sac geometry. To better understand the leading reason at the origin of
such a difference in the velocity fields for the two nozzle geometries, we focused our attention to the transient phase,
i.e., during the lifting of the needle, in the following sections.

Transient phases of injection
Image-pairs were recorded for different delays ASOA, giving average velocity maps along injection duration. The
time evolution of the average velocity is considered hereafter (see Figure 5). Let’s first consider the front view. The
average velocity is computed as follows. Two rectangular regions are considered for computing mean velocities (5 x
5 pixels) (see gray rectangles in Figure 3). They are located within X = 1.25D on either side of the orifice axis and
at a distance of Y = 5D downstream the orifice. According to the needle dynamics for the two cases, the injection
duration is about 2.5 ms and 3.5 ms for the Sharp and Round cases respectively.
For the Sharp edge a steep increase of the velocity is observed at the early stage of the injection (up to a delay
ASOA ' 1 ms). The curves have similar shapes and values for both sides, as a result of the symmetry of the spray
in this case. A short plateau of ' 0.5 ms in duration followed by a decrease is observed on the left side of the spray
whereas the plateau remains up to the end of the curve on the right side.
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Figure 3. Average velocity map at fully opened stage. The average velocity (in color scale) and the average spray image (in the
background) is overlapped. Two upper images, obtained in [21], concern the Sharp inlet edge at ASOA = 2.2 ms with a spatial
resolution of 590 pixel/mm. And the image-pairs are separated by dt = 314 ns; Two lower images concern the Round inlet edge

at ASOA = 3 ms with a spatial resolution of 759 pixel/mm and dt = 200 ns.

This leads to a non-negligible difference of about 40 m/s between the two sides of the spray. A pressure oscillation
in the sac induced by a needle rebound when the needle reaches complete lift position could be the reason for this
asymmetry. This pressure oscillation could also be induced by pressure wave reflections in the high pressure line,
even if the delay for such reflections is sought to be longer in practice (see for example Ptube signals in Figure 2).

Location 1 2
(x/D,y/D) (-1.25;5) (1.25;5)

U [m/s] 126,6 89,0√
u′u′ [m/s] 21.3 22.1
V [m/s] -21.6 13√

v′v′ [m/s] 6.5 6.5

Table 1. Statistics of velocity in the Round case.

Despite this unexpected outcome, average velocity and needle lift curves have common trends for the Sharp case.
For the Round edge, the velocity increase at the beginning of injection is slower than for the Sharp edge. This is
expected since the relatively slow needle lift motion for the Round edge indicates a slower pressure increase in the
sac in this case. The average velocity curves have similar shapes but reach different values on each side of the
spray for the Round edge, with a difference that increases up to 30 m/s (starting from a delay ASOA = 1 ms).
Whereas nozzle geometries are supposed to be symmetrical for this view, it is guessed that a very little asymmetry
can subsists in the nozzle geometry for this view. In particular, a slight turn of the PMMA plate could happened
during the machining of transparent nozzles. Thus, as cavitation development is very sensitive to the geometry,
such a small non visible asymmetry can be the cause for this non expected asymmetrical development of the spray.
The right figure in 5 shows the time evolution of velocity in the side view. For the Sharp geometry, it should be
mentioned that the rectangular regions are changed to new locations: X = −0.8D and X = 1.7D on each side of
the spray with the same distance to the orifice (5D), due to the asymmetric spreading of the spray. The shape of
curves are not much different for each side, neither from those in the front view whereas the values differs during
the transient phase. For Round shape, it should be noticed that the locations of rectangular regions are unchanged.
For both sides, the velocities are of the same order as the Sharp edge at the early stage. The same shape is found
for each side of the jet, but with a difference about 40 m/s between left and right velocities when the plateau is
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Figure 4. Statistical convergence in the Round case. Filled symbols indicate the values within [0.95;1.05] interval.

reached. This difference is expected in this case.
It is interesting to notice that the difference between each side appears around AOSA = 1 ms. And this seems to
be amplified during the transient phase and ends at a value of about 40 m/s. To develop a better understanding
of this results, three instantaneous images of the flow inside the Round edge nozzle for ASOA = 1 ms are shown
in Figure 5). We recall that the aim of asymmetrical configuration is to obtain an asymmetrical development of
cavitation allowing a better visualization of the cavities and liquid-vapour interfaces. On these images, the liquid
phase or the transparent nozzle appear in light gray, and the vapour cavities induced by cavitation appears in black.
It is obvious that cavitation occurs at nozzle entrance on the right side in all images but not always down to the
nozzle orifice. We can remark also that large vapour pockets reach the nozzle orifice on the left side of the image.
As the presence of cavitation reduce the hydraulic section, the liquid velocity is locally increased in region where
there is no cavitation pockets, i.e., mainly on the right side of the flow. In consequence, it is not surprising to obtain
larger velocity on the right side than the left side when cavitation is sufficiently developed for the vapour pockets
to reach the orifice. Fluctuation levels (std) estimated for the Round edge to be larger than 10 m/s are though to
be linked to the statistical variation of the properties of the vapour pockets. Indeed, the nozzle orifice is filled with
vapour cavities: partially on left and right sides in image No 31; almost completely in image No 32; and mainly on
the left side in image No 33. Again, during the development of the spray, the fluctuation level is doubled: almost
25m/s of fluctuation is found at fully opened stage. The fluctuation of the vapour cavities reaching the orifice might
be one of the main reasons of this high fluctuation level of the velocity in the near field of the spray.
In the next section, attention is put on the generation of cavitation in the nozzle along the injection duration.

Cavitation analysis
To investigate the cavitation occurring in the nozzle, backlight images of the flow in the nozzle are recorded (for
the side view only) with a similar optical set-up. It is necessary to be pointed out that as for any imaging method,
no data can be provided for the size and shape of the vapour pockets in the dimension perpendicular to the image
plane due to the 2D projection proceeded by image formation. Thus, a low gray level pixel in the image indicates
that vapour phase is present in the nozzle at the corresponding (X,Y ) position, but without any indication on the
position in the third direction nor on the depth of the local the vapour phase pocket. These images thus need to be
interpreted with caution. Whereas the volume of cavitation pockets cannot be determined, the relative frequency of
the occurrence of cavitation was estimated by measuring the relative size of the projection of these pockets on the
images.
The method to estimate the relative frequency of cavitation is demonstrated through an example in the figure 6. The
gray level raw image is first transformed in a two-level (black and white, bw) image by applying a threshold value
determined by the Ostu’s threshold method [26] on an average image at fully opened stage. The bw image is then
inverted, in order to have white pixels (coded with value 1) corresponding to the presence of the vapour phase.
Finally, the average image is computed over 25 samples at the same delay ASOA. This average image has a null
gray level value, i.e. null relative frequency in region where cavitation never occurred and a gray level of 1, i.e. a
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relative frequency of 1, where cavitation is always detected in the image series.
The average images giving the cavitation frequency F (Ca) at fully opened stage for both geometries are shown on
the right side of the figure 7. Despite the similar shape of the light gray area in the region of interest, the gray level
is clearly different for the different geometries. The variation of the frequency along the nozzle axis was determined
by averaging the gray level values over each row in the image. The reference position of these row are given in
distance over Y axis from the nozzle orifice, i.e., with negative values.
The evolution of the frequency F (Ca) at the entrance and exit of the orifice channel is first examined. At the entrance
(Y = −0.75 mm), the increase of the frequency F (Ca) is fast for the Sharp inlet edge, and the plateau is reached
at a very early stage, before 1 ms. The increase is also very steep for Round edge but cavitation occurrence starts
with a delay of ' 0.1 ms and followed later on by a plateau. This means that cavitation is initiated in a very short
time at orifice entrance whatever the velocity of the needle lift motion. Moreover, for the Sharp edge, the plateau
value over 0.9 indicates that for any injection event, cavitation is mostly present at the entrance of the orifice.
At the orifice outlet (Y = −0.05 mm), the cavitation frequency starts increasing up to a delayASOA ' 1ms and then
decreases slowly. When the needle is lifted completely, we find that the width of the white region is approximately
half the orifice diameter (see image in Figure 7), which is consistent with the value of F (Ca) ' 0.5. It can be noticed
that the curves for the frequency and for the average velocity look very similar for the Sharp edge (see Figure 5).
Indeed, the fast increase of the near-field velocity occurs at the same time (for ASOA < 1 ms) and the same way
as for the start of the cavitation frequency.
We can also notice that for the Round edge cavitation starts nearly simultaneously at the entrance and at the exit
of the orifice, with a delay of about 0.2 ms compared to the Sharp edge. At the entrance, the frequency continue to
increase up to a plateau of about 0.7, which is 30% lower than for the Sharp edge, showing that cavitation is less
prompt to occur for a smooth shaped orifice inlet. At the nozzle exit, the frequency curves are very similar for both
shapes, i.e., it decreases to a value of F (Ca) ' 0.5 meaning that cavitation occurred here about half of the time. In
addition, a slow transition along with fluctuations are both encountered in the time variation of velocity and cavitation
frequency curves. It is reasonable to suggest that the development of cavitation at nozzle exit is very sensitive to
the inlet edge geometry, and the spray atomization in the near-field is related to the way cavitation is developing up
to the nozzle exit.
The variation of cavitation frequency along the orifice at any time after the start of injection is shown in the figure 8.
For the Sharp edge, the profiles of F (Ca) are quite similar during the injection and present a quasi-continuous
decrease of cavitation frequency from inlet to outlet. For the Round edge, the variation of cavitation present a
minimum at mid distance from 0.7ms to 2.0ms. Cavitation frequency becomes continuously decreasing only for a
delay ASOA ≥ 2.5ms.
At fully opened stage, cavitation frequency reaches similar values for both nozzles, which is not consistent with the
difference observed previously on the velocity maps (see Figure 3). As mentioned earlier, images do not contain
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any information on the third dimension. Two vapour pockets having the same projection area in image can have
totally different depths in the third dimension. These pockets leads to similar cavitation frequency with the above
mentioned analysis, but the spray dynamics will probably be different. Thus, the missing information in the third
dimension is believed to be a key element to well understand the effect of cavitation on atomization.

Conclusions
This experimental work investigates the flow through a diesel-like transparent nozzle. Two nozzles with different
inlet edge shapes were compared. A backlight technique was used to visualize the flow downstream the orifice
within ten orifice diameters and the flow in the nozzle.
Velocities of the spray estimated by a cross-correlation method were statistically averaged. During the transient
phase, the velocity variations were compared to report the high sensitivity of the flow pattern to the orifice shape.
This yields to different velocity maps at fully opened stage. The relative frequency of cavitation in the nozzle were
computed by measuring the relative size of the vapour pockets on the image. For the Sharp edge, cavitation occurs
immediately and a continuous decrease of the frequency of the cavitation is observed after ASOA = 1 ms and
from inlet to outlet. For the Round edge, cavitation occurs with a short delay compared to the Sharp edge, and the
cavitation frequency varies gradually after ASOA = 1 ms and present a minimum value at mid nozzle distance. The
spatial distribution of cavitation frequency from inlet to outlet of the orifice is thus found to be different between the
two nozzles. The results indicate that the velocity in the spray and the frequency of cavitation in the nozzle have
similar trends for both nozzle designs.
Perspectives for this work include improvement of the determination of the properties of vapour pockets in the
nozzle. This would imply a measure of the depth of the vapour pockets in the third dimension. Due to the complex
3D geometry of the small-size nozzle, this will constitute a real challenge to overcome, mostly from an optical point
of view. In a more accessible way, the temporal correlation of the flow inside the nozzle and downstream the orifice
will have to be deeply explored by simultaneous visualization of inside and outside flows.
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Abstract
The paper describes the development in the OpenFOAM® technology of a dynamic multiphase Volume-of-Fluid
(VoF) solver, supporting mesh handling with topological changes, that has been used for the study of the physics
of the primary jet breakup and of the flow disturbance induced by the nozzle geometry during the injector opening
event in high-pressure Gasoline Direct Injection (GDI) engines. Turbulence modeling based on a scale-resolving
approach has been applied, while phase change of fuel is accounted by means of a cavitation model that has been
coupled with the VOF solver. Simulations have been carried out on a 6-hole prototype injector, especially developed
for investigations in the framework of the collaborative project FUI MAGIE and provided by Continental Automotive
SAS. Special attention has been paid to the domain decomposition strategy and to the code development of the
solver, to ensure good load balancing and to minimize inter-processor communication, to achieve good performance
and also high scalability on large computing clusters.

Keywords
Volume-of-fluid, GDI injectors, topologically changing mesh, hybrid RANS/LES, cavitation, OpenFOAM®

Introduction
Turbulence certainly has a direct impact on thermodynamic efficiency, brake power and emissions of the engine,
since its influence extends from volumetric efficiency to air/fuel mixing, combustion and heat transfer. In a gasoline
engine, there are two strategies for injecting the fuel: Port Fuel Injection (PFI), a well known technology to favor
air/fuel mixing, and Gasoline Direct Injection (GDI), which consists in injecting the fuel directly into the cylinder. GDI
is becoming a common solution in automotive industry since it allows for a great flexibility in the air/fuel ratio, leading
to low fuel consumption and emissions at light loads (lean or stratified mode) and high power output during rapid
accelerations and heavy loads (power mode) [1, 2]. These different conditions are not only related to the amount
of fuel injected into the combustion chamber, but also to the way the injection is performed: level of atomization,
penetration and diffusion of fuel. Experimental campaigns showed that spray formation is mainly influenced by the
geometry of the injector itself (L/D ratio, number of holes, internal geometry, etc.) [3, 4], the operating pressure
and the needle lift curve [5]. Fuel is characterized by high velocities (order of hundreds of meters per second) and
reduced timescales, so that time-transient phenomena play an important role. Moreover, because of the strong
acceleration of the liquid phase inside the injector nozzle, pressure may drop below the saturation value causing the
onset of cavitation, which strongly modifies the internal flow field due to the presence of bubbles. Hence, a better
comprehension of spray characteristics could help to improve engine performance and injector design. Simulating
the injector opening event and the spray primary breakup are still on the frontier of modern modeling science.
Since primary breakup is strictly related to turbulence inside the injector, a correct way to describe turbulence is
crucial for a successful simulation. In this sense, a time-resolved approach like seems the most appropriate to
model turbulence in injectors and also a straightforward way to overcome the intrinsic lack of time resolution of
the Unsteady Reynolds-Averaged Navier-Stokes (URANS) equations [6]. Disperse sprays are usually simulated
by a Lagrangian/Eulerian approach [7]: particles reside in the Eulerian grid cells and introduce source terms in
the Eulerian conservation laws to account for interactions between the two phases. To simulate fuel injection, the
continuous liquid core in the near-nozzle region is modeled by discrete parcels which typically are assumed to have
the same characteristic size as the nozzle exit diameter and phenomenological models are used to account for
breakup [8], as well as collision and coalescence of liquid droplets [9]. The above mentioned method requires a
precursor nozzle flow simulation of the Eulerian liquid phase to predict the flow conditions at the nozzle exit [10]. The
coupling between the internal and the external nozzle simulation is inherently weak, due to potential inconsistencies
of the two-phase models in the two separate simulations [10]. On the other hand, engine sprays, and sprays in
general, could be better described using a continuum for both the liquid and the gas phases, where conservation
laws are solved under Eulerian flow assumptions and grid is refined until its resolution allows for solving droplets or
bubbles without introducing any conceptual particles. In such a case, a transport equation for an indicator function
is used to track the liquid-gas interface [11, 12, 13]. In this work the Volume-of-fluid (VOF) approach is adopted:
governing equations are solved for a fluid whose thermophysical properties are a weighted average of the liquid and
the vapor phases according to the liquid fraction. Additional terms are inserted in the equations to account for the
presence of a physical interface. See Sec. for more details. Besides, since pressure inside the injector nozzle may
drop below saturation pressure, a source term for cavitation in the momentum and continuity equations has been
included.
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Finally, a mesh motion strategy based on topological changes [14, 15, 16] has been coupled with the VOF solver
and applied to simulate the needle movement: the aim was to study the early stage of the cavitating flow in the
internal nozzle at the injector opening, where the continuum hypothesis is assumed to be valid. Some simplifying
assumptions have been introduced in the present version of the solver, which represents an initial step towards a
more comprehensive framework for injectors simulation: the fluid behavior can be regarded as incompressible and
all gaseous phases (air + fuel vapor) can be represented by only one component (i.e., the fuel vapor). The developed
code in the OpenFOAM technology has been tested on large supercomputers at the Argonne National Laboratory.
New algorithms to perform load-balanced constrained decomposition, compatible with topological changes, have
been developed.

Test case
The selected test case chosen for validation and testing of the dynamic VOF solver is a 6-hole prototype injector
prototype provided by Continental (Fig. 1, left), especially developed for investigations in the framework of the
collaborative project FUI MAGIE. Each nozzle is cylindrical with diameter d = 182 µm and length L = 210 µm.
Needle lift measurements (Fig. 1, right) were made available by Dr. Jin Wang, at Argonne National Laboratory,
through X-ray propagation-based phase-enhanced micro-imaging [17].

Figure 1. 6-hole prototype injector; only 1/6 of the real component has been simulated (left). Injector lift curve (right).

In the experiments, conditions of liquid gasoline were T = 293 K and p = 30 bar. Fuel was injected at ambient
temperature in a large transparent chamber filled with air at ambient pressure and temperature. When the static
pressure inside the nozzle drops below the vaporization pressure of the fuel, the liquid starts to cavitate and turns
into the gaseous state of the fuel. Under these conditions, three phases of the fluid are observed: air, fuel vapor
and liquid.

Two-phase VOF solver and cavitation model
A two-phase dynamic (isothermal and immiscible) VOF incompressible solver, including a cavitation model, has
been used to simulate the injector opening event; in the simulations the liquid is assumed to be injected into a
plenum chamber. The dynamic VOF solver includes a transport equation for the liquid fraction αl (Eq. (1)), that is
defined as the ratio of the liquid volume contained in a cell to the total liquid volume. The conservation equation for
αl is:

∂αl
∂t

+∇ · (αl(U− Ub)) +∇ · [αl(1− αl)Uc] =
ṁ

ρl
(1)

where ṁ is the mass source due to cavitation and (U − Ub) is the relative velocity field between the fluid and the
moving boundary. From the definition of α, it results that αl + αv = 1 where subscripts l and v stand for liquid and
vapor respectively. The volume fraction is used to scale the physical properties of the mixture as:

ρ = ρlαl + (1− αl)ρv and µ = µlαl + (1− αl)µv (2)

The weighted physical properties of mixture are then used in the momentum equation:

∂(ρU)
∂t

+∇ · (ρ(U− Ub)U)−∇ · µ∇U− ρg = −∇p− Fs (3)
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On the right-hand side, Fs is surface force defined as σκ(x)n with curvature κ(x) = ∇ · n, interface normal face unit
vector n = ∇αl/|∇αl|, and surface tension σ. The last term on the left-hand side of Eq. 1 is known as the artificial
compression term and it is non-zero only at the interface due to αl(1 − αl). The compression term has the role of
shrinking the phase-interface towards a sharper one [18]. The compression term does not bias the solution in any
way and it only corrects the flux of αl in the interface-normal direction. In order to enforce this procedure, Weller
[19] suggested the compression velocity to be calculated as:

Uc = Cα|U|n (4)

The intensity of the interface compression is controlled by a constant Cα, which yields no compression when zero,
a conservative compression for Cα = 1 and high compression for Cα > 1 [18]. On the right-hand side, the mass
source for cavitation is modeled according to the theory by Schnerr and Sauer [20]. According to it, there are several
vapor bubbles (or nuclei) inside the liquid, that act as the initial sources of the phase change; cavitation starts from
their locations and due to their presence. The mass transfer rate between liquid and vapor phases can be defined
as follows:

ṁ = αlṁαv + (1− αl)ṁαc (5)

where:

ṁαc =Ccαl
3ρvρl
Rbρ

√
2

3ρl|p− psat|
·max(p− psat, 0) (6)

ṁαv =Cv(1 + αn − αl)
3ρvρl
Rbρ

·

√
2

3ρl|p− psat|
min(p− psat, 0) (7)

with Cc and Cv as, respectively, the condensation and vaporization rate coefficients chosen by the user. These
coefficients represent the relaxation time that either phase needs to be transferred into the other one. According to
previous works [21] Cv and Cc are chosen equal to 1, that equals to consider the same behavior for condensation
and vaporization rate. Moreover the reciprocal bubble radius is defined as:

1
Rb

=
[

4
3

πnαl
(1 + αn − αl)

]1/3

(8)

αn = Vn/1 + Vn is the nuclei volume fraction; the latter is computed as:

Vn =
nπdn

3

6
(9)

with n as the number of nuclei per unit volume and dn their diameter. Since to authors’ knowledge there are no
experiments about nucleation characteristics of liquid fuels, size and distribution of nuclei have been taken from
experiments carried out with water. In this work, it is assumed a uniform nuclei distribution of n = 1.6 · 10−8 m−3

with a diameter dn = 2nm. Moreover, depending on the local properties of the flow, the extra diagonal terms in the
linear system matrix of Eq. (1) can become very large (due to very high phase change rate), thus impairing the
convergence rate. In order to improve the solution stability, the source term needs to be rewritten, so that Eq. 1 is
formulated by decomposing the volume source V̇ in an implicit and an explicit part:

V̇ =
[

1
ρl
− αl

(
1
ρl
− 1
ρv

)]
ṁ = Aαṁ = Aα(ṁαv − ṁαc)αl +Aαṁαc = (V̇v − V̇c)αl + V̇c (10)

the former being (V̇v − V̇c), which enters the system matrix as a diagonal coefficient; on the other hand, the ex-
plicit part of the source term V̇c will be written on the right-hand side of the linear system. The final form of the
conservation equation of αl (Eq. (11)) therefore reads:

∂αl
∂t

+∇ · (αl(U− Ub)) +∇ · [αl(1− αl)Uc] = (V̇v − V̇c)αl + V̇c (11)

Turbulence has been accounted for by means of a Hybrid RANS/LES approach called Dynamic Length-Scale Reso-
lution Model (DLRM) developed by the authors [22]. The underlying principle of DLRM is that the turbulent viscosity
computed by a RANS model (the k − ω SST in this case) can be scaled down to Implicit LES when time and mesh
resolution locally allow to solve turbulent structures. The momentum equation (3) is then complemented by the
insertion of a turbulent stress tensor B = µt(∇U +∇TU):

∂(ρU)
∂t

+∇ · (ρ(U− Ub)U)−∇ · µ∇U− ρg−∇ · B = −∇p− Fs (12)

whereas all other variables (including velocity) have now the meaning of partially-averaged quantities. A more
detailed discussion on the physical significance of “partial average” can be found in e.g. [23].
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Dynamic mesh handling and parallel optimization
The moving mesh functionality used in this work is described in [14, 15] and it has been applied as described in [16].
The injector opening event is simulated by dynamically attaching and detaching the conformal interface represented
by the set of faces detachFaces in Fig. 2a, while a prescribed vertical motion is set for the boundary needleHead
and for the corresponding moving cell set. Initially the first layer cell attached to bottomFaces and topfaces are
respectively stretched and shrunk. Due to the very small gap between the injector needle and the injector body at
closure (O(δ) = 10 µm), the mesh handling could look particularly difficult: cell sizes change by orders of magnitude
and this can impair the mesh smoothness in the near-nozzle region. To overcome this issue, when cell layers reach
the max/min layer thickness specified by the user, automatic addition/removal is triggered, ensuring constant cell
quality during the whole simulation. In the needle region, the maximum thickness (triggering addition) was set to
6 µm, whereas the minimum threshold (triggering removal) was 0.35 µm.

(a) (b)

Figure 2. (a) Detail of face sets used by the solver: topFaces and bottomfaces are where layer A/R occurs, detachFaces are
used to dynamically attach/detach the mesh; needleHead is the moving patch. (b) Cell sets used for decomposition

To run parallel simulations, the Finite Volume (FV) mesh has to be decomposed into a set of sub-domains, each
to be assigned to a single core for processing. In simulations involving mesh motion with topological changes,
new constraints in domain decomposition arise. In OpenFOAM®, as well as in most of the CFD codes, topological
changes cannot occur across inter-processor patches between neighboring sub-domains and the decomposition
algorithm must be constrained in this sense. In other words, in regions where layer Addition/Removal (A/R) occurs,
inter-processor faces cannot be parallel to layer A/R surface as shown in Fig. 2b. Nevertheless, it is important
for the decomposition to remain balanced despite the aforementioned restrictions; in addition, the algorithm should
require minimal user intervention, allowing the automation of case setup for large simulation campaigns. A new
strategy for mesh decomposition, which considers all the aforementioned aspects, has been developed and applied
to the GDI injector. The decomposition algorithm proceeds as follows:

(a) (b) (c)

Figure 3. Overview of decomposition strategy: (a) Decomposition of face set topfaces using Scotch method; (b) Propagation of
face set decomposition tho whole cell Set; (c) Complete decomposition

1. The grid is divided into several regions, in accordance with the decomposition constraints (layer A/R zones,
attach/detach zones, static parts Fig. 2b). Each mesh region is in turn decomposed into a number of sub-
domains, depending on the size of the region;

2. All face sets where dynamic layering is triggered (e.g. bottomFaces) are decomposed and subsets of faces
are distributed among processors. For specified cell sets, cell decomposition is propagated perpendicularly
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to the face set using a cell-face walk algorithm, over the entire mesh region where layer addition/removal can
be triggered, as shown in Figs. 3a-3b;

3. The remaining cells of the mesh are distributed among processors using non-constrained decomposition Fig.
3c

The decomposition strategy outlined above is very flexible, allowing for an almost perfect cell distribution (load
balancing) over the processors with complex geometries and topological changes. The domain decomposition and
overall balancing of the mesh used in this work is shown in Fig. 4. For similar geometries, the steps for domain
decomposition can be easily automated, thus enabling automatic case setup in optimization/validation campaigns.
Scalability tests were performed with the same solver on a simplified test case. Results are shown in Fig. 5. Three
meshes with progressive refinement were tested, i.e., with 1M, 8M, and 64M cells. Speedup is linear at least for
a certain number of sub-domains per each mesh. The reason for the degradation of parallel performance over a
certain threshold is still under investigation. However, since the present case has a number of cells that is very
similar to one mesh used in the test (respectively 11M cells vs. 8M cells), a decomposition over 256 sub-domains
has been chosen. Moreover, the same tests [24, 25] proved that using Preconditioned Conjugate Gradient (PCG)
method instead of Geometric-Algebraic Multi-Grid (GAMG) to solve Poisson equation for pressure, can reduce the
overall wall clock time but does not affect the scalability behavior, especially when a large amount of cores are used.
On the other hand, there is also a chance that the performance decay is caused by a different convergence behavior
of some sub-domains rather than an increased communication overhead. In case the interface-tracking resolution is
delegated only to a few processors out of many, the consequent increased difficulty in solving the Poisson Equation
(because of sharp pressure and density changes across the liquid/gas interface) on those few sub-domains can act
as a bottleneck on the overall clock time. As a consequence, the parallel performance of the run might be impaired.

Figure 4. Histogram of number of cells per core. Red line
represents mean value
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Figure 5. Left: Wall-clock time vs number of sub-domains.
Right: Wall-clock time vs cells per processor. –8– 1M mesh,
–�– 8M mesh , –N– 64M mesh. Simulation time is 0.05 s for

1M and 8M cases, 0.025 s for 64M case.

Case Setup
Geometry
The computational mesh is of the order 11 M cells (3 M cells within the injector domain and 8 M cells within the
ambient) that allows a spatial resolution in the range 0.3-5 µm (within the injector seat-nozzle) to 20 µm (within the
ambient domain). The mesh presents a maximum non-orthogonality of 76 degrees in the near-needle region, that
forces the adoption of a limited scheme for laplacian discretization, together with at least 2 non-orthogonal correctors
in the Poisson equation. Skewness maximum value it is around 1.35 which fulfills the good quality requirements.
The injection chamber has been approximated by a conical volume (about 135 mm3), to limit the overall number of
cells while keeping the lateral outlet patches sufficiently far not to interfere with the internal flow. Its length, along
nozzle axis direction, is about 14 nozzle diameters, and its outlet diameter is about 10 nozzle diameters. From
the previous work of Lu [21] it has been seen that such geometry approximation coupled with non-reflecting outlet
condition [26] does not influence break-up phenomena. The block-structured, fully hexahedral FV mesh has 11M
cells at injector closure. The approach chosen for turbulence modeling allows for the use of an increased cell size
in the external region, where velocities are lower and turbulence dynamics are less critical for the global solution,
limiting the overall number of cells. On the other hand, where cavitation occurs and a large amount of turbulence
is generated, highly-resolved meshes are required to accurately capture the physics. Because of the Courant-
Friedrichs-Lewy (CFL) criterion, this greatly limits the size of time steps. n-Heptane has been chosen to simulate
the fuel since its properties approximate the behavior of gasoline quite well [27].
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Numerical setup
Time derivatives have been approximated by a second-order backward Euler scheme. Extensive development
was done to preserve second order temporal accuracy with dynamic addition of cell layers in OpenFOAM [16, 28].
Pressure-velocity coupling is achieved by means of a transient-SIMPLE algorithm. The phase-fraction equation (Eq.
(1)) is solved explicitly at the beginning of each time iteration by the Multi Universal Limiter for Explicit Solution
(MULES) [29], a Flux Corrected Transport method developed by Weller to ensure boundedness of the α flux on all
cell faces, which requires CFL to be lower than 1. In addition, special Total Variation Diminishing (TVD) methods
are used for the compression velocity term ∇ · [αl(1 − αl)Uc] and ∇ · (Uαl). The former has been discretized with
interface Compression scheme [30], while the latter with van Leer, as suggested by Weller [19]. For the convective
term ∇ · (φU) a Linear Upwind with Stabilized Transport (LUST) scheme has been selected [31], while pure second
order spatial discretization has been used for transport term of turbulent variables. A total-pressure boundary
condition has been applied on the inlet section, and normal velocity is indirectly obtained from the pressure gradient
on the boundary. Moreover, the sac domain has been initialized as containing only liquid fuel, for purging of fuel
at considered pressure is not significant. Turbulence is mainly generated by the fluid/wall interaction in the needle
region, and by the shear layer at the nozzle outlet, thus no synthetic turbulence generation has been deemed as
required at the inlet. This allowed a reduction in the computational cost of about 10%.

Figure 6. Comparison of experiments (top) and simulation (bottom) at early stage of injection.

Injector opening: preliminary results
Since the simulation is very demanding in terms of computational resources, only partial results are available at
the time this paper is written. Fig. 6 shows the evolution of n-Heptane spray inside the combustion chamber up to
0.095 ms After Start Of Injection (ASOI). Simulation results (isosurface of liquid fraction at α = 1) is compared with
high-speed shadowgraphs. The agreements in terms of shape and size of the jet is very good. As the needle starts
to open, the nozzle is filled progressively with a non-uniform distribution of liquid due to the high level of turbulence;
therefore, the tip of the spray jet does not have the typical mushroom shape described by other authors [21, 32],
who analyzed the primary breakup at fixed needle position (maximum lift). This mechanism can be seen in Fig. 7
where the nozzle injector has been cut to show the internal flow. By looking at the constant pressure line at p = psat
in Fig. 7, the main cavitation region can be detected in correspondence of the vena contracta between the needle
sac and the nozzle entry. A recirculation vortex is formed in this point, where pressure drops below the saturation
value. The pocket of vapor is then transported towards the jet core and it is disrupted by the turbulent structures
that reside there. A clearer idea of the turbulent structures that are formed in the nozzle can be observed in Fig.
8. Similarly to [21], a pair of counter-rotating vortices, roughly aligned with the nozzle axis, is formed in the jet core
together with finer turbulent structures responsible of the instability of the jet (Fig. 8). The pressure drop occurring
at the vortex cores causes again the fuel to cavitate, and elongated vapor regions are formed along the nozzle axis.
This phenomenon is clearly visible in Fig. 9 where an iso-line of pressure at psat is superposed to a contour plot of
liquid phase fraction. The aforementioned vortex pair can be also the cause of the symmetric shape of the jet tip
observed in Figs. 6 and 7. Finally, hints of primary breakup can be observed in Fig. 8: the development of some
unstable structures like instability waves on the upper side of the jet and wrinkling of the liquid front as it enters the
injection chamber are clearly visible.
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(a) t = 0.001 ms (b) t = 0.0025 ms (c) t = 0.005 ms

(d) t = 0.0065 ms (e) t = 0.008 ms
(f) t = 0.01 ms

Figure 7. Sequence of snapshots of the spray exiting the nozzle following SOI. Top row: isosurface with αl = 0.5, bottom row:
sliced view of the above, with constant pressure line at p = psat.
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Figure 8. Left: vortical structures (isosurface of Q = 104) in the nozzle at t = 9.5 · 10−6 s; right: liquid-vapor interface

Figure 9. Horizontal cuts inside the nozzle at different height from nozzle inlet at time 9.5 · 10−6 s. The thin black line represents
iso-contour of p at psat = 4720 Pa

Conclusions

The paper shows current developments done on dynamic simulation of multi-phase flows of GDI injectors, with
particular focus on the coupling of an incompressible two-phase VOF solver with the cavitation model in a frame-
work where the dynamic mesh based on topological changes is automatically handled in parallel. The solver has
been applied to the simulation of a gasoline injector specifically designed for GDI engines and provided by Con-
tinental Automotive SAS. The case has been set up to simulate the early stages of the gasoline injection, using
topological changes to implement mesh motion during injector opening. Details of the flow structures during the
primary breakup are detected, which are in accordance with the findings of [21]. In this sense, the approach can
be considered as promising and worthy of further investigation to assess its applicability during the design stage
of injectors, with a particular focus on cavitation behavior. In particular, the initial assumptions about the incom-
pressible nature of the flow have to be investigated, along with any effect arising from the consideration of only two
gaseous phases. The solver also proved to be very stable: boundedness of the liquid fraction αl was always pre-
served during the simulations even in presence of topological changes, so the method can be assumed to be fully
conservative. Also, second-order accuracy was preserved both in space and time, which is not trivial in presence of
dynamic topologically changing grids. Finally, a new decomposition method enabled good scalability of the code on
large supercomputers. The developed code presented in this paper uses the most recent versions of OpenFOAM
released by the OpenFOAM® Foundation and by OpenCFD® as development base frameworks.
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Nomenclature

T temperature [K]
P pressure [bar]
αl liquid volume fraction [-]
t time [s]
U velocity [m s−1]
Ub boundary velocity [m s−1]
Uc compression velocity [m s−1]
αv vapor volume fraction [-]
ρl liquid density [kg m−3]
ρ mixture density [kg m−3]
ρV vapor density [kg m−3]
µ dynamic viscosity of mixture [Pa s]
µl liquid dynamic viscosity [Pa s]
µv vapor dynamic viscosity [Pa s ]
g gravity acceleration [m s−2]
Fs surface forces [N m−2]
σ surface tension forces [Nm−1]

κ(x) interface curvature [m−1]
n normal vector [-]
Cα compression velocity coefficient [-]
Cc condensation coefficient [-]
Rb bubble radius [m−1]
psat saturation pressure [Pa]
Cv vaporization coefficient [-]
n nuclei concentration [m−3]
αn nuclei volume fraction [-]
Vn total volume of nuclei [m−3]
dn nuclei diameter [m]
V̇ alpha equation source term [s−1]
V̇v vaporization source term [s−1]
V̇c condensation source term [s−1]
B turbulent stress tensor [N m−2]
µt turbulent dynamic viscosity [Pa s]
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Abstract 

The present investigation illustrates the temporally-resolved, phase-contrast visualization of the cavitating flow 

within an enlarged injector replica conducted at the ANL Advanced Photon Source. The flow was captured through 

side-view, x-ray radiographies at 67890 frames per second with an exposure time of 347ns. The orifice employed 

for the experiments has an internal diameter of 1.5mm and length equal to 5mm. A parametric investigation was 

conducted considering various combinations of the Reynolds and cavitation numbers, which designate the extent 

of in-nozzle cavitation. Proper post-processing of the obtained radiographies enabled the extraction of information 

regarding the shape and dynamical behaviour of cavitating strings. The average string extent along with its standard 

deviation was calculated for the entire range of conditions examined (Re=18000-36000, CN=1.6-7.7). Furthermore, 

the effect of the prevailing flow conditions on quantities indicative of the string dynamic behaviour such as the break-

up frequency and lifetime was characterized and the local velocity field in the string region was obtained. 

Keywords 

Fuel injection, synchrotron radiation, nozzle flow, high-speed radiography, velocimetry 

Introduction 

Modern fuel injectors operate at extreme pressures of the order of 3000 bars, as it has been demonstrated that this 

degree of pressurization leads to increased engine performance and reduced pollutant emissions [1]. The turbulent 

nature of injector flows gives rise to highly-transient cavitation phenomena emanating due to the geometrical layout 

and/or the emerging secondary flow pattern [2]. The onset of vortical (string) cavitation within the injector holes has 

been demonstrated to lead to atomization enhancement and spray cone angle increase [3]. In contrast, as 

demonstrated in [4], the collapse of unstable vapour clouds appears to be more aggressive compared to attached 

cavities in terms of cavitation-induced erosion. 

Referring to two-phase flow visualization, optical techniques, e.g. shadowgraphy, Schlieren or LIF/LIEF imaging, 

have been traditionally employed and thus a transparent, durable material such as Perspex or sapphire must be 

utilized for the manufacturing of the nozzles. Several experimental investigations dealing with the characterization 

of the cavitating flow arising within fuel injectors have been performed on enlarged nozzle replicas [5], since the 

lower pressure of injection along with the larger geometrical length scale compared to real-size injectors facilitate 

the attainment of higher temporal and spatial resolution and, thus, allow a more thorough elucidation of the flow 

phenomena setting in. Concurrent studies having been conducted on real-size injectors with transparent tips have 

verified the main conclusions established by the investigations on replicas with regard to the flow topology and main 

features [6]. Flow similarity between the different examinations performed on varying length scales is ensured by 

the adjustment of the non-dimensional quantities that designate the flow conditions, i.e. the cavitation (CN) and 

Reynolds (Re) numbers.  

X-ray imaging is currently gaining momentum as a technique suitable for the visualization of two-phase flows with 

relevance to fuel injectors. Both x-ray phase-contrast and attenuation imaging have been performed so as to 

illustrate the spray structure and local flow dynamics in the near-nozzle region [7-8]. The work of [7] visualized the 

spray expelled by a single and a three-hole injector configuration using X-ray Phase Contrast Imaging (XPCI) and 

provided quantitative data on the axial velocity and turbulence intensity up to a location of approximately 50mm 

downstream the nozzle outlet. Besides, in [8], by making use of x-ray attenuation imaging, provided quantitative 

data for the spray density in a region up to 10mm downstream the outlet of a single-orifice injector. Referring to in-

nozzle flows, [9] quantified the vapour extent that emerged within an enlarged orifice, while they also managed to 

obtain time-resolved measurements, yet for a very small area of interest of the order of μm2. More recently, the 

group of the authors [10] relied on micro-computed tomography to obtain the average three-dimensional structure 

and vapour volume fraction distribution of the cloud cavitation that arose in a simplified injector layout with an orifice 
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diameter of 3mm. In this study, an enlarged orifice similar to that employed in [10] is examined and focus is given 

on elucidating the topological and dynamical features of the highly-fluctuating vortical structures, conventionally 

termed as string cavitation. For this reason, high-speed XPCI has been selected for the flow visualization, which 

allows the acquisition of high-speed, high-resolution radiographies with a relatively wide field of view. 

 

Experimental Setup 

The custom-made nozzle replica used in this investigation along with the upstream and downstream flow manifolds 

are shown in Fig. 1a, along with an indicative shadowgraphy image of the emerging two-phase flow. The prototype 

nozzle, the layout and main dimensions of which are shown in the detail-view of the figure, was manufactured from 

carbon fibre (TORAYCA TF00S), which, firstly, causes low radiation attenuation compared to metals and, 

furthermore, is able to withstand injection pressures up to 150 bar and outlet pressures up to 50 bar without 

deformation of its shape. A metallic needle with a hemispherical tip is inserted into the flow chamber (sac) upstream 

the injector hole and adjusted to a fixed position. A manifold layout precedes the examined nozzle configuration to 

ensure that the incoming flow is parallel and unperturbed, whereas the mechanism responsible for the adjustment 

of the needle is also seated on the flow device realizing the manifold, as can be seen on the top part of Fig. 1a.The 

hydraulic flow loop that was developed for the present investigation and is depicted on Fig. 1b, was operated at 

steady-state flow-rate conditions, while the fuel temperature was monitored through type-K thermocouples inserted 

in taps properly placed at the storage tank feeding the pump and the inlet manifold and adjusted to a specified set-

point with the use of a heat exchanger and a PID controller. Control valves (flow regulators) placed at the outlet of 

the feed pump were employed for imposing the liquid volumetric flow rate, which was monitored through an axial-

turbine flow meter. Liquid pressure at the inlet and outlet of the test bench was monitored through pressure 

transducers inserted in taps. 

 

 

Figure 1. Schematic layout of (a) the test-bench and (b) the hydraulic flow loop.  

 

The XPCI measurements were performed at the 7ID beamline, which has access to a white x-ray beam generated 

by an undulator in the APS electron storage ring. Referring to the beam pulsation mode, the so called “hybrid mode” 

allowing for time-resolved measurements, was selected. According to the specific operating mode, an x-ray pulse 

having a duration of 150 ps and carrying 16 mA of current is followed, after a gap of 1.569 μs, by eight short pulses, 

each one carrying 11 mA, separated by time intervals of 51 ns. The operating cycle is completed by an additional 

gap of 1.569 μs and hence its entire duration is equal to 3.682 μs. The attenuated x-ray beam, after its interaction 

with the injector orifice, impinges on the scintillator crystal, which converts the x-ray radiation to visible light (432 

nm). The image is then reflected by a 45o mirror and captured by a CCD camera.  In the specific investigation, only 

the bunch of eight pulses was utilized, which allowed a shutter exposure time of 347 ns to be achieved and hence 

the captured flow can be considered as frozen. Side-view radiographies at 67890 frames per second were obtained 

with a field of view of 2.56 mm x 2.56 mm discretized by 512 x 512 pixels, thus producing a spatial resolution of 

5μm/pixel. However, it must be noted that the x-ray beam is collimated to a circular cross-section and therefore the 
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overall orifice length was segmented into five positions, which were radiated in a consecutive manner with 

overlapping regions between the locations. 

The different test cases considered in the present evaluation are summarized in Table 1. As can be seen, four 

cases have been included in this study, corresponding to different values of the cavitation and Reynolds numbers. 

The position of the needle was adjusted to 0.5 mm upstream of its seat, since preliminary tests verified that strings 

with clearly discernible interfaces set in for the specific needle-lift value. The (nominal) Reynolds number 

characterizing the flow was defined on basis of the mean flow velocity 𝑢𝑚𝑒𝑎𝑛 = 4𝑉̇
𝜋𝐷2⁄  and the nozzle diameter 

(D=1.5 mm) and lies in the range of 18000-35500; thus flow is expected to exhibit highly transient features within 

short time scales. Besides, the cavitation number was defined as follows: 

 

𝐶𝑁 =
𝑝𝑖𝑛𝑗−𝑝𝑏𝑎𝑐𝑘

𝑝𝑏𝑎𝑐𝑘−𝑝𝑠𝑎𝑡
               (1) 

 

where pinj, pback and psat stand for the injection (upstream), back and saturation pressures, respectively. Based on 

the error propagation [11] due to the accuracy in the measurement of pressure, velocity and temperature, the 

uncertainty in the values of Re and CN are associated with global uncertainties of 3.5 and 5%, respectively. The 

working fluid employed for the investigation was commercial Diesel fuel provided by Lubrizol Corp., while the 

thermophysical properties required for the determination of Re and CN were calculated according to the data 

provided by [12]. The Diesel fuel density in the temperature range 312-315 K is of the order of 810 kg/m3.  

 

Table 1. Experimental test-cases investigated. 

No. lift [mm] Re CN Pinj [bar] Pback [bar] Tin [oC] 

1  18000 1.6 14.56 5.64 40.7 

2 
0.5 

35500 1.6 39.3 15.3 40.0 

3 35500 2.0 36.4 12.2 42.3 

4  35500 7.7 31.8 3.8 39.2 

 

 

Figure 2. Sequence of the post-processing techniques employed. 

 
Post-processing methodology 

The camera used allows for the acquisition of 12-bit grayscale images, where a change in contrast signifies the 

presence of cavitation. A typical, “raw” x-ray radiography can be seen in the top-right part of Fig. 2, where the 

shadow of the needle is also visible at the top part of the figure. It can be easily perceived that the contrast fluctuation 

in the region of cavitation is low and therefore, in order to enhance contrast, the flow radiographies were divided by 

background images and the pixel brightness of each resulting image was adjusted to a specified range of values. 

All image-manipulation techniques were performed using the Image Processing toolbox in Matlab. A phase 

congruency method, as described in [13], was implemented to recognise the features of interest in the enhanced-
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contrast images (bottom left part of Fig. 2). Subsequently, the image was binarized by applying a mean filter and 

proper thresholding [6], since after phase congruency the “string” edges appeared much brighter compared to the 

rest of the image. In subsequent step, the Canny’s algorithm was employed to detect the edges of the identified 

structure. Finally, an additional ad-hoc algorithm was imposed to fill the gaps possibly arising in the detected edges 

and, thus, to produce a closed line corresponding to the string interphase (green line on right bottom part of Fig. 2). 

 

Results 

The actual string topology arising in the injector region adjacent to the needle tip (X=0) for Re=35500 is illustrated 

in Fig. 3. Fig 3a corresponds to a moderately cavitating flow (CN=1.6) and, as can be seen, a slender string sets 

in, which transforms to almost separated structures of irregular shape as the phenomenon progresses in time. It 

must be noted that post processing of the entire set of radiographies obtained for the specific location revealed a 

variability in the forms of the cavitating structures, comprising elongated strings, separated ligaments and clusters 

of bubbles. Increase of the cavitation number to 7.7 leads to the emergence of string that occupies a significant part 

of the injector hole cross-section having a relatively invariant core and, in general, a more stable topology compared 

to the respective for CN=1.6. The fact that the string attaches to the needle tip constitutes proof that the underlying 

cause is a longitudinal vortex, as according to the second Helmholtz theorem, a vortex filament must extend to a 

boundary or form a closed loop (see [14] for the flow field arising in a similar orifice layout). The strong centrifugal 

forces prevailing at the vortex core cause the liquid to cavitate. In the case of cloud cavitation, the cavity should be 

attached to the nozzle wall, as it arises due to the flow separation downstream the constriction. The temporally 

resolved images reveal significant interfacial fluctuations especially for the low value of the cavitation number due 

to the conflicting surface tension and viscous effects. It is a well-known fact that string cavitation exhibits a highly 

transient behaviour (e.g. refer to [10]). The string topology has been resolved in much more detail compared to 

conventional optical imaging and a far more complex topology has been revealed compared to typical 

shadowgraphy images (e.g. see Fig. 1). The interaction of the longitudinal vortices with the inherent flow turbulence 

causes the fluctuating appearance behaviour of the string cavities for low CN. In essence, vortices of smaller scale 

temporarily disrupt the coherence of the prevailing vortical motion thus causing the string to collapse. 

 

Figure 3. Topology of the cavitation cloud at the region adjacent to the needle tip for Re=35500: (a) CN=1.6 and (b) CN=7.7.  

 

The spatial probability of vapour occurrence per pixel of the visualized region is depicted in Fig. 4a, as calculated 

by the averaging of 16000 radiographies for each region along the nozzle length also shown on the top part of Fig.  

4a. Vapour occurrence probability is relatively low for CN=1.6 and reaches values up to 0.8 indicating that the 

formation of cavitating structures is a highly dynamical flow process. On the contrary for CN=7.7, the string core 

obtains a probability value of 1, signifying that a temporally-invariant, in the sense that its core does not exhibit 

significant fluctuations, string establishes with a well-defined interface to the surrounding liquid. It can be therefore 
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deduced that the string topology corresponds to a structure occupied by pure vapour.  It is important to point out 

that the nozzle layout with the rounded inlet vertices (see nozzle wall at X=0) prevents geometrical cavitation to 

emerge. Hence, the onset of string cavitation is attributed solely to the secondary flow pattern, i.e., strong 

longitudinal vortices set in at the nozzle core due to the flow inherent instabilities and the effect of the geometrical 

constriction. The low pressure prevailing at the vortex cores causes the liquid to vaporize and the string to form. 

Furthermore, Fig. 4b depicts the image standard deviation, i.e. variability in pixel brightness compared to the mean 

image, which is indicative the magnitude of the shape variability that the vortical structures exhibit.  Referring to 

CN=1.6, the highly fluctuating behaviour of the cavitating structures is clearly demonstrated, since the standard 

deviation obtains high values up to 0.5 in all the visualized positions. It can be deduced considering Figs. 3a and 

4a-b regarding CN=1.6, that, despite the temporal variations in shape, a string-shaped structure is the prevailing 

cavitation form even for low cavitation numbers. For CN=7.7, the standard-deviation plot makes evident that the 

largest part of the string core remains invariant in time. Only the string part located close to the needle tip exhibits 

considerable temporal variation, while further downstream, high standard-deviation values occur at the outer edges. 

 
Figure 4. (a) Mean image and (b) standard deviation of the cavitating string for Re=35000.  

As it has already been pointed out, string cavities for low cavitation numbers constitute dynamical flow features with 

highly varying morphology. In order to allow a straightforward comparison between the different cases investigated, 

the occurrence frequency of a repetitive, distinct flow process is presented in the dimensionless form of the Strouhal 

number (St=fL/u), with an associated uncertainty of the order of 3.5%. For instance, Fig. 5, illustrates the break-up 

behaviour of single strings into additional cavitating structures. The region immediately downstream the needle tip 

was selected due to the highly fluctuating string topology there, as verified by Fig. 4a. As depicted on Fig. 5a, string 

break-up is declared by examining frames (the control window is shown at the inset of Fig. 5b) corresponding to 

successive time instances and verifying that the detected edge has transformed from a single to two (or more) 
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closed loops. As made evident by Fig. 5b, depicting the break-up probability at a specific frequency, the string 

becomes more stable, i.e the break-up frequency decreases, as the Reynolds and cavitation numbers increase, 

while the repetitive pattern of the phenomenon is enhanced, as higher occurrence probabilities are obtained for the 

dominant frequencies. For instance, the cumulative probability the string break-up to occur at frequencies 

corresponding to St≤3 for Re=18000 and CN=1.6 is of the order of 0.6, whereas it reaches a value of 1 as Re and 

CN increase.  

An additional quantity suitable for the characterization of the string dynamical behaviour is the lifetime period, i.e. 

the time interval between the string onset and collapse. Similar to the break-up frequency, the lifetime period was 

determined for each visualization location by assigning an appropriate control window and recording the average 

cavitation projected area within it. It is essential to clarify that for the low CN cases (CN≤2.0) examined, a plentiful 

of diverse structures emerge in the nozzle apart from coherent elongated, cavitating vortices. Hence, a conventional 

limit was set equal to 40% of the average projected string area (see Fig. 4), below which the string was considered 

to have lost its coherence. The limit specified was confirmed by observation of the actual radiographies, since once 

the area decreased below the limit, only ligaments or bubble clusters could be discerned in the control window. 

 

 
Figure 5. (a) Detection of string break-up and (b) effect of the flow conditions on the string break-up behaviour.  

As shown by the data of Fig. 6a, increase of the Reynolds and cavitation number leads to increase of the string 

lifetime.  For Re=18000 and CN=1.6 the maximum string life is, in essence, equal to 0.1 ms, while the cumulative 

probability of a string to exhibit a lifetime lower or equal to 0.03 ms is of the order of 0.73. It must be pointed that 

there is a 0.3 probability the string life to be even lower than the minimum lifetime that can be visualized by the 

method employed in this study. As the Reynolds number increases to 30000, while the CN is maintained constant, 

the distribution of possible lifetimes is shifted towards larger values approximately up to 0.3 ms, where the 

cumulative probability reaches a values approximately equal to 1. Yet once again about 30% of the strings recorded 

have a lifetime smaller than 0.03 ms. Increase of the CN value to 2.0 has a considerable effect on string stability, 

since the average lifetime is increased compared to CN=1.6, while the probability distribution becomes more even 

across the range 0.02-0.2 ms. The maximum probability is of the order of 0.09 for a lifetime approximately equal to 

0.059 ms. The effect of the flow conditions on the string lifetime is justifiable since, increase of the Reynolds number, 

i.e. of the mean flow velocity, enhances the secondary-flow vorticity magnitude, which is responsible for the string 

formation. Furthermore, increase of the CN number, in other words, decrease of the back pressure leads to a 

pressure distribution in the injector-hole, which is closer to the cavitation threshold and thus a more insensitive 

cavity to flow perturbations establishes. 

Besides, Fig. 6b indicates the string coherence does not decay simultaneously along the orifice length. It must be 

noted that the control windows were properly placed at each region of interest, so as not to include any overlapping 

areas of flow visualization. The string exhibits a similar behaviour in the first two regions downstream the needle tip 

(X=0.0 and 1.0 mm) with a relatively long lifetime, as the cumulative lifetime probability reaches a value of 1 for 

t=0.4 ms.  On the contrary, at a further downstream location the string lifetime is much shorter, since its cumulative 

probability becomes equal to 1 at t=0.2 ms, and is indicative of a “flapping” behaviour at the string closure region.  

The inset of Fig. 6b depicting the string mean image at two different regions downstream the nozzle entrance verifies 

the string lifetime data. At the region between X=1.0 and 2.0 mm, the string existence probability is in general high 
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(>80%) almost at the entire length of the control window, whereas at a further downstream location 

(3.0mm≤X≤4.0mm) the lower half of the image, corresponding to the area where the flapping occurs, presents 

probability values in the range of 30-50%. Nevertheless, as also elucidated by Fig. 3, it must be emphasized that 

the actual cavitation topology in both regions is significantly different than the one inferred by the mean image. 

 

  

Figure 6. String lifetime: (a) effect of the flow conditions (X=1.0 mm) (b) probability for different positions along the channel 

length for Re=30000 and CN=2.0. For CN=2.0 a small artefact evident at the right part of the inset was detected and the 

respective area (shown in grey) was excluded from the control window.  

XPCI employed in the present study enabled the resolution of scarce cavitating structures (small ligaments or 

bubble clusters) in reference to the low CN cases and of fine features of the string interface, in reference to high 

CN values. Such features served as points of reference, the trajectories of which allowed the derivation of the local, 

two-dimensional velocity field presented in Fig. 7 for two extreme cases in terms of Re and CN. The experimental 

uncertainty associated with the velocity values, stemming from the limitations posed by the spatial discretization 

and the exposure time, lies in the range of 3.5%-5.3% and 3.4%-4.0% for CN=1.6 (Fig 7a) and CN=7.7 (Fig. 7b), 

respectively. The maximum uncertainties are of course associated with the minimum velocity values for each case.  

Referring to both low and high-CN cases, regions where adequate points of reference could be identified have been 

selected to produce the respective velocity-vector plots, however a comparison between Figs 7a-b and 7c-d makes 

clear that the vector plot is much more thorough for CN=7.7. This is attributed to the fact that for Re=18000 and 

CN=1.6 only few scarce structures were identified, since for the specific flow conditions cavitating vortices are highly 

fluctuating and short-lived. On the contrary for Re=35500 and CN=7.7, a plentiful of distinct features could be 

identified at the string interface due to the high spatial resolution of XPCI and, therefore, a better representation of 

the local velocity field could be obtained.  The average measured velocities for Re=18000 and 35500 are equal 

28.8 and 60.2 m/s, while the respective nominal velocities based on the imposed flow rate and orifice cross section 

were calculated equal to 30.0 and 59.9 m/s. Hence, there is a strong indication that XPCI can be employed as a 

velocimetry method in cavitating flows, especially since conventional methods such as PIV, fail to produce 

measurements in regions of vapour.  
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Figure 7. Local velocity field: (a-b) Re=18000, CN=1.6, X=1.0 and (c-d) Re=35500, CN=7.7, X=2.0. 

 Conclusions 

The present study elucidated the spatial and temporal evolution of the cavitating strings emerging in an enlarged 

injector orifice with the use of XPCI. Post processing of the side-view radiographies obtained for the examined flow 

conditions and needle lift demonstrated that cavitation primarily emerges in the form of vortical structures of highly 

fluctuating and irregular shape for low Re and CN, while stable strings set in for high CN values with their interphase 

exhibiting high morphological variance. Average and standard deviation images of the string-shaped cavities were 

obtained for a wide range of conditions, while the spatial resolution of the present flow visualization technique 

enabled the capturing of fine features that cannot be resolved using optical imaging techniques, e.g. shadowgraphy 

or Schlieren. The temporally-resolved nature of the measurements allowed the characterization of the string 

dynamical behaviour and it was verified that the string breakup frequency decreases, while its lifetime increases, 

as the Re and CN increase. Finally, local velocity fields were measured in the string region for cases of low and 

high cavitation extent; the obtained average velocities compared well with the respective nominal values.  
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Nomenclature 

CN cavitation number 

D nozzle internal diameter [m] 

f frequency [Hz] 

L nozzle length [m] 

Re Reynolds number 

St Strouhal number 

u axial velocity [m s-1] 

ν kinematic viscosity [m2 s-
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Abstract 
Gasoline Direct Injection (GDI) systems have become a rapidly developing technology taking up a considerable 
and rapidly growing share in the Gasoline Engine market due to the thermodynamic advantages of direct injection. 
The process of spray formation and propagation from a fuel injector is very crucial in optimizing the air-fuel mixture 
of DI engines. Previous studies have shown that the presence of some cavitation in high-pressure fuel nozzles can 
lead to better atomization of the fluid. However, under some very specific circumstances, high levels of cavitation 
can also delay the atomization process; spray stabilization due to hydraulic flip is the most well-known example. 
Therefore, a better understanding of cavitation behavior is of vital importance for further optimization of next 
generation fuel injectors.  
In contrast to the abundance of investigations conducted on the inner flow and cavitation patterns of diesel injectors, 
corresponding in-depth research on the inner flow of gasoline direct-injection nozzles is still relatively scarce. In this 
study, the results of an experiment performed on real-size GDI injector nozzles made of acrylic glass are presented. 
The inner flow of the nozzle is visualized using a high-power pulsed laser, a long-distance microscope and a high-
speed camera. The ambiguity of dark areas on the images, which may represent cavitation regions as well as 
ambient air drawn into the nozzle holes, is resolved by injecting the fuel both into a fuel or gas filled environment. 
In addition, the influence of backpressure on the transient flow characteristics of the internal flow is investigated.  
In good agreement with observations made in previous studies, higher backpressure levels decrease the amount 
of cavitation inside the nozzles. Due to the high temporal and spatial resolution of the experiment, the transient 
cavitation behavior during the opening, quasi-steady and closing phases of the injector needle motion can be 
analyzed. For example, it is found that cavitation patterns oscillate with a characteristic frequency that depends on 
the backpressure. The link between cavitation and air drawn into the nozzle at the beginning of injection is also 
revealed.  

Keywords 
Direct injection, transparent nozzle, internal flow, cavitation, high-speed imaging 

Introduction 
The performance of GDI engines depends significantly on the fuel injection system. The injector plays a dominant 
role in delivery of the fuel into the combustion chamber in the form of spray patterns. In past years, many studies 
have been dedicated to the processes of spray formation with the main goal of achieving better control of spray 
propagation and improved atomization characteristics [1-3]. These factors consequently influence the processes of 
fuel evaporation, ignition and combustion to a great extent.  
The technology development trend towards higher injection pressures makes the investigations of two-phase 
internal flows highly important, in part due to the possibility of more intense pressure fluctuations inside the nozzle. 
In addition, it is known that the velocity profile at the nozzle outlet, as well as turbulence intensity and liquid-cavitation 
interaction inside the nozzle provoke the first perturbations of the liquid stream [4,5]. These perturbations directly 
lead to droplet formation via primary break-up processes but also contribute indirectly to secondary atomization due 
to increased aerodynamic resistance.   
The high speed cavitating flow that occurs inside real-size injector nozzles is quite challenging for experimental 
studies due to the small relevant scales and the complexity of the highly transient and turbulent flow. Therefore, the 
cavitating flow is still not fully understood, which in turn obstructs the understanding of some crucial processes such 
as primary break-up and hole-to-hole spray variations.  
Most of the experimental work conducted on internal nozzle phenomena has relied on shadowgraphy. For instance, 
some studies were carried out on enlarged transparent nozzles [6-8]. The large scale significantly improves the 
optical accessibility to the flow inside the nozzle. For these measurements, however, the relevant dimensionless 
parameters such as Reynolds and cavitation numbers should ideally be identical to those of the real-size nozzles 
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in order to maintain equivalent flow conditions. Moreover, the Ohnesorge number should be preserved in order to 
obtain similar break-up of the liquid leaving the nozzle. In most of the cases, it is not possible to meet all these 
conditions simultaneously and therefore, large scale experiments cannot be fully representative. Other experimental 
studies have used two-dimensional (2D) nozzles for internal flow analysis [5,9]. Optical measurements are simplified 
due to minimization of the optical aberrations by virtue of the 2D nozzle geometry. This approach facilitates deep 
and profound studies of cavitation but the results are not fully transferable to real three dimensional nozzles. Another 
method for internal flow investigation uses real-size transparent nozzles. This avoids scaling effects and thus comes 
closer to the inner flow of commercial injector nozzles. However, manufacturing such nozzles out of transparent 
materials is challenging, since in addition to the small size of the nozzle, some resistance to high-pressure 
conditions is needed. A number of experimental studies were conducted using single hole axial nozzles [10-12] 
which simplifies both the manufacturing of the nozzle and the resulting flow. However, it is known that sharp turn 
the liquid needs to take to enter the spray hole is an important driving factor for the subsequent spray breakup. 
Additionally, in multi-hole injectors, the individual holes can ‘communicate’. Only a few experimental studies have 

compared flows inside single hole and two-hole nozzles [10,13]. Different string cavitation behavior has been found 
and cavitation strings from one hole can extend to the neighboring hole. The string cavitation, in turn, highly 
influences the internal flow dynamics as well as the atomization properties [14,15].  
Overall, the simplifications that are often made for internal flow measurements, do not provide fully representative 
results that can be used for further development of injector nozzles. The relevant boundary conditions, needle 
movement, time scales of measurements, geometries are not or only partially considered. Therefore, experiments, 
which are performed as close as possible to real conditions, are of significant interest to the research and 
engineering communities. In this work, the measurement results from high-speed imaging of the internal flow of 
two-hole real-size transparent nozzles are presented.  
 
Material and methods 
The experimental setup used for this study is schematically depicted in Figure1. The overall setup consists of the 
injection and the imaging system. The fuel is stored in a vessel which is connected to a high pressure nitrogen 
supply on one side and the fuel line feeding the injector from the other side. A Bosch HDEV5 gasoline injector is 
used for injecting the fuel. Such an injector facilitates the mounting of the acrylic parts and the adjustment of 
maximum needle lift using carefully selected spacer rings. An in-line filter is mounted right upstream of the injector 
in order to remove contaminants from the fuel, which could affect cavitation inception, deteriorate image quality or 
even damage the acrylic components. The injection system works without a fuel pump whose operation might 
provoke the release of dissolved gases upstream the injector and thereby influence the internal flow. The 
visualization system is composed of a light source, an optical diffusor and a high-speed camera equipped with a 
long-distance microscope (LDM). The Cavilux HF laser of 810 nm wavelength is used to illuminate the flow field. 
Ultra-short pulses of only 50 ns duration are used instead of continuous illumination in order to avoid motion blur in 
the images. Additionally, the low-coherence of the light provided by the laser avoids formation of any speckle 
patterns. The laser light is guided by an optical waveguide towards the acrylic nozzle, but first passes through an 
optical diffusor in order to illuminate the nozzle homogeneously. A high-speed camera (FASTCAM SA-Z) equipped 
with a long-distance microscope (Infinity K2 with CF4 lens) is used for the image acquisition and operated at 
120,000 fps. In this way, a magnification of 7.4 is achieved at an image resolution of 640 × 216 pixels. A trigger is 
used to synchronize the injector, camera gate pulses and the laser illumination.  
 

 

Figure 1. Scheme of the experimental setup.   
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The optically accessible nozzle is made of acrylic glass. Figure 2a illustrates the nozzle, where the injector needle 
and O-ring can also be seen. The spray holes and counterbores are followed by a “multi-step” configuration that 
allows the fuel to leave the acrylic block and is relatively straightforward to manufacture. The nozzle was tested at 
maximum injection pressure of 200 bar and showed reliable performance under high pressure load conditions. Due 
to the configuration of the nozzle, the visualization of the internal nozzle flow is focused on the spray holes area. 
The spray hole and the counterbore are followed by a “multi-step” outlet that facilitates the withdrawal of fuel from 

the nozzle exit region before the start of the next injection but does not affect flow and cavitation within the spray 
hole. The region of interest is outlined with a rectangle in Figure 2a. A typical shadowgraph image captured during 
a quasi-steady-state of the injection phase is shown in Figure 2b. As can be seen, the nozzle contains two holes 
with different inclination angles (I-angles). The I-angle is given with respect to the vertical nozzle axis. A mixture of 
calibration fluid (ISO 4113 norm) and Bromonaphthalene is used for investigating internal phenomena. This mixture 
has the same refractive index (n=1.49) as the acrylic glass, which allows an undisturbed view through curved 
structures. The dark round area on the top of the image is the injector needle, which is opaque to the incident light. 
The dark areas inside the nozzle holes are gas-phase structures and can either contain fuel vapor (cavitation) or 
ambient air drawn into the nozzle holes. The refractive index of either of these gases (n1) is significantly different 
from the refractive indices of the liquid fuel and the transparent nozzle. Therefore, the incident light is strongly 
refracted making the corresponding areas to appear as dark regions.  
 

       

Figure 2. a) Acrylic nozzle configuration, b) Typical shadowgraph image of in-nozzle flow.  
 

In order to resolve the ambiguity of dark areas inside the nozzle holes on shadowgraph images, visualizations are  
performed while injecting into the fuel into reservoirs filled with air or fuel; in the latter case, no ambient air can be 
drawn into the system. However, the release of gases dissolved in the fuel still can take place during the fuel 
injection. It should be pointed out that cavitation and released gases cannot be distinguished in the images. Keeping 
in mind both possibilities, dark areas will be referred to as ‘cavitation’ in this paper for the sake of simplicity and 
easier reading. Figure 3 shows the acrylic nozzle in both air-filled and liquid-filled environments.  
 

 

Figure 3. Acrylic nozzle for: a) air-filled nozzle holes, b) fuel-filled nozzle holes   
 

The measurement results of two different acrylic nozzles are presented and discussed in the following sections. 
One nozzle has two cylindrical holes, whereas another one has two divergent holes. The corresponding holes have 
identical inclination angles (low I-angle, high I-angle in Figure 2b) but different length to diameter ratios. All the 
measurements are carried out at room temperature.  
 

Low 
I-angle 

Needle    

Gas     

Liquid fuel  

a)  

b)  

a)  b)   

High  
I-angle 
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Results and discussion 
Figure 4 shows typical images taken during the measurements while injecting into an air-filled environment. A nozzle 
with two cylindrical holes was used for this case.  The operating conditions for these measurements were as follows: 
injection pressure – 100 bar, back pressure – 1bar. On the first image (Figure 4a), the needle is closed and one 
can see stagnant residual air bubbles inside the nozzle holes as well as inside the sac volume. The succeeding 
image Figure 4b is taken during the needle opening phase. The needle lift at this time is still low and as a result, 
highly turbulent flow occurs inside the nozzle. The holes are filled with gas and one can observe gas pockets, which 
extend from the nozzle holes and reach the needle. This phenomenon was also observed by Gilles-Birth et al. [10]. 
It is commonly attributed to strong vorticities in the flow field, which result in a radial pressure drop from the wall to 
the middle of the hole. In addition, the residual air inside the sac volume is being forced out by the build-up of the 
liquid flow as can be observed in Figure 4b. The next two images (Figure 4c,d) reveal that the developed cavitation 
structures inside the nozzle holes maintain their shapes during the steady maximum lift needle position. As it can 
be seen, cavitation is not formed in the needle seat area. Rather, the cavitation starts at the sharp inlet edges of 
the nozzle holes. According to the terminology used in [16], ‘partial supercavitation’ is observed during this stage. 

It is obvious that the inclination of the nozzle holes affects the location and structure of the in-nozzle cavitation 
during the steady-state phase of the injection (Figure 4c,d). From the flow point of view, the liquid flow undergoes 
deflection while it enters the nozzle holes. The flow deflection angle determines the onset of cavitation. In fact, a 
greater flow deflection angle leads to a higher pressure drop. This, in turn, leads to the cavitation and release of air 
induced by the nozzle geometry. Therefore, the cavitation is dominant on the right side of both nozzle holes. 
Figure 4e represents the nozzle flow during the closing phase of the needle. The amount of cavitation is increased 
in comparison to the quasi steady state of injection (Figure 4c,d) due to the increased nozzle flow turbulence caused 
by the needle motion. After the needle has completely closed (Figure 4f), significant amount of gas remains inside 
the nozzle holes and some gas amount is drawn into the sac volume, which is observed in the form of large bubbles.   
 

    
              t0             t0 + 0.066 ms                t0 + 0.6 ms 

   
           t0 + 1 ms              t0 + 1.3 ms                t0 + 1.6 ms 

Figure 4. In-nozzle transient gas structures during an injection   
 

Injection into air and fuel   

In the following, we present the internal flow data focusing on the nozzle holes as highlighted by two rectangles in 
Figure 4a. As mentioned in the previous section, experiments were performed injecting fuel into both air and fuel 
environments at 1 bar backpressure in order to evaluate the impact of outside air entrained into the nozzle holes. 
Figure 5 shows exemplary single images before the injection and the probability of cavitation occurrence (calculated 
during the quasi steady phase of the injection according to Eq. 1) inside the holes in false color. As we see on the 
single images for the case of injection into liquid, no air bubbles are observed inside the nozzle holes before the 
injection phase.  
 

𝑃 =
∑ 𝑝𝑖
𝑁
𝑖=1

𝑁
 (1) 

The average images for injection into liquid and gas exhibit a high similarity meaning that the air entrainment inside 
the holes is negligible at least during the steady-state injection phase evaluated here. Further internal flow 
measurements are carried out by injection into the liquid environment.   

a)  b)  c)  

d) e)  f)  
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Figure 5. Comparison of injection into air and liquid fuel environment  
 
Effect of backpressure  

Figure 6 shows the development of cavitation for the nozzle with cylindrical holes against different backpressure 
levels. The injection pressure for these measurements was maintained at 100 bar. Only one nozzle hole (low I-
angle) is presented in the pictures. The time gap between the sequential images is 8.3 µs. As can be observed, the 
gas structure inside the holes maintain their shape for the case of 1 bar backpressure, while rapid changes are 
seen for the higher backpressure conditions. The cavitation fraction seems to fluctuate and the rate of fluctuation 
tends to depend on the backpressure applied. The corresponding cavitation probability as well as the level and 
region of fluctuation in the images are presented on the right of Figure 6. The cavitation probability is calculated 
according to Eq. 1; the fluctuation information is calculated based on the corresponding to steady-state injection 
phase (135 images) according to Eq. 2. Fluctuations are low where cavitation is almost always present and that the 
level of fluctuation is increased for higher backpressures. The region of cavitation fluctuation occupies a larger area 
for increasing backpressure. Possible reasons for this scenario could be that the cavitation film is thicker for lower 
backpressures. Due to the line-of-sight nature of shadowgraph imaging, the fluctuation can be observed only on 
the outer sides of the film. For higher backpressure, however, the cavitation film is thinner. Thus, the observable 
fluctuation area is larger. In addition, shear cavitation, which forms inside the counterbore, is inhibited for increased 
backpressure conditions to a high extent.  
 

𝑅𝑀𝑆𝐷 = √
∑ (𝑝𝑖 − 𝑝𝑖̅)

2𝑁
𝑖=1

𝑁
 

 
(2) 

 

 

Figure 6. Cavitation under different backpressure levels during steady-state injection phase (cylindrical hole). Injection 
pressure – 100 bar.  
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Figure 7 shows the cavitation behavior in the nozzle with divergent holes under the same boundary conditions as 
Figure 6. From line-of-sight imaging, the holes appear to be relatively more affected by cavitation. From the 
sequential raw images, it can be observed that the fluctuations of the cavitation again increase with rising 
backpressure levels, although the cavitation seems to be more resistant against backpressure than for the case of 
cylindrical holes. Based on the mean images, it can be noticed that the average cavitation distribution and intensity 
is hardly changed for higher backpressures. There is also a relatively small change in the level and region of 
cavitation fluctuations. Evidentially, the divergent holes induce significantly higher levels of cavitation. The shear 
cavitation inside the counterbore, in turn, is also inhibited by increasing backpressures, but to a smaller degree than 
for cylindrical holes.  
 

 

Figure 7. Cavitation under different backpressure levels during steady-state injection phase (divergent hole). Injection 
pressure – 100 bar.    

 
In the following, the transient behavior of cavitation inside the nozzle holes under different backpressure conditions 
is analyzed and presented. Each nozzle image is cropped and rotated to obtain a vertical nozzle hole image for 
further analysis (see Figure 5). As a next step, the image is binarized by a fixed threshold in order to extract the 
cavitation contour and corresponding cavitation area in each nozzle hole. These 2D cavitation area changes are 
then tracked as shown in Figure 8. Afterwards, the resulting projected cavitation data is plotted over time. Figure 9 
shows typical cavitating behavior of two cylindrical holes (low and high I-angle) over time after start of energization 
(SOE) for the case of back pressure of 7 bar. The data that corresponds to the quasi steady state of the injection is 
used for further evaluation. Within this quasi steady-state interval, the cavitation data is fitted with to a third order 
polynomial that is then subtracted from the data. This procedure is used to remove the long-term evolution of the 
cavitation pattern, while conserving all fast fluctuations for further Fast Fourier Transformation (FFT) analysis. 
However, before the FFT is applied, the data is multiplied by a Tukey windowing function in order to minimize 
spectral leakage. Figure 10 shows the result obtained by FFT transform for the measurement data depicted in 
Figure 9. Based on the FFT result, the dominant frequencies (depicted as ‘peaks’ in Figure 10) that correspond to 
the fluctuations of cavitation during the steady-state injection phase can be found. It should be kept in mind that the 
maximum frequency that can be recognized is determined by the Nyquist-Shannon sampling theorem and is 60 kHz 
for the frame rate used for the measurements.  
 

 
                     t1              t1+8.3µs  

Figure 8. Tracking of projected cavitation structures for two sequential images (cylindrical holes). Injection pressure – 100 bar, 
back pressure – 7 bar.  

 

Low I-angle Low I-angle 
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Figure 9. Projected cavitation area over time (cylindrical holes). Injection pressure – 100 bar, backpressure – 7 bar.   
 

 

Figure 10. Spectral amplitude over frequency (cylindrical holes). Injection pressure – 100 bar, backpressure – 7 bar.  
 

This procedure was performed for each backpressure condition and nozzle type. The results are combined and 
shown in Figure 11, where the dominant frequencies of cavitation fluctuations are depicted over the corresponding 
backpressure levels for each nozzle type and nozzle hole. For backpressures below 3 bar, no distinct dominant 
frequencies can be found; as a result, the lines on the graph start at 3 bar and continue up to 7 bar. Due to the fact 
that the experimental technique is based on the transmitted light principle, the cavitation analysis was performed 
for cavitation changes projected in 2D image plane over the injection process. It can be observed that the 
backpressure influences the frequency of cavitation fluctuations to a high extent for all nozzle holes measured. This 
graph confirms that divergent holes provide more robust cavitation structures (lower frequencies of cavitation 
fluctuations for the corresponding holes) than cylindrical ones. It can be observed that the holes under the low 
inclination angles are found to be subjected to cavitation fluctuations of higher frequencies than the holes under 
high inclination angles.  
It is known that elevated backpressure inhibits the cavitation appearance [17]. Thus, the cavitation structures that 
appear, for instance, at the highly transient needle opening phase have more potential to collapse for higher back 
pressures. These collapses in turn generate pressure waves, which result in high pressure oscillations inside the 
nozzle and lead to cavitation instabilities. Further detailed theoretical interpretation of the observed cavitation 
fluctuations, however, would have to be performed as a continuation of this experimental study. Furthermore, the 
analysis and discussions of transient effects at the beginning and end of injection is to be carried out.  
 

   

Figure 11. Dominant frequency of cavitation fluctuations vs. backpressure.  
 
Conclusions 
In this work, the internal cavitation behavior was visualized by means of optically accessible GDI nozzles and high-
speed shadowgraphy. The detailed analysis of the transient cavitation characteristics was possible due to high 
temporal and spatial resolution of the images. The ambiguity between cavitation and ambient air drawn inside the 
nozzle holes was resolved by injecting into liquid fuel environment. The influence of drawn air was found to be 

Steady-state  

Peak Peak 

Steady-state  
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negligible during the steady-state injection phase for the nozzle configuration used for this work. In addition, the 
cavitation behavior was investigated at elevated backpressures. It was found that the cavitation tends to fluctuate 
and the intensity of fluctuations is highly dependent on the backpressure being applied. It was shown that the 
divergent holes form cavitation structures that are more sustainable at elevated backpressure levels. The holes at 
low inclination angles, in turn, are subjected to higher fluctuations of cavitation.   
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Nomenclature 
𝑝𝑖 intensity of a, ‘i’ pixel [-] 
𝑝𝑖̅ average intensity of ‘i’ pixel over the steady-state phase of an injection [-]  
N number of samples in a dataset [-] 
𝑃 Probability [-]  
𝑅𝑀𝑆𝐷 Root-mean-square deviation [-]  
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Abstract 
A more or less real size three hole (0.1 mm diameter) transparent injection nozzle was made with 120° between 
the orifices and an inclination of 20° to the injector axis. The geometry is similar to that of a multi hole GDI 
injector. Experiments are performed using n-pentane and -methyl-naphtalene mixtures in varying composition. 
The flow in the orifices is observed under submerged injection conditions from downstream looking in direction of 
the injector using a beam splitter plate for illumination with the light from a Minilite NdYag laser that was made 
incoherent by fluorescence in a cuvette filled with a dilute rhodamine-ethanol mixture. The images show the 
appearance of cavitation depending on the cavitation number as well as on the composition of the mixture. The 
behaviour is not what can be expected from equilibrium thermodynamics. Due to the transient nature of the flow 
the n-pentane concentration cannot attain the equilibrium value one would expect and cavitation occurs at higher 
cavitation values. Diffusion appears to play a role in the onset appearance of cavitation for binary mixtures. 

Keywords 
Binary cavitation, real size transparent nozzle, fuel injection. 

Introduction 
The internal flow of gasoline direct injection nozzles has been investigated in the last years intensively. X-ray 
phase contrast imaging [1] allows visualizing the density gradients in the nozzle orifices of aluminium nozzles 
using very short high energy x-ray pulses from the APS Electron Storage Ring, Argonne National Laboratory. 
These images have shown that the flow can show hydraulic flip and cavitation in real size geometries. These 
results corroborate the results obtained in large scaled up transparent acrylic models of GDI multi-hole injectors, 
[2]. Characteristic for multi-hole injectors is the small length to diameter ratio of the orifices. The counter bore with 
a larger diameter does not have a direct contact with the fluid, [1] and is therefore mainly important for reducing 
the L/D ratio. Already in the early work with cavitating nozzles Lichtarowicz [3] noted “The function of the orifice 
bore, which must be at least one diameter long, is to stabilize the cavitation bubble. If the bore length is 
insufficient and the orifice tends to be a plate orifice cavitation occurs in bursts.” This result is found in new results 
for GDI nozzles [4] that show flapping in timescales “in the order of a hundredth of a millisecond “. In the case of 
longer orifices the length of the cavitation zone in the orifice also fluctuates [5] with frequencies of about 29 kHz. 
Therefore, when taking instantaneous images of cavitation there will be large scatter of the cavitation length within 
the nozzle. There have been some real size transparent nozzles for Diesel injector geometries, e.g. [6-8]. 
However, the geometry of multi-hole GDI injectors is more complex and what is more demanding is that gasoline 
is an aggressive medium for acrylics. This is more so when ethanol is contained in the fuel. Therefore, 
transparent nozzles for gasoline fuels have to be made of glass. To date no real size transparent nozzle for GDI 
multi-hole injectors is known to the authors. This is why measurable spray and nozzle properties are compared 
with the results of CFD simulations, e.g. [9,10]. Glass is a material that imposes limitations to the length to 
diameter ratio that can be achieved. Due to the brittleness of glass very short nozzles would require some kind of 
support as was done by [6] for acrylic nozzles for diesel injection. In the present paper a first step to develop a 
nozzle type and methodology that allows to study real size GDI nozzle flow. The length of the orifices in the 
present case is not yet realistic. 

Gasoline fuels are never pure liquids except for a few comparison tests. They are composed of many different 
components that have a large range of fuel properties. The most important one for cavitation in the orifices of 
injectors is the vapour pressure. In the case of a mixture of pure liquids an equilibrium boiling line can be derived 
using thermodynamics. In mixture thermodynamics the concentration of each component is calculated for each 
phase. Except for azeotropic mixtures it does not have the same value in each phase. This is the basis for 
distillation. However, the flow in the orifices of injection nozzles is a very transient process and there is no time for 
establishing equilibrium. This is the basic question behind this work.
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Material and methods 
The core of the work presented here is the development of a transparent multi-hole real size nozzle similar to a 
gasoline direct injection (GDI) nozzle. There have been various concepts for transparent nozzles [e.g. 11,12], they 
have in common that they use acrylics as a nozzle material. This material can be used when looking into diesel 
injection nozzles, however is has the drawback that when using ethanol as a fuel, the nozzle will only survive a 
couple of injections. Many of the modern gasoline blends contain ethanol and other components that will sooner 
or later damage the nozzle. Therefore, glass was chosen as a material for the nozzle. Glass is a material that 
requires a completely different handling than acrylics. Most of the work was performed on a diamond wire saw 
controlled with a microscope coupled to a CCD camera. 

 
Figure 1. side view and top view of the glass nozzle. It is composed of three rhombic slides of glass each with one orifice. 

 

Once the three rhombic slides, Figure 1 had been cut they were polished and then glued onto a diesel injector 
which had been ground down to the tip of the needle as can be seen on Figure 2. The first crucial part of this 
procedure is the positioning of the three rhombi relative to shortened sac hole of the injector, which is performed 
under a binocular microscope. The second difficulty was placing minute amounts of epoxy glue between the 
rhombi using a needle tip to seal the contact lines between them. Capillary forces let the glue flow into the thin 
crevice between the rhombi and form a smooth surface. Once the right position and amount of glue had been 
achieved the whole injector was put in an oven for curing the epoxy glue, after many trials. 

 
Figure 2. side view of the tip of the injector with the glass nozzle each with one orifice. 

 
Figure 3 shows the experimental set-up. The injector tip is inserted into the injection chamber and pressed to seal 
the system. The fuel is filled by gravity into the not yet pressurized reservoir, then the appropriate valves are 
closed and the reservoir is pressurized using nitrogen from a bottle. A Bourdon pressure gauge is used to preset 
the injection pressure. Both the pressure histories of injection and back pressure are measured using Kistler 
absolute pressure sensors attached to the corresponding bridge amplifiers. Both these signals as well as the 
trigger signals for the Nd-YAG pulse laser are recorded simultaneously on a LeCroy digital oscilloscope, not 
shown here. This allows measuring the exact pressure levels present at every instant of image acquisition. The 
images are recorded at 14 images per second. The camera delivers the appropriate trigger signals and is started 
with the same signal that opens the magnetic valve that starts the injection. The back pressure can be preset 
using compressed air but usually it starts at atmospheric pressure and due to the displacement of air in the 
injection chamber by the injected fuel the air contained in the compression vessel is compressed. This leads to a 
slow variation of back pressure whilst the injection pressure remains constant. Every new run will give a series of 
images for an increasing back pressure and therefore cavitation number. 
 

Injector body 

needle

orifice 

Sac hole 

Glass nozzle 
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Figure 3. Schematic diagram of the experimental set-up. 

 

The optical set-up results from the nozzle geometry and the limited depth of field of microscopic imaging. It is not 
possible to image all the orifices with an acceptable resolution when looking from the side as has been previously 
done for single orifices or for orifices that are aligned in one plane, see e.g. [13]. Here, a different approach was 
chosen. Both the top surface of the injector on which the nozzle is glued as well as the tip of the injector needle 
has been polished. This allows illuminating from the downstream side. Simultaneous observation is achieved with 
a beam splitter plate positioned behind the injection chamber window opposite to the injector tip. Figure 4 shows 
four images taken with no flow but a different fuel filling of the injection chamber. The volume fraction 2 of n-

pentane in the mixture with -methyl-naphtalene has been varied. The resulting difference of refractive index 
relative to the refractive index of the glass of the nozzle is shown above each image. 
On Figure 4 various observations can be made. First one sees the polished but scratched metallic surface of the 
tip of the injector body and the needle tip. We decided to leave the scratches since they allow a simple focusing 
on the plane of the orifice inlets. The second obvious features are the glue joints between the rhombi that 
compose the nozzle. They appear dark due to the strong refractive index mismatch relative to the glass. The inner 
dark circle is the shadow of the sac hole on the needle. One can also see that the needle is at different rotation 
angles using e.g. the scratches or a dark feature at the rim. However, the most important features are the nozzle 
orifices. They can be clearly seen on image a). There are to be some dark shadows on the image of the orifices in 
this case. The refractive index mismatch between the glass and the fluid causes reflections and refractions at the 
interface leading to these intensity modulations. With decreasing volume fraction of n-pentane in the mixture the 
refractive index increases. In the case of image c) there is a match between the fluid and the glass. The orifices 
seem to disappear. In the case d) where the index of the fluid is higher than that of the glass the spurious 
reflections disappear. It requires some practice and comparison with these images with no flow to distinguish the 
reflections from cavitation voids. One can also observe that the orifice inlets are sharply imaged whereas the 
outlets are out of focus. This is due to the limited depth of field of the microscope objective that was used, about 
0.3 mm. It is a compromise between depth of field, optical resolution, optical sensitivity and working distance. It 
has a working distance of 50 mm, which may appear large but keep in mind that a beam splitter plate and the 
injection chamber with its window are installed between the nozzle and the front lens of the objective. Its aperture 
gives both a good resolution and a moderate depth of field. However, even with a fully open aperture and the 
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Figure 4. Optical image quality depending on the volume fraction 2 of n-pentane in the mixture with -methyl-naphtalene, the 
dark circle in the middle is the shadow of the sac hole of 1.2 mm in diameter 

 

sensitivity is relatively low also due to the illumination from the view direction. This is the reason for the use of a 
more energetic pulsed light source. For back lit images LEDs or a Nanolite flash lamp are sufficient, see [e.g. 
13,14]. Here, a frequency doubled Nd-YAG laser, MiniLite is used. To get rid of the coherence the laser light it is 
pointed at a small cuvette with a dilute solution of Rhodamine in ethanol. The fluorescence light from the 
fluorophore is collected with lenses at right angle to the incidence direction of the laser light and focused onto a 
plastic optical fibre, not shown on Figure 3. The other end of the fibre is the incoherent pulsed light source with 
5ns pulse width and sufficient energy to modulate the images. Due to the fluorescence the peak intensity is at 
wavelength of 590 nm vs. 532 nm of the laser. 
Table 1 shows a list of the properties of the binary mixtures used for the experiments. Also two vapour pressure 
values are included; one based on an ideal mixture and one using a molecular simulation model 
(COSMOThermX). The later value is used to calculate the cavitation number for each image acquired since little 
data is available on this binary mixture. Here the definition of the cavitation number introduced by Bergwerk [15] is 
used: 
 

Ca = (pinj-pch)/(pch-pvm). (1) 

 
 

a) n=1.454   2=0.64   △nrel=-0.036    b) n=1.474   2=0.58   △nrel=-0,0 23 

c) n=1.509   2=0.45   △nrel= 0         d) n=1.522   2=0.4   △nrel=0.0009 
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Table 1. List of the binary mixtures of n-pentane with -methyl-naphtalene used for the experiments . 

Refractive index 
measured: n 

Volume fraction 
n-pentane: 2 

Vapor pressure: pvi 
Ideal mixture [hPa] 

Vapor pressure: pvm 
Molecular simulation [hPa] 

1.454 0.65 386.2 431.1 
1.474 0.58 354.1 409.8 
1.509 0.45 281.9 357.8 
1.522 0.4 253.1 334.4 

 
Results and discussion 
Every experiment is initiated by opening of the magnetic valve. It last for 2 to 3 seconds giving a sequence of 30 
to 40 images with increasing cavitation number. Once the image and oscilloscope data have been stored a next 
run can be initiated provided there is still enough fuel in the pressurized reservoir. Due to the way the nozzle has 
been produced and to the wish of having complete sets of data for all mixtures before the nozzle breaks the 
maximum injection pressure used up to now has been limited to ca. 1.5 MPa. This is however sufficient to cover a 
range of cavitation numbers which are characteristic for the onset and extent of cavitation to the orifice exit. At 
much higher cavitation numbers there a few visible differences in the nozzle flow; cavitation always reaches up to 
the exit of of the orifice, i.e. supercavitation. Figure 5 shows exemplarily four images taken from one run with 
increasing chamber pressure, constant injection pressure and thus a variation of the cavitation number. One can 
see that the cavitation behaviour is different for all three orifices. This is due to the differences of the inlet corner 
of each orifice. Glass has the disadvantage that it can chip and standard microscope images with a large 
magnification have shown that the left orifice inlet is chipped. This disturbance promotes cavitation. The right 
orifice is also slightly chipped whereas the middle one has a smooth edge. It is not oriented to the injector axis. 
The other orifices also show a deviation from symmetry. The nozzle is “handmade”. This is occurs however also 
in series injectors.  

 
Figure 5. Development of cavitation during a run for a volume fraction of n-pentane 2=0.58, an injection pressure pinj=1.42MPa 

and a relative index of refraction △nrel=-0,023, the cavitation length shown is for the left orifice. 

a) pch = 0.11 MPa   Ca = 17.87  Lca/Lno = 1  b) pch = 0.16 MPa   Ca = 10.5  Lca/Lno  = 0.68 

c) pch = 0.22 MPa   Ca = 6.7  Lca/Lno = 0.17  d) pch = 0.31 MPa   Ca = 4.2    Lca/Lno  = 0 
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In the following the length of the cavitation voids normalized with the orifice length Lca/Lno will be discussed. In the 
plots each point corresponds to one image and the orifice on the left of the images in figure 5. Firstly, we look at 
the dependence on the injection pressure shown in Figure 6. 

 
Figure 6. Normalized cavitation length vs. cavitation number for different injection pressures for a mixture with a volume fraction 

of n-pentane 2=0.45. 
 

When comparing these results with those for pure liquids [4] the transition of the length of the cavitation voids 
from a localized area near the inlet of the orifice to supercavitating conditions occurs over a larger span of 
cavitation numbers. The results for pure n-pentane would range from 3 to 10 independent of the inlet radius. Here 
it is almost doubled. 
It is therefore interesting to look at the dependence of cavitation length for the same injection conditions but for a 
variation of composition shown in Figure 7. The behaviour of the mixture with the highest n-pentane content 
comes close to what had been found in [4] for pure n-pentane. With decreasing n-pentane content however the 
extent of cavitation decreases rapidly. Please bear in mind that the dependence on vapour pressure of the 
cavitation number has been taken into account by using the vapour pressure of the corresponding mixture. 
Obviously something is happening here which can not be accounted for by equilibrium thermodynamics. The 
resulting hypothesis is that a concentration gradient of n-pentane appears in the liquid at the interface to the void 
because n-pentane evaporates at the interface, the aromatic component has a much lower vapour pressure and 
fugacity. Therefore the concentration of n-pentane is reduced and diffusion is now limiting since is a relatively 
slow process. One could argue that the length scales are small. However, the transit time of the liquid through the 
nozzle is very short also, a few microseconds, and even shorter near the inlet. This could explain why with 
reduced n-pentane volume fraction in the liquid the voids do not grow to the same extent. 
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Figure 7. Normalized cavitation length vs. cavitation number for different for various mixtures (volume fraction of n-pentane 2) 
at an injection pressure of about 1.5MPa. 

 
 
Conclusions 
 
The main conclusion of this paper is that nozzle cavitation depends strongly on the concentration of the 
components with higher vapour pressure of a mixture. A thermodynamic equilibrium of the concentration of each 
component at the interface between the phases is not reached within the nozzle. 
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Nomenclature 
Ca cavitation number 
Lca length of cavitation zone in the orifice 
Lno orifice length 
n refractive index [-] 
nfl refractive index of fluid mixture [- ] 
ngl refractive index of glass of the nozzle [-] 

△nrel = (nfl-ngl)/ngl, relative difference in refractive index between fluid and glass [-] 
pinj injection pressure [Pa] 
pch chamber or back pressure [Pa] 
pvm vapour pressure from molecular simulations[Pa] 
pvi ideal mixture vapour pressure [Pa] 
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Abstract 
The paper presents recent approaches to the modelling of heating and evaporation of automotive fuel droplets with 
application to biodiesel, diesel, gasoline, and blended fuels in conditions representative of internal combustion 
engines. The evolutions of droplet radii and temperatures for gasoline, diesel, and a broad range of biodiesel fuels 
and their selective diesel fuel blends have been predicted using the Discrete Component model (DCM). These 
mixtures combine up to 112 components of hydrocarbons and methyl esters. The results are compared with the 
predictions of the case when blended diesel-biodiesel fuel are represented by pure fossil and biodiesel fuels. In 
contrast to previous studies, it is shown that droplet evaporation time and surface temperature predicted for 100% 
biodiesel (B100) are not always close to those predicted for pure diesel fuel. Also, the previously introduced Multi-
Dimensional Quasi-Discrete model and its application to these fuels and their mixtures are discussed. The previous 
application of this model has resulted in up to 96% reduction in CPU time compared to the case when all fuel 
components are considered using the DCM. 

Keywords 
Biodiesel, Diesel, Fuel droplet, Fuel blends, Gasoline 

Introduction 
There have been several attempts to simulate fuel droplets heating and evaporation. These have been either based 
on the analysis of individual components, the discrete component model (DCM) [1–3], or on the probabilistic 
analysis of a large number of components (the continuous thermodynamics [4–6] and the distillation curve ([7–9] 
models]. In most studies, several simplifying assumptions have been made, e.g. species inside droplets mix 
infinitely quickly (infinite diffusivity (ID) model) or do not mix at all (the single component (SC) model). Also, the 
temperature gradients inside droplets have been ignored in most cases with the assumption that the liquid thermal 
conductivity is infinitely large (infinite thermal conductivity (ITC) model). This paper will present our recent 
approaches to address these gaps in literature. 
Based on recent research findings (e.g. [3,10–13]), the drawbacks in modelling fuel droplets heating and 
evaporation processes (computationally expensive models, ignoring temperature gradient and transient species 
diffusion) are partially addressed using the MDQD model. This paper summarises some comparisons between the 
results, referring to fuel droplet evaporation times and time evolution of droplet surface temperatures and radii, 
predicted by the previously suggested simplified models, the recently developed version of the DCM and the multi-
dimensional quasi-discrete model (MDQDM) [14–16]. The latter two models take into account the recirculation, 
temperature gradient, and diffusion of species inside the droplets, based on the Effective Thermal Conductivity and 
Effective Diffusivity (ETC/ED) models. 
In the following section (Models), the main principles of the DCM and MDQDM are summarised. The results of 
using these models for the analysis of heating and evaporation of biodiesel, diesel and gasoline fuel droplets, and 
their blends are reviewed in the Sections: Biodiesel fuel droplets, Diesel Fuel Droplets, Gasoline fuel droplets, and 
Blended diesel-biodiesel fuel droplets, respectively. The impact of in-cylinder conditions on these fuel droplets’ 

lifetimes are presented in the Section of ‘Impact of in-cylinder conditions’. The results are summarised in the Section 
of Conclusions.  

Models 
In the case of small number of components (e.g. biodiesel fuels), DCM approach (described in [2,10,13,17]) is easily 
implemented, where the number of components (up to 14 components) are relatively small. In the DCM analyses, 
we assume that droplets are spherically symmetric but temperature gradients and species diffusions in the liquid 
phase and the effect of internal recirculation due to relative velocity between ambient gas and droplets are all 
accounted for, using the Effective Thermal Conductivity and Effective Diffusivity (ETC/ED) models.  
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In the cases of diesel, gasoline, and diesel-biodiesel blended fuels, the MDQDM approach, in which the actual 
composition of fuel is reduced to a much smaller number of representative components/quasi-components (C/QC), 
is used. These components/quasi-components are formed within groups of components (e.g. 9 groups of diesel 
fuel species, 6 groups of gasoline fuel species, and 4 groups of FAME (Fatty Acid Methyl Ester) biodiesel fuel 
species). Some components within groups form quasi-components, while other components are considered 
separately described as characteristic components. Thus, a mixture of components/quasi-components (C/QC) is 
formed in such a way that molar fractions of these C/QC are as close as possible (for further details about this 
approach, see [12,14–16]).  
We assume droplets with several initial homogeneous temperatures and radii within the ranges of 300-360 K and 
10-15 μm, respectively, are moving through air at relative velocities of Ud= 0-35 m/s, under ambient temperatures 
and pressures of 500-800 K and 5-50 bar, respectively.  
The verification of the selected droplet SMD and velocities have been made using ANSYS-Fluent 17.2 simulation; 
typical examples of which are shown in Figures 1 and 2 using realizable k-ε model and air-blast atomizer for 
injection.  
 

 

Figure 1. SMD and droplets distribution of a diesel fuel spray in conditions averaged from those presented in this paper, 
showing the contour gradient of SMD (a) and space distribution (b), produced using ANSYS-Fluent 17.2. 

 

  

Figure 2. Droplets velocity gradient (a) and turbulence intensity (b) of diesel fuel spray in conditions averaged from those 
presented in this paper, produced using ANSYS-Fluent 17.2. 

 
Biodiesel fuel droplets  
The interest in biodiesel fuels has been mainly stimulated by depletion of fossil fuels and the need to reduce 
emissions that contribute toward climate change [18]. Biodiesel fuel can be blended with fossil fuels and used in 
many different concentrations. For instance, a mixture of 95% diesel and 5% biodiesel (B5) fuel can be called diesel 
fuel, with no separate labelling required at the pump [19]. Hence, it is essential to investigate the validity of this 
assumption based on estimated droplets lifetimes of both, fossil and its FAME biodiesel blended, fuels.  

a b 

b a 
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Both, the DCM and MDQDM, approaches are applied to 22 types of FAME biodiesel fuel droplets. These methyl 
esters are: tallow (TME), lard (LME), butter (BME), coconut (CME), palm kernel (PMK), palm (PME), safflower 
(SFE), peanut (PTE), cottonseed (CSE), corn (CNE), sunflower (SNE), soybean (SME), rapeseed (RME), linseed 
(LNE), tung (TGE), hemp-oil, produced from hemp seed oil in the Ukraine (HME1), hemp-oil, produced in European 
Union (HME2), canola (CAN), waste cooking-oil (WCO), yellow grease oil (YME), camelina (CML), and jatropha 
(JME). A typical example of applying the MDQDM to FAME biodiesel fuel is shown for waste cooking oil (WCO) 
methyl esters in Figure 3; in which 14 methyl esters of the fuel are reduced to 5, 4 and 3 C/QC [20]. 
 

 
Figure 3. The plots of droplet surface temperatures (𝑇𝑠) and radii (𝑅𝑑) versus time for various WCO fuel using the MDQDM. The 
initial droplet radius and temperature were 10 µm and 350 K respectively. The ambient gas temperature and pressure were 800 

K and 30 bar respectively. The droplet was moving at constant velocity 10 m/s in still air. 

 
As can be seen from Figure 3, replacing the full composition of WCO methyl esters with 5, 4 and 3 C/QC produces 
almost identical plots for the evolutions of 𝑇𝑠 and 𝑅𝑑. The predicted errors in estimating 𝑇𝑠 evolutions of these C/QC 
approximations compared to those for 14 components are less than about 2%, while the same errors for the 
prediction of droplet lifetimes are less than about 1.8%. Hence, there is no noticeable reduction in the accuracy of 
predicting the droplet lifetimes or surface temperatures due to the implementation of the MDQD model. At the same 
time, using the MDQD model improves computational efficiency significantly. For B100 WCO, the MDQD model 
resulted in a reduction of up to 96% in computational time compared with the case when the original 14 components 
are considered using the DCM.  
 
Diesel fuel droplets  
The plots of typical evolutions of droplet surface temperatures 𝑇𝑠 and radii 𝑅𝑑 versus time for diesel fuel droplet as 
predicted by the DCM and MDQDM approaches, accounting for the contributions of all 98 components, are shown 
in Figure 4. The plots in this figure illustrate 4 cases as presented in [14,15]: the contributions of all 98 components 
are taken into account using the DCM (labelled as “(98)”); the contributions of only 20 alkane components are taken 
into account using the ID/ITC model (following the approximation used in [21,22]) (labelled “(20A)”); the 
contributions of all 98 components are approximated by 15 C/QC using the MDQDM; and the contribution of only 
n-dodecane is taken into account using the SC model. As can be seen from this figure, the approximation of Diesel 
fuel by classical approaches, such as 20 alkane components, SC (e.g. n-dodecane), ITC and ID models, lead to 
under-estimation of droplet evaporation time by up to 50%, which are not acceptable in many engineering 
applications. At the same time, the approximation of 98 components of Diesel fuel by 15 C/QC leads to acceptable 
prediction of less than 3% error compared to the droplet lifetime predicted by the DCM, which can be acceptable in 
most applications.  
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Figure 4. The plots of 𝑇𝑠 and 𝑅𝑑 versus time for a diesel fuel droplets, predicted using the MDQDM (indicated as15), 

SC/ETC/ED model (indicated as S, SA and dodecane), ITC/ID model (indicated as 20A), and DCM (indicated as 98). The 
droplet of 12.66 µm initial radius and 360 K temperature is moving at 10m/s in still air of pressure and temperature equal to 32 

bar and 700 K, respectively. 

 
Using the MDQD model (shown in Figure 4) has contributed to reducing the CPU time to 1/6th compared with the 
model considering the contributions of all 98 components, as shown in Figure 5. 

 

 
Figure 5. The plot of CPU time required for calculations of stationary diesel fuel droplet heating and evaporation for Intel Xeon 

(core duo) E8400, 2 GHz and 3 GB RAM for 1 μs time-step. 
 

 
Gasoline fuel droplets  
The evolutions of the droplet surface temperatures 𝑇𝑠 and radii 𝑅𝑑 versus time for gasoline FACE C fuel are 
presented in Figure 6. In this figure, four cases have been examined [16]: (1) the contributions of all 20 components 
are taken into account using the DCM (indicated as ME); (2) the contributions of 20 components are  taken into 
account, but represented by 6 C/QC using the MDQDM (indicated as 6); (3) the thermodynamic and transport 
properties of 20 components are averaged to form a single component and temperature gradient is ignored (SC 
and ITC models) (indicated as SI); and  (4) the ITC model in which gasoline fuel is approximated with iso-octane 
(indicated as IO) is used. As one can see from this figure, the errors in droplet lifetimes predicted by the classical 
approaches, such as SI, IO, or MI models, are up to about 68%, which cannot be tolerated in any engineering 
application. However, the errors in droplet surface temperatures and evaporation times predicted by the MDQDM 
using 6 QC/C are 0.8% and 6.6%, respectively, which can be tolerated in many applications. 
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Figure 6. The plots of 𝑇𝑠 and 𝑅𝑑 versus time for gasoline fuel droplets, predicted using the MDQDM (indicated as 6), SC/IT/ID 
model (indicated as SI), SC/ET/ED model (indicated as IO), and DCM (indicated as 20). The droplet with initial radius 12 µm and 

initial temperature 296 K is assumed to be moving with relative velocity 24 m/s in air. Ambient pressure and temperature are 
equal to 0.9 MPa and 545 K respectively.  

 

The use of the MDQDM (shown in Figure 6) has contributed to significant increase of CPU efficiency by reducing 
70% of the CPU time spent to run the DCM for the same fuel (See Figure 7). 
 

 

Figure 7. The plot of CPU time required for calculations of stationary gasoline fuel droplet heating and evaporation for Intel Xeon 
(core duo) E8400, 2 GHz and 3 GB RAM for 1 μs time-step. 

 
Blended diesel-biodiesel fuel droplets 
The blended fuel droplet heating and evaporation for diesel-biodiesel fuels and their blends, taking into account the 
contributions of all (up to 114) components of hydrocarbons and methyl esters have been investigated [12]. Both, 
DCM and MDQDM, approaches are considered. As inferred from previous analyses, the blends of all 22 types of 
biodiesel fuel with commercial used diesel fuel in certain conditions like aforementioned are tested (see Figure 8).  
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Figure 8. The plots of 𝑇𝑠 and 𝑅𝑑 versus time predicted by the DCM, for a diesel-BME blended fuel droplets moving at 10 m/s, 
with 12.66 µm initial radius, 360 K initial temperature, and ambient pressure and temperature of 30 bar and 800 K, respectively. 
 
A typical example of the time evolutions of droplet surface temperatures 𝑇𝑠 and radii 𝑅𝑑 of diesel-biodiesel blended 
fuel droplets, using DCM, was given for Butter Methyl Ester (BME) droplets in Figure 8. In this figure, four mixtures 
of diesel-biodiesel fuels were shown; B100 (pure biodiesel fuel), B50 (50% biodiesel and 50% diesel fuels), B20 
(20% biodiesel and 80% diesel fuels) and B5 (5% biodiesel and 95% diesel fuels). 
A typical example of the evolutions of 𝑇𝑠 and 𝑅𝑑 over time for a B5 diesel-biodiesel fuel blend (5% biodiesel and 
95% diesel) droplet is shown in Figure 9. The approximations of the blended fuel of 105 hydrocarbons and methyl 
esters with 25 C/QCs lead to underestimation of droplet lifetime by less than 3.2%. This underestimation increases 
to arrange between 4%-15% for a selection range between 21 to 10 C/QCs, respectively. The errors in predicted 
droplet surface temperatures for all MDQDM approximations were up to 2%. Using the MDQDM for this analysis 
has made significant contribution to the CPU efficiency of the code (See Figure 10). 
 

 

Figure 9. The plots of 𝑇𝑠 and 𝑅𝑑 versus time for various Diesel/SME blends, using the DCM and MDQDM approaches. The initial 
droplet radius is taken equal to 12.66 µm, its axial velocity in still air (assumed constant) and initial temperature are assumed 

equal to 𝑈drop= 10 m/s and 𝑇𝑑 = 360 K, respectively; ambient air (gas) pressure and temperature are assumed equal to 𝑝𝑔 = 32 

bar and 𝑇𝑔 = 700 K, respectively. The data and compositions of these approximations are inferred from [12]. 
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Figure 10. The plot of CPU time required for calculations of droplet heating and evaporation versus the number of C/QCs for B5 
and B50 fuel droplets, using the same parameters as in Figure 8. The specifications of the workstation used were: Z210, Intel 

core, 64-bit, 3.10 GHz and 8 GB RAM.  
 
An example of the impact of using the MDQDM approach on the computational costs among these several 
approximations is illustrated in Figure 10. As can be seen from this figure, approximating 105 components of the 
blended fuel with 17 C/QCs reduces the required CPU time by more than 83% compared with the DCM approach 
considering the contributions of all 105 components. Also, it has been found that the droplet lifetime predicted for 
17 C/QC is about 4% for B50, and 9% for B5, less than that predicted by the model considering the contributions of 
full blended fuel composition (all 105 components). Such an option can ensure a good compromise between CPU 
efficiency of the model and its accuracy when small errors in predicted droplet evaporation times can be tolerated 
for commonly used fuel blends.  
 
Conclusions 
The modelling of the heating and evaporation of multi-component biodiesel, diesel, gasoline, and blended diesel-
biodiesel fuel droplets has been performed using the Discrete Component model (DCM) and the Multi-Dimensional 
Quasi-Discrete Model (MDQDM). It can be concluded that ignoring the effects of species diffusion, temperature 
gradient and recirculation inside droplets can lead to noticeable errors in the predictions of droplet surface 
temperatures and evaporation times. 
The influence of increasing the fraction of biodiesel in the diesel-biodiesel mixture on droplet surface temperature 
and evaporation time is shown to be noticeable, and it needs to be accounted for in engineering modelling. Smaller 
fractions of biodiesel fuel (up to 5%) have very small effects on the evolutions of droplet surface temperatures (𝑇𝑠) 
and radii (𝑅𝑑).  
The application of the models to diesel, gasoline, and several types of biodiesel fuel is investigated. It is shown that 
the errors in the estimated 𝑇𝑠 and 𝑅𝑑  for selected number of components/quasi-components of fuels, using the 
MDQD model, are negligible compared to those predicted by the model considering the contributions of all 
components of these fuels (i.e. using the DCM). For instance, replacing the full composition of WCO methyl esters 
with 5, 4 and 3 C/QC produces almost identical plots for the evolutions of 𝑇𝑠 and 𝑅𝑑. It can be concluded that the 
predictions of the MDQDM are very close to those of the DCM. At the same time, using the MDQDM has resulted 
in a reduction of up to 96% in computational time compared to the cases when the original full compositions of fuels 
are considered using the DCM. 
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Nomenclature  
B# #% biodiesel/Diesel fraction  
BME butter methyl ester 
C/QC components/quasi-components 
CAN canola methyl ester 
CME coconut methyl ester 

CML camelina methyl ester 
CNE corn methyl ester 
CPU central processing unit 
CSE cottonseed methyl ester 
DCM discrete component model 
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ED effective diffusivity  
ETC effective thermal conductivity 
FAME fatty acid methyl ester 
HME1 hemp-oil, Ukrainian hemp seed oil 
HME2 hemp-oil, produced in the European Union 
ID infinite diffusivity 
ITC infinite thermal conductivity 
JME jatropha methyl ester                   
LME lard methyl ester 
LNE linseed methyl ester 
MDQDM  multi-dimensional-quasi-discrete model 
PME palm methyl ester 
PMK palm kernel methyl ester 
PTE peanut methyl ester 
RME rapeseed methyl ester 
SC single component  
SFE safflower methyl ester 
SME soybean methyl ester 

SNE sunflower methyl ester 
TGE tung methyl ester 
TME tallow methyl ester 
WCO waste cooking oil 
YME yellow grass oil methyl ester 
 
Symbols 
𝑝 gas pressure  
𝑅 radius 
𝑇 temperature 
𝑈 velocity 
 
Subscripts 
𝑔 gas 
𝑑 droplet 
𝑠 droplet surface 
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Abstract 
The present study investigates numerically the aerodynamic breakup of Diesel droplets for a wide range of ambient 
pressures encountered in engineering applications relevant to oil burners and internal combustion engines. The 
numerical model solves the Navier-Stokes equations coupled with the Volume of Fluid (VOF) methodology utilized 
for capturing the interface between the liquid and the surrounding gas. An adaptive local grid refinement technique 
is used to increase the accuracy of the numerical results around the interface.  The Weber (We) numbers examined 
are in the range of 14 to 279 which correspond to bag, multimode and sheet-thinning breakup regimes. Model 
results are initially compared against published experimental data and show a good agreement in predicting the 
drop deformation and the different breakup modes. The predicted breakup initiation times for all cases lie within the 
theoretical limits given by empirical correlations based on the We number. Following the model validation, the effect 
of density ratio on the breakup process is examined by varying the gas density (or equivalently the ambient 
pressure), while the We number is kept almost constant equal to 270; ambient gas pressure varies from 1 up to 
146bar and the corresponding density ratios (ε) range from 700 down to 5. Results indicate that the predicted 
breakup mode of sheet-thinning remains unchanged for changing the density ratio. Useful information about the 
instantaneous drag coefficient (Cd) and surface area as functions of the selected non-dimensional time is given. It 
is shown that the density ratio is affecting the drag coefficient, in agreement with previous numerical studies. 
 
Keywords 
Droplet breakup, Diesel, VOF, density ratio, breakup initiation time. 
 
Introduction 
Droplet motion, deformation and breakup are observed in a wide variety of engineering applications such as in the 
injection systems of oil burners and internal combustion engines. Droplet deformation and subsequent breakup are 
caused by aerodynamic forces exerted on the drop by the surrounding gas, while surface tension and viscosity of 
the drop hinder deformation and tend to restore it to a spherical shape. The non-dimensional numbers that account 
for these effects are the Weber (We), Ohnesorge (Oh) and Reynolds (Re) numbers as well as the density (ε) and 
viscosity (N) ratios of the two phases [1]; the timescale used to non-dimensionalise the time is the shear breakup 
timescale [2]. For low Oh numbers (Oh<0.1) the droplet breakup is mainly controlled by the We number and 
according to [1] four different breakup regimes are observed as the We number increases. For We numbers in the 
range of 11 up to 35 the bag breakup mode is encountered during which the drop deforms into a bag resembling 
shape. As the We number is further increased up to 80, the multimode regime starts to appear which is essentially 
a combination of the bag and sheet-thinning modes. In the sheet-thinning breakup mode (80<We<350) a sheet is 
formed at the periphery of the drop, which eventually breaks into ligaments. The final breakup mode is called 
catastrophic (We>350) and according to [1] is attributed to Rayleigh-Taylor and Kelvin-Helmholtz instabilities. 
To the authors’ best knowledge, a limited number of publications exist in the open literature regarding the 
experiments of droplet breakup utilizing Diesel as test fluid, which is the subject of the present work. The work of 
[3] investigated the breakup of Diesel droplets for We numbers ranging from 14 up to 10000 and Oh number equal 
to 0.027. They produced photographic sequences of the breakup process and measured the breakup time and 
deformation. The series of works [4-6] have also examined Diesel fuel for conditions of We=56-532, Re=509-8088, 
Oh=0.038-0.065 and ε=79-700, corresponding to three breakup regimes, i.e. bag, sheet-thinning and catastrophic. 
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They generated photographs of the breakup process and presented graphs for the drop deformation and trajectory. 
It was concluded that the breakup process in the three breakup regimes is independent of the Re number and it is 
only a function of the We number for the range of Oh and ε examined. The work of [7, 8] investigated the microscopic 
(droplet scale) and macroscopic (spray scale) breakup characteristics of Diesel droplets by introducing mono-
dispersed droplets into a gas stream ejected from a nozzle. They examined We numbers from 4.3 up to 383 in three 
breakup regimes (vibrational, bag and sheet-thinning) and produced images of the breakup process and graphs for 
the droplet mean velocities and diameters. 
Regarding the numerical modelling of droplet breakup, there are no studies (at least to the best of our knowledge) 
that investigate the breakup of Diesel fuel droplets corresponding to a range of We and Oh numbers, which are of 
practical interest. On the other hand, a few studies examine droplet breakup in Diesel engine conditions (i.e. low 
density ratios) without referring to specific fluid, while there are also some studies which examined the effect of 
density ratio on the breakup process. In [9] a front-tracking scheme in 2-D axisymmetric coordinates was used to 
study the breakup of impulsively accelerated drops. They investigated Diesel engine conditions (density ratios 1.15 
and 10) and provided maps in the We-Re plane for the breakup outcome. They found that by increasing the Re 
number the critical We number, that separates the different breakup regimes, decreases. The work of [10] used the 
Level-Set method in a 2-D axisymmetric domain to investigate the deformation of droplets at small Re numbers 
(25-200) and density ratios (2-32); they found that for density ratios above 32 the boundaries of the breakup regimes 
are almost unaffected by the density ratio. Furthermore, [11] simulated impulsively accelerated drops using a 
moving mesh interface tracking scheme and found that the drag coefficient is not affected much by the density ratio 
although it is larger than those of solid spheres at the same Re numbers. In [12] they used the Level Set method to 
simulate in a 2-D axisymmetric domain the deformation and breakup of liquid drops under the effect of gas flow. 
They performed three test simulations (free fall of droplet, bubble rising in liquid and droplet fall into a water pool) 
in order to validate their model and following this, they investigated the effect of the non-dimensional parameters 
(We, Re, Rel and ε) on the breakup process. They concluded that the most influential parameter in droplet breakup 
phenomena is the We number followed by the Re and Rel, while the change in the density ratio from 10 to 100 led 
to alternation of the breakup mode. In [13] they studied droplet deformation and breakup on the bag and shear 
breakup regimes using a 3-D VOF method. They made parametric studies with different We, Re and ε numbers 
and identified 5 new breakup modes in the multimode breakup regime. Moreover, they proposed a new breakup 

map in the Re-N/√𝜀𝜀 plane and concluded that any breakup regime can be represented in the proposed map, without 
any dependence on the We number. In the work of [14] they performed 3-D simulations of droplet breakup using a 
variant of the Coupled Level Set-VOF (CLSVOF) method called S-CLSVOF in the interFOAM solver of the 
OpenFOAM software package. They examined the sheet-thinning breakup regime under Diesel-like engine 
conditions and found that the density ratio affects the shape and size of the fragments and also the recirculation 
region of the gas flow.  
To the author’s best knowledge, the present work is the first one investigating the aerodynamic droplet breakup 
mechanism of Diesel fuel droplets under conditions of practical interest. The gas pressure and density are increased 
parametrically to cover a wide range of conditions, from atmospheric up to those corresponding to Diesel engine 
conditions. The following sections include initially a short description of the numerical model and the computational 
setup, followed by the CFD model validation against experimental data. After that, a parametric study is performed 
for the effect of density ratio on the breakup phenomenon while the most important conclusions are summarized at 
the end. 
 
Numerical model and computational setup 
The numerical model solves the Navier-Stokes equations coupled with the Volume of Fluid (VOF) [15] method for 
capturing the interface between liquid and gas. Surface tension forces are included in the momentum equation by 
using the Continuum Surface Stress (CSS) model of [16]. The CFD model has been validated and used for many 
applications including the aerodynamic breakup of droplets with high density ratios as described in [17-20]. 
The simulations are performed in a 2-D axisymmetric domain with the commercial CFD tool ANSYS FLUENT v16 
[21], along with various user defined functions (UDFs) for the implementation of the adaptive local grid refinement 
[22] and the adaptive time-step for the implicit VOF solver. With the current grid resolution employed, drop radius 
is resolved by 192 cells per Radius (cpR) with minimum cell size ranging from 0.48μm up to 6.25μm depending on 
the droplet radius; systematic runs with 48, 96, 192 and 384cpR have revealed that the resolution of 192cpR is 
adequate for achieving a grid independent solution.  
 
Model validation 
In order to evaluate the performance of the model the results are compared against the experimental data reported 
in the publications of [3-5]; in all these works, Diesel fuel was used as test fluid, along with the continuous air jet 
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experimental setup. In [3] the droplets were introduced to the air jet with a syringe and a needle ensuring that they 
enter with almost zero initial velocity, while in [4] and [5] the droplets were introduced with a small initial velocity. 
The We number of interest in [3] is 14, which corresponds to the bag breakup regime and the droplet diameter is 
equal to 2.4mm. In [4] and [5] the examined We number ranges from 54 to 279, density ratios from 79 to 700 and 
drop diameters 184μm and 198μm. The breakup modes observed in the experiments for these conditions were the 
bag and sheet-thinning.  
The simulated cases for the model validation are presented in Table 1. Case 1 corresponds to the experimental 
study of [3], while cases 2-3 correspond to the experimental study of [4]. Cases 1-3 have a high density ratio equal 
to 695 (Pg=1bar) and We numbers equal to 14, 54 and 254 respectively. Case 4 corresponds to the experiment of 
[5] and have a small density ratio equal to 79 (Pg=9.2bar) and We number equal to 264. The Oh number for all 
cases is less than 0.1 so its effect on the phenomenon is considered to be insignificant [1].   
 

Table 1: Validation cases. 

Case Pg (bar) D0 (μm) Ug (m/s) We Re Oh ε Breakup regime 
Reference 
publication 

1 1 2400 10 14 1540 0.027 695 Bag [3] 
2 1 198 68 54 864 0.038 695 Multi-bag [4] 

3 1 198 147 254 1867 0.038 695 Sheet-thinning [4] 

4 9.2 184 52 264 5761 0.039 79 Sheet-thinning [5] 
 
The temporal evolution of droplet shape and deformation for case 1 are presented in Figure 1 both for the simulation 
(denoted with the VOF iso-value 0.5) and the experiment. The droplet initially deforms into an ellipsoid shape 
(t=1.4tref) which results in an increase of cross-stream deformation and a decrease in the streamwise one. Following 
that, a bag is formed (t=1.75tref) and the deformation in both axes increases with the eventual breakup occurring at 
t=1.85tref. There is a good agreement between the simulation and the experiment as both predict bag breakup mode 
and a similar evolution for the droplet shape and deformation. The breakup initiation occurs earlier in the simulation 
at t=1.85tref instead of 2.93tref in the experiment. Nevertheless, the predicted breakup initiation time of t=1.85tref is 
within the limits proposed in [23] and [24] (see Figure 5 of this section). 
 

 

Figure 1. Temporal evolution of a) droplet shape and b) deformation from the simulation of case 1 and the experiment of [3].  

 
The temporal evolution of droplet shape for cases 2-4 is shown in Figure 2. The sheet-thinning breakup mode 
predicted for cases 3 and 4 is in agreement with the experimental observations of [4] and [5] respectively. 
Nevertheless, for case 2, the present simulations predict a multi-bag (multimode) breakup mode characterized by 
a bag formed at the periphery of the droplet, while in the experiment of [4] a bag breakup was reported. The 
predicted multimode breakup for the examined range of We and Oh numbers is in accordance with the results 
reported in [25] and [1], which both report multimode breakup for the conditions of case 2. It should be mentioned 
that case 2 has been also simulated in a 3-D domain (additional to the 2-D axisymmetric) and the qualitative 
performance of this case, remained unchanged; the results of the 3-D simulation are not presented in this work.  
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Figure 2. Temporal evolution of droplet shape for the cases 2, 3 and 4 (shown in a, b and c respectively). 

 
Turning now to the quantitative comparison between the simulations and the experiments, the experimental 
measurements of [4] for the droplet deformation are initially provided as a function of the distance travelled along 
the direction of the cross-stream droplet motion (the reader is referred to the relevant paper [4]  for details on the 
experimental setup). In the present 2-D axisymmetric approach, this secondary motion has been neglected. On the 
other hand, a comparison can still be made based on the corresponding experimental time needed for the droplet 
to travel along the cross-stream direction. This is estimated as t=(cross-stream distance)/Ud,0; it has been assumed 
that the cross-stream velocity remains unchanged. The temporal variation of the droplet cross-stream deformation 
is presented in Figure 3, for cases 2 and 3. As it can be seen, there is a very good agreement between the results 
of the simulation and those of the experiment. Moreover, it is observed that the temporal variation of the deformation 
for the two cases is similar, although the We numbers differ significantly (54 compared to 254). This reveals the 
dimensionless character of the phenomenon when using the appropriate timescale. 
 

 

Figure 3. Drop deformation as function of non-dimensional time (cases 2-3 and experiment). 

 

The temporal evolution of the non-dimensional droplet velocity (Ud/(Ug-Ud)) versus a modified time (𝒕𝒕/(𝒕𝒕𝒓𝒓𝒓𝒓𝒓𝒓√𝜺𝜺)) for 

all cases of Table 1 are compared against the experimental data of [24] in Figure 4; the axes have been non-
dimensionalised with the same fashion as in [24]. The dimensionless character of droplet velocity is confirmed for 
all cases; only case 4 shows a small deviation from the experimental data but it can be attributed to its low density 
ratio and high Re number, compared to those examined in the experimental data.  
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Figure 4. Non-dimensional droplet velocity as function of modified time for cases 1-4 and the experiment of [24].  

 
The predicted breakup initiation time as a function of the We number is presented in Figure 5 for all cases of Table 
1 along with the correlations proposed in [23] and [24]. In all cases, the breakup initiation time lies within the 
proposed limits and decreases with increasing We number. Cases 1-2 (bag and multi-bag breakup modes) give 
breakup initiation times closer to the correlation of [24], while cases 3-4 are closer to the correlation of [23].  
 

 
Figure 5. Breakup initiation time as function of We number (simulation and predictions in [23] and [24]).  

 
Parametric study 
Following the model validation, the numerical model is utilized to study the effect of density ratio (or equivalently 
the gas pressure) on the sheet-thinning breakup mode, for We numbers in the range of 265-279. The Oh number 
is constant and equal to 0.039 while the density ratio varies from 5 up to 700 (gas pressure varies from 146 down 
to 1bar). The cases examined are presented in Table 2. Cases 5 and 6 have the smallest density ratios equal to 5 
and 10 respectively. Case 8 is identical to case 4 of the validation part and cases 9-11 correspond to the 
experimental conditions of [5] (not presented in the validation part since case 4, with the lowest density ratio of 79, 
is sufficient for validation purposes). 
 

Table 2. Cases of parametric study. 

Case Pg (bar) D0 (μm) Ug (m/s) We Re ε Reference 
publication 

5 146 184 13.2 270 21503 5 - 
6 73 184 18.7 270 15205 10 - 
7 24 184 32.4 270 9297 30 - 
8 9.2 184 52 264 5761 79 [5] 
9 6.4 184 62 265 4829 112 [5] 

10 3.7 184 82 266 3688 195 [5] 

11 1 184 159 279 1920 700 [5] 

 
Starting from the breakup initiation time, this quantity slightly increases with the density ratio, being in the range of 
0.45tref to 0.70tref. Regarding droplet deformation, the temporal evolution of liquid surface area (instead of the cross-
stream deformation presented so far) for all parametric cases is presented in Figure 6; this quantity is difficult to be 
measured experimentally and plays a very important role in combustion systems. After a short non-deforming period 
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(0.25tref), the liquid surface area starts to increase. Up to the point of breakup initiation the liquid surface is not 
affected much by the density ratio while after that point a small deviation appears; nevertheless, the 2-D 
axisymmetric solution is not reliable after the breakup initiation, since 3-D effects become important. 
 

 

Figure 6. Liquid surface area as function of non-dimensional time (cases 5-11). 

 
Another important parameter especially for spray codes, based on Lagrangian approaches, is the drag coefficient 
(Cd). In order to calculate the instantaneous drag coefficient, the momentum equation for the droplet motion is 
employed: 
 

𝐶𝐶𝑑𝑑(𝑡𝑡) =

4
3𝐷𝐷0𝜀𝜀

𝑑𝑑𝑈𝑈𝑙𝑙(𝑡𝑡)
𝑑𝑑𝑑𝑑

𝐴𝐴𝑓𝑓(0)
𝐴𝐴𝑓𝑓(𝑡𝑡)

(𝑈𝑈𝑔𝑔 − 𝑈𝑈𝑙𝑙(𝑡𝑡))2  (1) 

The temporal evolution of drag coefficient is presented in Figure 7a for selected cases. These are: case 6 with ε=10 
(representative case for low density ratios), case 9 with ε=112 (representative case for moderate density ratios) and 
case 11 with ε=700 (representative case for high density ratios). The drag coefficient starts from a value close to 
0.4, which is the drag coefficient of solid spheres with Re number in the range 2000-20000 [26], and increases with 
time reaching values close to 1.17, which is the drag coefficient of solid disks with Re number greater than 100 [26]. 
In addition, it is observed that the overall drag coefficient increases with decreasing density ratio. This trend can be 
explained by examining each term of eq. (1) separately: D0 is the same for all cases, Af,0/ Af is almost constant in 
all cases due to similar droplet shape and the term Ud is small compared to Ug for high We numbers so it can be 
ignored. Therefore, the ratio ε/Ug=ρl/(ρgUg2) appearing in the equation, which is constant for constant We number, 
results in making the term d𝑈𝑈𝑑𝑑(𝑡𝑡) 𝑑𝑑𝑑𝑑⁄  for droplet acceleration the one that is the most influential among all, when 
changing the density ratio. The droplet acceleration is larger for lower density ratios (relatively lighter drops 
accelerate faster) thus making the drag coefficient higher as well. This is in agreement with the numerical study of 
[14] in which they state that generally, a lower density ratio results in a larger drag coefficient. 
Due to the short duration of the phenomenon, it is interesting to examine the time-averaged drag coefficient for 
each case (calculated as the area under the curve of Figure 7a divided by the breakup time). This is shown as a 
function of the Re number in Figure 7b. The drag coefficient for all cases lies within the one of disk (purple dotted 
line) and the one of sphere (blue line) as taken from [26]. Again, we notice the same trend for the drag coefficient 
which increases with decreasing density ratio.  

 

Figure 7. a) Temporal evolution of drag coefficient and b) time-averaged drag coefficient as function of Re (cases 1-11).  
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Finally, a closer inspection of the breakup initiation time, reveals that decreasing the density ratio results in a 
decrease of the breakup initiation time (35% for the lower density ratio examined). To account for this effect, the 
breakup initiation time proposed in [19] can be multiplied by the factor 1/(1 + 𝜀𝜀−0.5) which approaches unity for 
large density ratios. 
 
Conclusions 
In the present study the aerodynamic breakup of Diesel droplets under various density ratios was numerically 
investigated. The CFD model was initially validated against published experimental data for Diesel fuel and 
conditions of We numbers from 14 up to 264 and density ratios from 79 up to 695. The predicted breakup regimes 
of bag and sheet-thinning as well as the temporal evolution of drop deformation are in close agreement with the 
experimental data. In one case the model predicts multi-bag breakup regime instead of bag as suggested by the 
experiments, but this is in accordance with the relevant experimental data. The dimensionless character of droplet 
velocity was confirmed for all the validation cases and also the breakup initiation times lie within the limits given by 
the experiments. 
The parametric study performed for the density ratio (or equivalently the gas pressure) in the range of 5-700 has 
shown that the breakup regime and the temporal variation of the surface area of drop remain unaffected by the 
change in density ratio. On the other hand, the drag coefficient showed a decreasing trend with increasing density 
ratio in agreement with previous numerical studies. Finally, a correction factor has been proposed for the equation 
of breakup initiation time that accounts for the effect of density ratio. 
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Abstract 
The heating and evaporation of automotive fuel droplets are crucial to the design of internal combustion engines 
and to ensuring their good performance. Accurate modelling is essential to the understanding of these processes 
and ultimately improving engine design. The interest in fossil-biodiesel fuel blends has been mainly stimulated by 
depletion of fossil fuels and the need to reduce carbon dioxide emissions that contribute towards climate change. 
This paper presents an analytical investigation into the application of discrete component model for the heating and 
evaporation of multi-component fuel droplets to several blended diesel-biodiesel fuels. The model considers the 
contribution of all groups of hydrocarbons in diesel fuel and methyl esters in biodiesel fuels. The main features of 
new application to the analysis of blended-fuel droplets in engine-like conditions is described. The model is applied 
to several blends of diesel, combining 98 components of hydrocarbons, and 19 types biodiesel fuels, combining up 
to 17 species of methyl ester, considering the differences in their chemical levels of saturation, and thermodynamic 
and transport properties. One important finding is that some fuel blends, e.g. B5 (5% biodiesel fuel and 95% diesel 
fuel), can give almost identical droplet lifetimes to the one predicted for pure diesel fuel; i.e. such mixtures can be 
directly used in conventional diesel engines with minimal, or no, modification to the droplet break-up process. 

Keywords 
Biodiesel, Diesel, Fuel droplet, Fuel mixture, Heating and evaporation 

Introduction 
Renewable sources of energy, such as biodiesel fuels, have been of great interest to scientists and public in the 
last decades due to depletion of fossil fuels and impact on global warming [1,2]. Also, compared to fossil fuel, 
biodiesel fuel has several advantages: it has less carbon dioxide emissions, higher flash point, higher lubricity and 
it is cost effective; in addition, the blend of diesel-biodiesel fuels can be used in diesel engines with minimal/no 
modifications [3,4]. 
The delay in processes preceding the onset of combustion (mainly the heating and evaporation of fuel droplets) in 
the internal combustion engines is crucial to the design and performance of these engines [5,6]. However, the 
complexity of modelling these processes should be taken into account as it involves detailed physics of heat 
transfer, mass transfer and fluid dynamics associated processes. 
In this paper, the discrete component model (DCM) (see [5–7]) is utilised to analyse the droplets heating and 
evaporation of diesel-biodiesel fuel blends.  
These blends are represented by a mixture of 19 types of biodiesel fuels with up to 17 species of methyl ester (see 
[8] for more details) and diesel fuel, formed of 98 hydrocarbons (see [7] for more details). The thermodynamic and 
transport properties of diesel fuel are inferred from [7]; while for properties of biodiesel fuel are taken from [9]. The 
contribution of species and average droplet temperatures are taken into account in the calculation of all properties 
in the liquid phase. The vapour mixtures are treated as ideal gases.  

Model and fuel compositions 
Following [10,11], the analysis of droplets heating and evaporation processes is made in application to several 
blends of diesel and biodiesel fuels. In contrast to previous approaches, the discrete component model (DCM) 
(described in [5,12] and validated experimentally in [13]) is used for this analysis; and the model is applied to a 
broad range of diesel-biodiesel fuel fractions. The mixture of EU diesel fuel with 19 types of widely used biodiesel 
fuels have been investigated. These are: Tallow Methyl Ester (TME), Lard Methyl Ester (LME), Butter Methyl Ester 
(BME), Coconut Methyl Ester (CME), Palm Kernel Methyl Ester (PMK), Palm Methyl Ester (PME), Safflower Methyl 
Ester (SFE), Peanut Methyl Ester (PTE), Cottonseed Methyl Ester (CSE), Corn Methyl Ester (CNE), Sunflower 
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Methyl Ester (SNE), Soybean Methyl Ester (SME), Rapeseed Methyl Ester (RME), Linseed Methyl Ester (LNE), 
Tung Methyl Ester (TGE), Hemp-oil Methyl Ester, produced from Hemp seed oil in Ukraine (HME1), Hemp-oil Methyl 
Ester, produced in European Union (HME2), Canola seed methyl ester (CAN) and Waste cooking-oil Methyl Ester 
(WCO). Droplets with four fractions of diesel-biodiesel blends have been investigated in the DCM; these are 5% 
biodiesel with 95% diesel fuels (B5), 20% biodiesel with 80% diesel fuels (B20), 50% biodiesel with 50% diesel 
fuels (B50), pure biodiesel (B100) and pure diesel fuels (PD). 
The DCM is based on the analytical solutions to the heat transfer and species diffusion equations via the Effective 
thermal conductivity model (ETC) and Effective Diffusivity model (ED). The importance of these models can be 
attributed to the fact that they take into account the recirculation, temperature gradients and species diffusion inside 
droplets. 
The heat conduction equation for the temperature 𝑇 = 𝑇(𝑡, 𝑅) in the liquid phase in a spherical droplet can be 
presented as: 
 

𝜕𝑇

𝜕𝑡
= 𝜅 (

𝜕2𝑇

𝜕𝑅2 +
2

𝑅

𝜕𝑇

𝜕𝑅
), 

(1) 

where 𝜅 = 𝑘𝑒ff 𝜌𝑙𝑐𝑙⁄  is liquid thermal diffusivity,  𝑘𝑒ff, 𝜌𝑙 and 𝑐𝑙 are the effective thermal conductivity, liquid density, 
and liquid specific heat capacity, respectively, 𝑅 is the distance from the centre of the droplet (assumed to be 
spherical), 𝑡 is time. 𝑘𝑒ff is linked with the liquid thermal conductivity 𝑘𝑙 via the following equation [14]:  
 

𝑘eff = 𝜒𝑘𝑙, (2) 

where 𝜒 is the coefficient of recirculation, which varies between 1 and 2.72 (see [15] for details about the calculation 
of this coefficient).  
The diffusion of mass fractions (𝑌𝑙𝑖) of liquid species 𝑖 in a spherical droplet is described by the following equation: 
 

𝜕𝑌𝑙𝑖

𝜕𝑡
= 𝐷eff (

𝜕2𝑌𝑙𝑖

𝜕𝑅2 +
2

𝑅
 
𝜕𝑌𝑙𝑖

𝜕𝑅
), (3) 

where the diffusion coefficient of liquid species is linked with the liquid diffusion coefficient by the following equation 
of the Effective Diffusivity (ED) model [6,11]: 
 

𝐷eff = 𝜒𝑌𝐷𝑙, (4) 

where 𝜒 is the recirculation coefficient for species diffusion. The analysis of droplets evaporation is based on the 
following expression:  
  

𝑚̇𝑑 =  −2𝜋𝑅𝑑𝐷𝑣𝜌𝑡𝑜𝑡𝑎𝑙𝐵𝑀Shiso, (5) 

where 𝐷𝑣  is the binary diffusion coefficient of vapour in gas (air), 𝜌𝑡𝑜𝑡𝑎𝑙 = 𝜌𝑔 + 𝜌𝑣  is the total density of mixture of 

gas and vapour, 𝐵𝑀 is the Spalding mass transfer number: 
 

𝐵𝑀 =
𝜌𝑣𝑠− 𝜌𝑣∞

1−𝜌𝑣𝑠
=

𝑌𝑣𝑠−𝑌𝑣∞

1−𝑌𝑣𝑠
, (6) 

𝑌𝑣 are the vapour mass fractions and 𝜌𝑣 are densities of vapour, in the vicinity of droplet surfaces (𝑠) and at a large 
distance from them (∞), respectively, Shiso is the Sherwood number for isolated droplets defined as [15,16].  
 

Shiso = 2 
ln (1+𝐵𝑀)

𝐵𝑀
[1 +

(1+RedSc𝑑)
1
3 max{1,Re𝑑

0.077}−1  

2𝐹(𝐵𝑀)
], 

(7) 

where Re𝑑 =
2𝜌𝑙𝑢𝑠𝑅𝑑

𝜇𝑙
  is the Reynolds number, SCd

=
𝑣𝑙

𝐷𝑙
 is the liquid Schmidt number, 𝑣𝑙  is the kinematic viscosity of 

liquid, and 𝑢𝑠 is the maximal liquid velocity near the surface of the droplet, calculated using the Abramzon and 
Sirignano [15] approach as: 

 

𝑢𝑆 =
1

32
 ∆𝑢 (

𝜇𝑔

𝜇𝑙
) Re𝑑𝐶𝐹, (8) 

where ∆𝑢 = |𝑢𝑔 − 𝑢𝑑| and 𝐶𝐹 =
12.69

Red
2/3

(1+𝐵𝑀)
 is the drag coefficient, 𝑢𝑔 and 𝑢𝑑  are the gas and droplet velocities, 

respectively. The partial vapour pressure of species 𝑖 at the surface of the droplet is calculated based the following 
expression: 

1061

http://creativecommons.org/licenses/by-nc-nd/4.0/


ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain 

 

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0). 

EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA 

 
𝑝𝑣𝑖𝑠 = 𝑋𝑙𝑖𝑠𝛾𝑖𝑝𝑣𝑖𝑠

∗ , (9) 

where 𝑋𝑙𝑖𝑠 is the molar fraction of 𝑖𝑡ℎ species in the liquid near the droplet surface, 𝛾 is the activity coefficient and 

𝑝𝑣𝑖𝑠
∗  is the saturated vapour pressure of species (in the absence of other species).  

The thermodynamic and transport properties are inferred from [7] for diesel fuel; while those for biodiesel fuel are 
inferred from previous calculations in [9]. All properties are averaged based on molar contribution of species and 
average droplet temperatures. The mixtures are treated as ideal gases. As in previous studies [7,10,11], blended 
fuel vapour is assumed to diffuse from the surface of the droplet, without changing its composition, based on 
averaged binary diffusion of diesel fuel vapour into dry air. 
   
Results 
The discrete component model (DCM) described in the previous section is facilitated for the analysis of heating and 
evaporation of diesel-biodiesel fuel droplets of initial radius 𝑅𝑑0 = 12.66𝜇m and temperature  𝑇0 = 360K. The 
droplets are moving at 10𝑚 𝑠−1 in still air of pressure and temperature equal to 30bar and 800K, respectively. This 
assumption is compatible with those used in [17].  
The evolutions of droplet surface temperatures (𝑇𝑠) and radii (𝑅𝑑) for three mixtures of diesel-biodiesel fuels (B5, 
B20, B50) and pure biodiesel fuel (B100) of 19 types of biodiesel fuels are analysed. Figures 1-6 show some typical 
examples of the analysed blends of diesel-biodiesel.  
 

 

Figure 1. Droplet surface temperatures 𝑇𝑠 and radii 𝑅𝑑 versus time for four fractions of TME biodiesel fuel: B5, B20, B50 and 
B100. The droplet, of 12.66 µm initial radius and 360 K initial temperature, is moving at 10 m/s in still and dry air. The air 

pressure and temperature are 30 bar and 800 K, respectively. 
 

 

Figure 2. Droplet surface temperatures 𝑇𝑠 and radii 𝑅𝑑 versus time for four fractions of CME biodiesel fuel: B5, B20, B50 and 
B100, using the same ambient conditions and input parameters as in Figure 1. 
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Figure 3. Droplet surface temperatures 𝑇𝑠 and radii 𝑅𝑑 versus time for four fractions of PME biodiesel fuel: B5, B20, B50 and 
B100, using the same ambient conditions and input parameters as in Figures 1 and 2. 

 

 

Figure 4. Droplet surface temperatures 𝑇𝑠 and radii 𝑅𝑑 versus time for four fractions of RME biodiesel fuel: B5, B20, B50 and 
B100, using the same ambient conditions and input parameters as in Figures 1-3. 

 

 

Figure 5. Droplet surface temperatures 𝑇𝑠 and radii 𝑅𝑑 versus time for four fractions of TGE biodiesel fuel: B5, B20, B50 and 
B100, using the same ambient conditions and input parameters as in Figures 1-4. 
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Figure 6. Droplet surface temperatures 𝑇𝑠 and radii 𝑅𝑑 versus time for four fractions of CAN biodiesel fuel: B5, B20, B50 and 
B100, using the same ambient conditions and input parameters as in Figures 1-5. 

 
In Figures 1-6, one can see that increasing the concentration of biodiesel from B5 to B100 has a noticeable effect 
on the evolution of Rd and Ts for TME, CME, PME, RME, TGE, and CAN biodiesel fuels. In addition, the predicted 

surface temperature of the droplet for B100 is higher than that of B5 during the initial heating period. According 
to [10], the droplet break-up process can be enhanced as a result of the increase in droplet surface 
temperature. This can be attributed to the decrease in droplet surface tension. A full illustration of the results 
provided in Figure 1-6 are shown in Table 1. The droplet lifetimes of 19 types of biodiesel fuels mixtures with PD 
and their deviations from the one predicted for PD (2.25ms) are presented in this table. 
 
Table 1. Estimation of biodiesel fuel droplets lifetimes and their deviations compared with those of PD (2.25 ms) under the same 
conditions shown in Figures 1-8. 
 

Biodiesel 
fuels                                 

B100 B50 B20 B5 

Lifetime 
(ms) 

Deviation 
(%) 

Lifetime 
(ms) 

Deviation 
(%) 

Lifetime 
(ms) 

Deviation 
(%) 

Lifetime 
(ms) 

Deviation 
(%) 

TME 1.967 12.58 2.102 6.58 2.184 2.93 2.232 0.80 

LME 1.995 11.33 2.114 6.04 2.190 2.67 2.234 0.71 

BME 1.943 13.64 2.089 7.16 2.180 3.11 2.232 0.80 

CME 1.765 21.56 2.036 9.51 2.166 3.73 2.229 0.93 

PMK 1.846 17.96 2.050 8.89 2.169 3.60 2.230 0.89 

PME 1.944 13.60 2.097 6.80 2.183 2.98 2.232 0.80 

SFE 1.980 12.00 2.122 5.69 2.195 2.44 2.235 0.67 

PTE 2.052 8.80 2.138 4.98 2.199 2.27 2.236 0.62 

CSE 2.014 10.49 2.128 5.42 2.197 2.36 2.236 0.62 

CNE 2.002 11.02 2.128 5.42 2.197 2.36 2.236 0.62 

SNE 2.011 10.62 2.132 5.24 2.200 2.22 2.237 0.58 

SME 1.981 11.96 2.127 5.47 2.198 2.31 2.236 0.62 

RME 2.131 5.29 2.188 2.76 2.222 1.24 2.242 0.36 

LNE 1.991 11.51 2.141 4.84 2.206 1.96 2.239 0.49 

TGE 2.085 7.33 2.160 4.00 2.211 1.73 2.240 0.44 

HME1 2.022 10.13 2.138 4.98 2.203 2.09 2.237 0.58 

HME2 1.994 11.38 2.135 5.11 2.202 2.13 2.238 0.53 

CAN 2.014 10.49 2.130 5.33 2.199 2.27 2.236 0.62 

WCO 2.002 11.02 2.121 5.73 2.194 2.49 2.235 0.67 
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As can be seen from Table 1, the droplet lifetime for B100 of RME fuel is 6% less than that of PD. This reduction 
does not exceed 0.4% for the B5 fuel blend for the same fuel. Also, droplet lifetime of TGE biodiesel fuel droplet 
are noticeably close to that of PD droplet; it is less than 8% and 0.5% for B100 and B5 mixtures, respectively. The 
maximum deviation in droplet lifetimes for these fuels are up to 21. 6% (B100 CME), which cannot be sacrificed in 
any engineering application, and it is always higher than 5.29% (RME) compared to PD, which may be tolerated in 
some limited engineering applications.  
A typical example of time evolutions of mass fractions at the surface of droplets (𝑌𝑙𝑖𝑠) of selected nine species of 
B50 fuel mixture of diesel with RME and CME are shown in Figures 7 and 8, respectively.  
 

 

Figure 7. The liquid mass fractions at the surface of droplet (𝑌𝑙𝑖𝑠) versus time for selected 9 components of 106 components of 
B50 (50% diesel hydrocarbons and 50% rapeseed methyl ester (RME)) fuel mixture. The red coloured curves, 1, 2 and 3, refer 

to alkane hydrocarbons of C23H48 , C25H52 and C27H56, respectively; the blue curves, 4, 5 and 6, refer to cycloalkane 
hydrocarbons of C23H46, C25H50 and C27H54, respectively; and the black curves, 7, 8 and 9, refer to rapeseed methyl esters of 

C19H36O2, C19H34 O2 and C17H34O2, respectively, under the same conditions used in Figures 1-6. 

 

 

Figure 8. The liquid mass fractions at the surface of droplet (𝑌𝑙𝑖𝑠) versus time for selected 9 components of 106 components of 
B50 (50% diesel hydrocarbons and 50% coconut methyl ester (CME)) fuel mixture. The red coloured curves 1, 2 and 3, refer to 

alkane hydrocarbons of C27H56, C25H52 and C23H48, respectively; and the blue curves 4, 5 and 6, refer to cycloalkane 
hydrocarbons of C27H54, C25H50 and C23H46, respectively; and the black curves, 7, 8 and 9, refer to rapeseed methyl esters of 

C19H36O2, C19H34 O2 and C17H34O2, respectively, under the same conditions used in Figures 1-7. 
 
As can be seen from Figures 7 and 8, the diffusion of mass fractions of components at the surface of droplets are 
typical and similar to those presented in previous studies. The mass fractions of the heavy components, e.g. C27H56, 
C27H54 (1, 4), increase with time at the expense of the lighter ones. This result is compatible with the findings 
presented in [7,11,18].  
In some previous studies (e.g. [10,17]) the heating and evaporation of PD droplets and their comparison to the 
results of diesel-biodiesel blends were analysed. For instance, in [17] the droplet lifetime for B100 of WCO was 
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shown to be 11% less than that of PD. While in [10], the droplet lifetime for B100 of SME fuel was shown to be 6 % 
less than that for PD. In this study, similar trends were predicted for the same fuels. This prediction, however, was 
different for the other types of biodiesel fuel presented in this paper. For example, the B100 droplet lifetimes for 
CME and PMK biodiesel fuels showed deviations of 21.6% and 18%, respectively, from that of PD. 
A general trend shows that droplets' lifetimes of all 19 types of B5 diesel-biodiesel blends that are used in this study 
deviate with less than 1% from the one predicated for PD droplets. This concludes the possibility of labelling diesel-
biodiesel blends, with up to about 5% biodiesel concentration, without modifying the automotive system achievable. 
For some fuel blends (e.g. B20 RME, TGE, LNE, and HME1), this deviation (up to 2%) is still relatively negligible to 
mix higher biodiesel concentrations (e.g. 20% biodiesel and 80% diesel fuels) without losing the main feature of 
these processes (i.e. droplet lifetime). 
The difference in thermodynamic and transport properties between hydrocarbons and methyl esters is the main 
reason for the influence of biodiesel fuel fractions on the heating and evaporation of diesel fuel droplets. For 
instance, when increasing the biodiesel fractions, the droplet surface temperature tends to reach a plateau during 
the evaporation process, which is similar to the case of single component model (see [7,13]). Also, the significance 
of such behaviour can change depending on the input parameters and ambient conditions.  
 
Conclusion 
In this analysis, the discrete component model was used to analyse the heating and evaporation of blended diesel-
biodiesel fuel droplets using 19 types of biodiesel fuel. The full compositions of diesel and biodiesel fuels were 
considered. The diesel fuel consisted of 98 hydrocarbons and the 19 biodiesel fuels, TME, LME, BME, CME, PMK, 
PME, SFE, PTE, CSE, CNE, SNE, SME, RME, LNE, TGE, HME1, HME2, CAN and WCO, consisted of 11, 8, 14, 
8, 11, 10, 4, 8, 7, 8, 7, 7, 8, 6, 7, 13, 7, 12 and 14 components of methyl esters, respectively. 
The effect of increasing biodiesel fuel concentration on the evolutions of droplet surface temperature and 
evaporation time was clearly illustrated. The predicted B5 fuel droplet lifetimes for the 19 types of biodiesel fuel 
were only 1% less than that of pure diesel fuel (PD). The RME biodiesel fuel droplets were observed to have 
lifetimes close to that of PD, where their predicted lifetimes for B5 and B100 droplets were up to 6% and 0.4%, 
respectively, less than the one estimated for PD droplet.  
To conclude, the B5 fuel droplet lifetimes for all 19 types of biodiesel fuels used in this study are almost identical to 
the one predicted for PD; i.e. diesel fuel can be possibly blended with up to 5% biodiesel fuel without any noticeable 
effect on the evolutions of their radii or temperatures.  
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Nomenclature  
B# #% biodiesel/diesel fraction 
BME butter methyl ester 
CAN canola methyl ester 
CME coconut methyl ester 
CNE corn methyl ester 
CSE cottonseed methyl ester 
DCM discrete component model 
ED effective diffusivity  
ETC effective thermal conductivity 
FAME fatty acid methyl ester 
HME1 hempseed-oil, produced in Ukraine 
HME2 hempseed-oil, produced in the EU 
LME lard methyl ester 
LNE linseed methyl ester 
PD pure diesel fuel 
PME palm methyl ester 
PMK palm kernel methyl ester 
PTE peanut methyl ester 
Re Reynolds number 
RME rapeseed methyl ester 
Sc Schmidt number 
SFE safflower methyl ester 

Sh Sherwood number 
SME soybean methyl ester 
SNE sunflower methyl ester 
TGE tung methyl ester 
TME tallow methyl ester 
WCO waste cooking oil 
 
Symbols 
𝐵𝑀 Spalding mass transfer number 
𝑐 heat capacity [J.kg-1K-1] 
𝐶𝐹 friction drag coefficient  
𝐷 diffusion coefficient [m2s-1] 
𝑘 thermal conductivity [W.m-1K-1] 
𝑚̇ evaporation rate [kg.s-1] 
𝑝 gas pressure [bar] 
𝑅 radius [µm] 
𝜌 density [kg.m-3] 
𝑡 time [ms] 
𝑇 temperature [K] 
𝑢 velocity [m.s-1] 
𝜈 kinematic viscosity [m2s-1] 
𝑋 molar fraction 
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𝜒 recirculation coefficient 
𝑌 mass fraction 
 
Subscripts 
eff effective thermal conductivity 
𝑑 droplet 

𝑖  liquid species 
iso isothermal process 
𝑔 gas 
𝑙 liquid 
𝑠 droplet surface 
𝑣 vapour

 
References 
[1] Lapuerta, M., Armas, O., and Rodríguez-Fernández, J., 2008, Prog. Energy Combust. Sci., 34(2), pp. 198–223. 
[2] Meher, L. C., Vidya Sagar, D., and Naik, S. N., 2006, Renew. Sustain. Energy Rev., 10(3), pp. 248–268. 
[3] Pan, K.-L., Li, J.-W., Chen, C.-P., and Wang, C.-H., 2009, Combust. Flame, 156(10), pp. 1926–1936. 
[4] US Department of Energy: Energy Efficiency and Renewable Energy, “Biodiesel Blends” [Online]. Available: 

http://www.afdc.energy.gov/fuels/biodiesel_blends.html. [Accessed: 19-Mar-2017]. 
[5] Sazhin, S. S., 2017, Fuel, 196, pp. 69–101. 
[6] Al Qubeissi, M., 2015, Heating and Evaporation of Multi-Component Fuel Droplets, WiSa, Germany. 
[7] Sazhin, S. S., Al Qubeissi, M., Nasiri, R., Gun’ko, V. M., Elwardany, A. E., Lemoine, F., Grisch, F., and Heikal, M. R., 

2014, Fuel, 129, pp. 238–266. 
[8] Al Qubeissi, M., Sazhin, S. S., Crua, C., Turner, J., and Heikal, M. R., 2015, Fuel, 154, pp. 308–318. 
[9] Sazhin, S. S., Al Qubeissi, M., Kolodnytska, R., Elwardany, A. E., Nasiri, R., and Heikal, M. R., 2014, Fuel, 115, pp. 

559–572. 
[10] Al Qubeissi, M., Sazhin, S. S., and Elwardany, A. E., 2017, Fuel, 187, pp. 349–355. 
[11] Al Qubeissi, M., and Sazhin, S. S., 2016, 27th European Conference on Liquid Atomization and Spray Systems, 

Brighton, UK, p. 179. 
[12] Sazhin, S. S., 2014, Droplets and Sprays, Springer, London. 
[13] Elwardany, A. E., Gusev, I. G., Castanet, G., Lemoine, F., and Sazhin, S. S., 2011, At. Sprays, 21(11), pp. 907–931. 
[14] Abramzon, B., and Sazhin, S. S., 2006, Fuel, 85(1), pp. 32–46. 
[15] Abramzon, B., and Sirignano, W. A., 1989, Int. J. Heat Mass Transf., 32(9), pp. 1605–1618. 
[16] Sirignano, W. A., 1999, Fluid Dynamics and Transport of Droplets and Sprays, Cambridge University Press, 

Cambridge, U.K. 
[17] Al Qubeissi, M., Sazhin, S. S., de Sercey, G., and Crua, C., 2014, 26th European Conference on Liquid Atomization 

and Spray Systems, University of Bremen, Bremen, Germany. 
 

1067

http://creativecommons.org/licenses/by-nc-nd/4.0/


ILASS–Europe 2017, 28th Conference on Liquid Atomization and Spray Systems, 6-8 September 2017, Valencia, Spain 
http://dx.doi.org/10.4995/ILASS2017.2017.4714

Expansion rates of bubble clusters in superheated liquids

Dirk Dietzel1, Timon Hitz2, Claus-Dieter Munz2, Andreas Kronenburg˚,1

1Institute of Combustion Technology, University of Stuttgart, Germany
2Institute of Aerodynamcis and Gas Dynamics, University of Stuttgart, Germany

*Corresponding author: kronenburg@itv.uni-stuttgart.de

Abstract
The present work analyses the growth of multiple bubbles in superheated liquid jets by means of direct numerical
simulations (DNS). A discontinuous Galerkin approach is used to solve the Euler equations and an adequate in-
terface resolution is ensured by applying finite-volume sub-cells in cells with interfaces. An approximate Riemann
solver has been adapted to account for evaporation and provides consistency of all conserved quantities across
the interface. The setup mimics conditions typical for orbital manoeuvring systems when liquid oxygen (LOX) is
injected into the combustion chamber prior to ignition. The liquid oxygen will then be in a superheated state, bubble
nucleation will occur and the growth of the bubbles will determine the break-up of the liquid jet. The expansion rates
of bubble groups under such conditions are not known and standard models rely on single bubble assumptions.
This is a first DNS study on bubble-bubble interactions in flash boiling sprays and on the effects of these interactions
on the growth rates of the individual bubbles. The present simulations resolve a small section of the jet close to
the nozzle exit and the growth of bubble groups inside of the jet is analysed. The results suggest that an individual
bubble within the group grows more slowly than conventional models for single bubble growth would predict. The
reduction in bubble growth can amount to up to 30% and depends on the distances between the bubbles and the
number of bubbles within the bubble group. In the present case, the volume expansion of the superheated liquid
decreases by approximately 50% if the distance between the bubbles is doubled.

Keywords
Vapour bubble growth, compressible flow, Riemann solver, jet expansion

Introduction

The attitude control of rockets, space probes and satellites is usually accomplished by utilizing small thrusters. One
of the major challenges is the ignition of the mixture of fuel and oxidizer under vacuum conditions. Fuel and oxi-
dizer are injected as liquids and the jet atomization determines the prospects of successful ignition events and of
the efficiency of the subsequent combustion process. Due to the low pressure being below saturation conditions,
nucleation and growth of the vapour bubbles enhances the disintegration of the liquid jet into a disperse spray. Any
current modelling strategies of the so-called flash evaporation process do not resolve bubble nucleation and growth
of single bubbles and will require closures for the jet expansion and atomization at sub-grid scale. Models for single
bubble growth exist, however, nucleation rates in superheated liquids can be very high and bubbles will interact
during their growth process. These interactions are not yet fully understood, but quantifying these small scale pro-
cesses will be necessary for finding suitable closure models for flash-boiling sprays. One particular aspect are the
expansion rates of the bubble groups within the superheated liquid jets that have not been investigated before.

A great effort has been spent on the investigation of flash evaporation, both, experimentally and numerically. The
morphology of flashing sprays and the resulting jet angles were investigated experimentally e.g. in [1, 2]. Here, the
influence of the ambient temperature and pressure as well as the injection pressure were investigated for different
fluids. It was found that, depending on the degree of superheat, spray angles up to 160° with a homogeneous
distribution of fine droplets can be realized. The liquid jets rapidly expand in radial direction immediately after exiting
the nozzle. Similar observations were made in various other studies [3, 4, 5, 6]. Generally, the experimental results
show that models for mechanical break-up are not valid for flash-boiling sprays. Examples for numerical studies
on flash evaporation are found in [7, 8, 9, 10, 11]. Different modelling strategies are presented there, ranging from
single fluid approaches with additional transport equations for the vapour mass fraction to Euler-Lagrangian sim-
ulations, where droplets are explicitly tracked as Lagrangian particles. These are promising approaches for the
simulation of the entire spray process, but the initial bubble dynamics in the superheated liquid core cannot be re-
solved. However, the growth and dynamic behaviour of vapour bubbles in the liquid jet have a significant influence
on the jet spreading, break-up and droplet formation. The underlying processes, e.g. the pressure wave dynamics
and its effect on the velocity and temperature fields, are not entirely understood and an improved understanding is
necessary to obtain further improvements of suitable simulation procedures.

The present work analyses the expansion rates of bubble groups in superheated liquids with the aid of fully resolved
direct numerical simulations. The dependency of the growth rates on the bubble number density is investigated
for cryogenic oxygen. We use a discontinuous Galerkin (DG) approach to solve for the Euler equations. Special
approximate Riemann solvers are applied at the interface between liquid and vapour capturing compressible wave
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dynamics as well as phase change. The interface is accounted for using the Level-set method, and we apply a
kinetic relation for determining the evaporation rates. The kinetic relation is calibrated by computations of single
vapour bubble growth that correspond to conditions given in the vacuum chamber. A subdivision of a Galerkin cell
into finite-volume cells close to the interface allows for a better representation of the interface for a fixed Galerkin
resolution. The 3D computations are conducted for one set of initial conditions with a different number of bubble
nuclei. The paper is organized as follows: First, the numerical methods for the solution of the conservation equations
and the treatment of the phase interface are outlined. Then we give the initial conditions of all physical quantities and
detail the calibration of the evaporation model. The geometrical configuration of the three-dimensional simulation is
given thereafter. Results of two three-dimenensional DNS are presented and discussed, and the paper is concluded
with a summary and outlines future work.

Numerical Methods

The DNS of multiphase flows with phase change requires a numerical approximation of the conservation equations
for mass, momentum and energy. Here, we use a discontinuous Galerkin spectral element method (DGSEM). In
contrast to conventional finite-volume approaches, this allows for high order accuracy in the bulk phases without
applying computationally expensive numerical schemes. Details of the algorithm are found in [12]. Finite-volume
sub-cells are used only in the vicinity of the liquid-vapour interface to improve its representation within the Galerkin
cells as described in [13]. To keep track of the interface, we apply the level-set algorithm introduced in [14]. A
detailed description and validation of the algorithm consisting of the DGSEM for the compressible Euler equations,
including the finite-volume sub-cells and the Level-set algorithm, is given in [15]. The phase change is accounted
for by using approximate Riemann solvers along with a kinetic relation for the mass flux estimation [16]. This
approximate Riemann solver has been newly developed in [16] and for the first time, it is now applied to problems
of single or multiple bubble growth. For coupling the thermodynamics to the hydrodynamics the open-source library
CoolProp is used, which is based on a Helmholtz energy functional [17]. In the following sections we give a brief
introduction to the different algorithms.

Discontinuous Galerkin spectral element method

Within the discontinuous Galerkin approach the simulation domain is discretized with a set of control volumes Ω.
Each cell can be handled separately and in a first step, a control volume is mapped from physical space, x, to a
reference space, ξ. The computational cells are spanned to a unit reference element E of the size [-1;1] in each
direction. After multiplying the resulting system of equations by a test function φ, the governing equations read [12]

ż

E
JUtφdξ `

ż

E
∇ξ ¨ F̂pUqφdξ “ 0, (1)

with the vector of conservative variables U , the flux function F̂pUq and the Jacobi determinant J . An integration by
parts of the second term in Eq. (1) gives the weak formulation of the conservation laws,

B

Bt

ż

E
JUφdξ `

ż

BE
pF̂ ¨NqφdS ´

ż

E
F̂ pUq ¨ p∇ξφqdξ “ 0. (2)

The first and the second terms on the left hand side contribute to the time derivative of the conserved quantity
and the fluxes across the surface of the DG cell. Each cell additionally provides an inner cell resolution which
is accounted for by a continuous in-cell ansatz function. For the numerical integration of the fluxes Lagrange
polynomials are used, where the polynomial degree N determines the accuracy of integration. As polynomials
are local for one cell only, discontinuities may arise at the cell face and Riemann solvers are used to determine
consistent fluxes across the cell boundaries. For the present investigation an HLLC-Riemann solver is applied at
single phase DG cell boundaries. As the in-cell polynomials are continuous, the interface between liquid and vapour
cannot be accounted for and a DG cell is sub-divided into finite-volume cells in the vicinity of the interface [13]. The
time integration is accomplished by a third order Runge-Kutta method.

Interface treatment and phase change modeling

The interface between gas and liquid is tracked using the level-set approach introduced by Sussman et al. [14]. The
signed distance function Φpx, tq is transported as

BΦ

Bt
` uLS ¨ p∇Φq “ 0. (3)

The transport velocity of the level-set, uLS, accounts for the movement of the zero-isosurface of Φ. In the interface
cells uLS is obtained from the liquid-vapour jump conditions for the mass and the momentum balance. This velocity is
then extended to several neighbouring cells. The level-set determines the distance to the interface at every position
in the flow field and the zero isocontour of Φ defines the position of the interface. Since the transport further away
from the interface must not necessarily account for the displacement of the nearest interface, the Hamilton-Jacobi
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Figure 1. Riemann wave fan of a two-phase Riemann problem including phase change. State vector v “ pρ, ρu, ρe, pqt. Here,
the different state vectors describe the initial liquid state (vL), rarefied liquid (v˚L), evaporated fluid (v#), compressed vapour

(v˚R) and the initial vapour state (vR).

equation

BΦ

Bτ
“ SεpΦτ“0qp|∇ ¨ Φ| ´ 1q (4)

is iterated for a pseudo time τ . When Eq. (4) has converged to a steady state the distance property of Φ is recovered
fulfilling the condition |∇ ¨ Φ| “ 1.
At the phase interface between liquid and vapour, a strong contact discontinuity usually appears, particularly for
density and pressure, and fluxes across the interface cannot be determined in the same manner as in the bulk
phases. In addition, phase change shall be considered within the present investigation which complicates the
Riemann problem at the phase interface. In order to guarantee thermo- and hydrodynamically consistent fluxes
across the phase interface including the modeling of phase transition, special approximate Riemann solvers are
applied as introduced in [16]. Figure 1 depicts a typical two-phase Riemann problem including rarefaction, shock
and contact waves as well as the phase interface as an additional discontinuity. The different fluid states describe
the initial liquid state, rarefied liquid, evaporated fluid, compressed vapour and the initial vapour state from the left
to the right, respectively. An exact solution of the Riemann problem requires an iterative solution of the Rankine-
Hugoniot jump conditions across the different waves. Within the rarefaction fan, an isentropic flow is assumed, and
the phase interface is modeled as under-compressive shock wave. Given a suitable expression that determines the
evaporating mass, the solution of the resulting system of equations provides physically exact interface fluxes but
its iterative solution procedure is computationally expensive. Thus, an approximate Riemann solver is introduced,
where the complexity of the mathematical problem is reduced. The simplifications include an estimation of the outer
wave speeds (rarefaction and shock waves) as well as omission of the contact wave. The iteration procedure now
simplifies to finding the interfacial mass flux where we use the kinetic relation [18]

cent 9m22

Tref
“ vρpu´ aifqps´ ssatpTrefqqw . (5)

Here, the square brackets indicate the jump across the interface, i.e. the difference between liquid and vapour state.
The mass flux 9m2 is estimated comparing the deviation of the local entropy, s, to the saturation entropy, ssat, between
the liquid and the vapour phases. The coefficient cent guarantees a consistent scaling of the entropy production with
mass flux. Details of the Riemann solver are found in [16]. The calibration of cent is presented in the next section.
As continuous polynomials are used within one DG cell, it is not possible to capture the interface discontinuity be-
tween polynomial nodes, and the liquid-vapour interface must lie on DG cell interfaces. To enhance the interface
resolution, the polynomial nodes are treated as finite volume (FV) cells in the vicinity of the interface by subdividing
each DG cell into N ` 1 FV sub-cells per spatial direction [13]. These cells are decoupled from their polynomial
ansatz function and discontinuities may arise between them. For the present investigation a sharp interface ap-
proach is used. Every computational cell is considered as either liquid or gaseous and there are no mixed cells.
Thus, interfacial fluxes can be determined directly across FV cell faces in the refined region and the interface is
shifted from one cell face to the next whenever the sign of Φ changes. It has to be noted that this approach is not
strictly conservative but is needed to avoid a smearing of the interface over several computational cells.

Setup

Physical initial conditions

The physical initial conditions are given in Tab. 1. We have chosen an ambient temperature of T “ 120 K and
an ambient pressure of p8 “ 2.0 ¨ 105 Pa. The conditions inside of the bubble are typically estimated assuming
saturation conditions at the ambient temperature with pbub “ psatpT q. The initial bubble radius results from the
Young-Laplace law as [19]

r0 “
2σ

psat ´ p8
, (6)
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Table 1. Initial conditions for liquid oxygen. The initial velocity is zero everywhere.

vapour bubble liquid ambient vapour

ρ rkg{m3
s 39.308 969.208 6.752

p rPas 1.022 ¨ 106 2.045 ¨ 105 2.045 ¨ 105

T rKs 120 120 120
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Figure 2. Left: Time evolution of the bubble radius (black line) and the accumulated mass (red line). Right: Time evolution of the
bubble pressure (red line) and the interface temperature (blue line). Results are obtained from the solution of the

Rayleigh-Plesset equation coupled to the temperature equation in the liquid.

where σ is the surface tension coefficient. It is σ “ 0.006 N{m for liquid oxygen at T “ 120 K giving r0 “ 0.015 µm.
The saturation pressure inside the bubble and the ambient pressure give a pressure ratio of Rp “ psat{p8 “ 5.
Note that flash-boiling with liquid jets containing numerous bubbles occurs typically at much higher pressure ratios
(e.g. [2]). However, the growth of single vapour bubbles is found to be relatively insensitive to Rp for the time range
considered and in the present investigation, the bubble number density does not depend on the choice of Rp.

Scaling of the evaporation model

As a reference case for calibrating the entropy production coefficient, cent (see Eq. (5)), the growth of a single
bubble is used. Figure 2 depicts the reference solution obtained by solving the Rayleigh-Plesset equation (see [20])
including a coupling with the temperature equation in the liquid as given in [21]. The black line in Fig. 2 (left) shows
the bubble radius over time, and it is seen that it has grown to approximately r “ 10 µm after t “ 1 µs. This radius
corresponds to the average bubble size when bubbles coalesce for conditions given in our first reference case (see
below). The red line in the left sub-figure in Fig. 2 shows the accumulated evaporated mass over time. Only at
time scales of the order of a micro-second, we observe a significant rise in the evaporated mass. This indicates
that bubble expansion at time scales one or several orders smaller than the final time (here one micro-second)
will not affect the volume expansion of the liquid jet and the dynamics related to the bubble expansion at these
scales do not need to be considered. In Fig. 2 (right), the pressure inside of the bubble (red line) and the interface
temperature (blue line) are depicted. We observe a fast decrease in the interface temperature due to the latent heat
of vaporization. As the bulk liquid remains at a high temperature, a thermal boundary layer develops. The pressure
inside of the bubble decreases with the interface temperature and it quickly reaches pressures close to the ambient
pressure after 1 µs. Typically, bubble growth is divided in an early inertia driven stage and a subsequent stage
driven by heat diffusion (see e.g. [19]). However, the decreased pressure seen in Fig. 2 starts to affect the bubble
growth even at early times. Thus, despite an expectancy of a slow heat diffusion process, it needs to be included
at the small time scales if the effects of evaporative cooling and pressure drop are to be considered. In order to
account for this effect the evaporation model in Eq. (5) is scaled to match the total evaporated mass after t “ 1 µs.
In Fig. 3 the solution from the DG solver with cent “ 540 is compared to the reference solution. The initial radius
in the DG solution is increased to r0,DG “ 1.0 µm. This corresponds to the radius at t “ 0.1 µs for the reference
solution, where significant mass accumulation starts. The increase in the initial radius allows for a coarser mesh
resolution and thus, a coarser time step such that the computational effort for the three-dimensional computations
stays acceptable. The left subfigure of Fig. 3 shows the bubble surface over time. Differences are only observed at
early times, when the difference in the initial radii is not compensated. The middle and the right sub-figures of Fig. 3
depict the volume change of the bubble and the total evaporated mass, respectively. The results from the DG solver
match very well with the reference solution at all times, and the difference in initial bubble radius should therefore
not unduly affect the dynamics of jet expansion and breakup. Note, that the calibration is specific for the present
ambient conditions and needs to be adapted accordingly if conditions change.
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Figure 4. Geometrical setup of the three-dimensional simulations. The bubble zone represents the tip of a liquid jet immediately
after the nozzle exit.

Geometry and Numerics

In the present investigation we focus on the small scale processes close to the nozzle exit, where the growth of
vapour bubbles begins to affect the dynamics of the liquid jet. The computational domain is depicted in Fig. 4.
A small liquid core is considered where a fixed number of bubbles is prescribed (bubble zone). The lengths of
the bubble zone in y´ and z´directions are defined by the nozzle radius. Typical nozzle radii in corresponding
experimental investigation of the German national aeronautics and space research centre (DLR Lampoldshausen)
lie in between Rnoz “ 50 µm and Rnoz “ 500 µm and we choose Rnoz “ 50 µm for the present case. The fine
zone in Fig. 4 has the same equidistant mesh resolution as the bubble zone, and therefore guarantees a sufficient
resolution during liquid core expansion. The grid spacing in the fine zone is chosen such that a bubble diameter is
initially resolved with eight FV-cells. In the buffer zone the cells are stretched, and this zone is needed to reduce the
influence of the outflow boundary conditions applied in the positive x´, y´ and z´directions. At all other boundaries
symmetry conditions are applied imposing some degree of rotational symmetry of the expansion process. The mesh
dimensions in y´ and z´directions are the same for all simulations and they are depicted in Fig. 4. We set up two
cases with a different bubble spacing. The cases are labelled Case 1 and Case 2. The number of bubbles in the
y´ and z´direction is Nbub,y “ Nbub,z “ 5 for Case 1 and Nbub,y “ Nbub,z “ 3 for Case 2. The distance of the
bubbles is lbub “ 10 µm and lbub “ 20 µm, respectively, and equal in all three spatial directions. The number of
bubbles in x´direction is the same in Case 1 and 2 but the length of the bubble zone is extended such that we have
a consistent spacing of the bubbles according to the other directions. In that way we resolve two bubble layers in
the x´direction in both cases allowing for a comparison between bubbles located in the center and at the edges of
the bubble group. The total number of bubbles resolved is 34 in Case 1 and twelve in Case 2. The axial extension
of the initial liquid core corresponds to the estimated penetration of the liquid into the vacuum chamber during the
time needed for jet break-up. All the geometric data are given in Tab. 2.

Results and discussion

Three-dimensional results are shown in Fig. 5 for Case 1. The curved iso-surfaces indicate the bubbles and the
liquid jet, respectively. The x´ and the z´normal plane show the velocity fields. The inner bubbles grow isotropically
while the outer bubbles expand stronger towards the jet surface (e.g. top right bubbles in Fig. 5). In the direction
of the jet surface, bubbles are permanently facing the low-pressure environment being the driving force of bubble
expansion. This is different in the jet center, where the expansion of the bubbles is more sensitive to the local
pressure fluctuations and the resistance effectuated by the neighbouring bubbles decreases the expansion rates.
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Table 2. Geometrical specifications for Case 1 and Case 2.

Case 1 Case 2

Nbub,x 2 2
Nbub,yz 5 3
lbub rµms 10 20
Lx,bub rµms 20 30
Lx,fine rµms 30 45
Lx,domain rµms 235 250

x
y

z

Figure 5. Expansion of vapour bubbles in a liquid jet. The curved iso-surfaces represent the bubble and jet surfaces, while the
velocity field is shown in the x- and z-normal slices. Left: Initial conditions. Right: Solution after t “ 0.6 µs.

Furthermore, we observe an expansion of the liquid jet despite the rather short time interval (t “ 0.6 µs). Two-
dimensional plots of density, velocity and pressure fields are depicted in Fig. 6. The initial conditions in the top row
are compared to the solution after t “ 0.6 µs in the bottom row. The density fields in the left column qualitatively
confirm the impression from the three-dimensional plots. The outer bubbles grow faster and become non-spherical
while inner bubbles expand isotropically at a lower rate. All inner bubbles grow approximately at the same rate.
The velocity field is depicted in the middle column of Fig. 6. The expansion velocity of u « 15 m{s is roughly of
the order of typical jet velocities for the corresponding DLR experiments. Thus, the bubble expansion can have a
considerable influence on the jet break-up. Peak velocities of up to u “ 30 m{s at the jet surface arise locally where
the bubbles grow at the highest rate and where deformation of the jet surface is observed and jet break-up imminent.
Note that the high velocities in the surrounding vapour phase do not only result from jet expansion but also from the
evaporation at the jet surface. It is also seen that the velocities decrease rapidly towards the jet center. This may
change when the outer bubbles merge and the jet surface breaks up by forming droplets, which will be investigated
in future studies. In the right column of Fig. 6 the pressure fields are depicted. The pressure in the center is slightly
higher than in the environment and at the jet surface. The evaporation rate in Eq. (5) is determined by the deviation
of the local entropy from the entropy at saturation conditions. The increase in pressure decreases the degree of
superheat in the liquid and the difference of the local entropy to the saturation entropy in Eq. (5) is reduced resulting
in lower evaporation rates. In addition, the mechanical resistance against the bubble expansion is higher for higher
liquid pressures. The pressure increase originates from pressure fluctuations travelling continuously between the
jet center and the jet surface. The temporal average of the local pressures determines the deviations of the growth
rates between the inner and outer bubbles. Here, the growth rate is defined as the time derivative of the bubble
radius drbub{dt, i.e. it corresponds to the gradient of the functions plotted in the r ´ t´diagrams. The density,
velocity and pressure fields of Case 2 are similar (not shown here).

Figures 5 and 6 reveal a variation of growth rates dependent on the position of the bubble within the bubble array.
It is apparent that single bubble growth cannot capture the average growth process accurately and a quantification
of characteristic growth rates is required. For the present case the growth rates of all inner bubbles and all outer
bubbles are averaged. Here, we use the bubble volume and calculate an equivalent radius of the corresponding
spherical bubble. All bubbles directly facing the jet surface to the positive x´, y´ or z´direction are marked as outer
bubbles, while the bubbles that only face neighbouring bubbles are inner bubbles. The left subfigure in Fig. 7 depicts
the radii over time for the outer and inner bubbles for Case 1. The solution for the single bubble growth is given as
reference and the growth rate for the bubble located at the lowest x´, y´ and z´coordinate is also plotted as it
was expected to present a limiting case. It seems, however, that the exact position in the array is not so important.
The innermost bubble grows approximately at the same rate as the average of the inner bubbles as indicated in the
figure by the red and black solid lines, respectively. This is consistent with the qualitative impression from the two-
and three-dimensional plots. The growth rate of the inner bubbles is approximately 30% lower than the growth rate
of a single bubble (dash-dot line). A jet expansion based on growth rates of single bubbles would then be prone to
model inaccuracies. The outer bubbles (dashed lines in Fig. 7) grow faster than the inner bubbles by approximately
20% but the expansion is still lower than for single bubbles. As a result, the outer bubbles will coalesce first and
the subsequent jet disintegration will propagate from the outside towards the jet center. The right subfigure shows
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Figure 6. Density (left), velocity (middle) and pressure (right) fields in an y ´ z´plane. Top row: Initial conditons. Bottom row:
Solution after t “ 0.6 µs.

results of Case 2. Qualitatively, there is little difference between the two cases. However, the absolute growth rates
of Case 1 and Case 2 deviate. Both, the inner and the outer bubbles grow faster by 15% in Case 2 compared to
Case 1. For the present test condition, we illustrate the dependency of individual bubble growth rates on the bubble
density (i.e. the number of bubbles per volume) and their position within the liquid jet. The expansion of the liquid
jet will be determined by the total expansion of all bubbles. The bubbles grow faster for Case 2, but less bubbles
are contained in the liquid and the total expansion of the jet is smaller. Table 3 shows the volume of the jet as the
sum of the liquid and the bubble volume. The volume change compared to the initial solution is 20% in Case 1 and
7% in Case 2. The absolute change in the jet volume in Case 2 is 54% of the absolute change in Case 1 (consult
the fourth column in Tab. 3). This demonstrates the sensitivity of the jet expansion to the bubble growth and its
dependence on both, the local growth rates and the bubble density. The volume change based on the solution of
the growth model for a single bubble multiplied with the number of bubbles in the liquid jet would be doubled in Case
1 and would be overpredicted by 25% in Case 2. Yet, the parameter range in our investigation is small and a more
comprehensive study for wide parameter ranges and at simulation times including droplet formation will be needed
to derive models for flash-boiling that are valid for a wider range of conditions with varying nucleation rates.

Table 3. Volume expansion of the liquid jet for Case 1 and Case 2.

V pt “ 0.0 µsq rm3
s V pt “ 0.6 µsq rm3

s ∆V {∆VCase1 ∆V r%s

Case 1 3.927 ¨ 10´14 4.705 ¨ 10´14 1 20

Case 2 5.890 ¨ 10´14 6.307 ¨ 10´14 0.54 7

Conclusions
In the present paper the expansion rates of multiple bubbles in a superheated liquid jet are investigated. The nu-
merical simulations are conducted using a discontinuous Galerkin solver. The fully compressible approach requires
a modified approximate Riemann solver that accounts for phase change and captures pressure wave dynamics.
The evaporation model requires closure which is realized by the calibration of DG calculations with the Rayleigh-
Plesset equation for cases of single bubble growth. We show that the dynamics of early bubble growth becomes
unimportant at larger time scales, and the total volume expansion obtained with the DG solver matches well with
the reference solution throughout the entire simulation time.

The calibrated model is used to investigate the growth rates in a three-dimensional liquid jet containing multiple
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Figure 7. Comparison of bubble growth rates of inner bubbles, outer bubbles and single bubble growth. Left: Case 1. Right:
Case 2:

bubbles. We observe a strong growth of the bubbles resulting in high expansion velocities for the liquid jet in the
axial and radial direction. The velocities are of the order of the characteristic mean flow velocities and they are
reached at very short time scales. Moreover, we observed non-homogeneous growth of the bubbles and have
quantified the deviation to single bubble growth. It is found that bubbles in the center expand more slowly than
bubbles at the edges of the jet, however, even bubbles right at the jet interface do not reach expansion rates as
were predicted by existing expressions for single bubble growth. The present investigation is a first approximation
and will be extended to include a wider parameter range. Particularly, the influence of the bubble number density
has to be investigated and computations that capture the entire jet break-up due to bubble growth will be attempted.
The bubble number density is a function of the ambient temperature and the pressure ratio Rp. It may not be
possible to achieve realistic bubble number densities for high Rp, however, the current studies show that there is
little influence of the exact position within the array on bubble growth rates (as long as the bubble does not face the
jet interface). This may allow for future computations of a reduced domain size located in the immediate vicinity of
the jet surface where much higher nucleation rates could be realized.
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Abstract

Recent results of the investigation of kinetic and molecular dynamics (MD) models for automotive fuel droplet heating
and evaporation are summarised. The kinetic model is based on the consideration of the kinetic region in the close
vicinity of the surface of the heated and evaporating droplets, where the motion of molecules is described in terms
of the Boltzmann equations for vapour components and air, and the hydrodynamic region away from this surface.
The effects of finite thermal conductivity and species diffusivity inside the droplets and inelastic collisions in the
kinetic region are taken into account. A new self-consistent kinetic model for heating and evaporation of Diesel
fuel droplets is briefly described. The values of temperature and vapour densities at the outer boundary of the
kinetic region are inferred from the requirement that both heat flux and mass flux of vapour components in the
kinetic and hydrodynamic regions in the vicinity of the interface between these regions are equal. At first, the
heat and mass fluxes in the hydrodynamic region are calculated based on the values of temperature and vapour
density at the surface of the droplet. Then the values of temperature and vapour density at the outer boundary of
the kinetic region, obtained following this procedure, are used to calculate the corrected values of hydrodynamic
heat and species mass fluxes. The latter in their turn lead to new corrected values of temperature and vapour
density at the outer boundary of the kinetic region. It is shown that this process quickly converges and leads to
self-consistent values for both heat and mass fluxes. Boundary conditions at the surface of the droplet for kinetic
calculations are inferred from the MD calculations. These calculations are based on the observation that methyl
(CH3) or methylene (CH2) groups in n-dodecane (approximation of Diesel fuel) molecules can be regarded as
separate atom-like structures in a relatively simple United Atom Model. Some results of the application of quantum
chemical methods to the estimation of the evaporation/condensation coefficient are discussed.

Keywords

Diesel fuel, droplets, heating, evaporation, kinetic modelling.

Introduction

In most applications, including those focused on automotive fuel droplets, the modelling of heating and evaporation
processes has been based on the assumption that vapour at the liquid surface is saturated and the problem of
evaporation reduces to the analysis of diffusion of vapour from the liquid (droplet) surface to the ambient gas [1].
The limitations of this approximation have been well known for over a century (see the references in [2]). In a
number of studies, summarised in [1], the evaporation of n-dodecane C12H26 or a mixture of n-dodecane and p-
dipropylbenzene C12H18 (approximating alkanes and aromatics in Diesel fuel) was studied and a new model based
on a combination of the kinetic and hydrodynamic approaches was developed. In the close vicinity of droplet
surfaces (up to one hundred molecular mean free paths), the vapour and ambient gas dynamics were studied
based on the kinetic Boltzmann equations for vapour and air (kinetic region), while at larger distances the analysis
was based on the conventional hydrodynamic equations (hydrodynamic region). These regions alongside the liquid
region are schematically shown in Figure 1. Mass fluxes of components, momentum and energy fluxes were
conserved at the interface between kinetic and hydrodynamic regions. The boundary conditions at the droplet
surface were specified in terms of the evaporation coefficient which was estimated using molecular dynamics (MD)
or quantum chemical (QC) methods.
The purpose of this paper is to provide an overview of the most important results in kinetic, MD and QC analysis
of automotive fuel droplet heating and evaporation, mainly obtained since the publication of [1]. This overview is
complementary to the more general review [3] recently published in Fuel.
The fundamentals of the most advanced self-consistent kinetic model for automotive fuel droplet heating and evap-
oration are summarised in Section 2, following [4]. Basic principles of the United Atom Model, used for the MD
estimation of the evaporation coefficient (used as the boundary condition at the surface of the droplet in kinetic
modelling), are briefly described in Section 3, following [5, 6]. The feasibility of using quantum chemical methods
for studies of the processes at the surface of droplets and estimation of the evaporation coefficient is discussed in
Section 4, following [7]. The main results of the paper are summarised in Section 5.

1076

http://dx.doi.org/10.4995/ILASS2017.2017.4593


ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain

Figure 1. Liquid, kinetic and hydrodynamic regions near the surface of the droplet. Ts is the droplet surface temperature,
ρs (nd,pd) are n-dodecane (nd) and p-dipropylbenzene (pd) vapour densities in the immediate vicinity of the droplet surface, TRd

and ρRd (nd,pd) are the temperature and n-dodecane (nd) and p-dipropylbenzene (pd) vapour densities at the outer boundary of
the kinetic region. Reprinted from International Journal of Heat and Mass Transfer, Volume 93, Sazhin et al., A self-consistent

kinetic model for droplet heating and evaporation, Pages 1206-1217, Copyright Elsevier (2016).

A self-consistent kinetic model

As already mentioned, the boundary condition at the interface between the kinetic and hydrodynamic regions has
been inferred from the requirement of the conservation of heat and mass (or species mass) fluxes at this interface.
In all papers published before [4], hydrodynamic heat and mass fluxes were calculated based on the simplifying
assumptions that the temperature at the outer boundary of the kinetic region is the same as the droplet surface
temperature and vapour pressure at this boundary is the same as the saturated vapour pressure at the droplet
surface. This approach allows one to find the corrected values of temperature and vapour density at the interface
between the kinetic and hydrodynamic regions.
The main problem with this approach is that the heat and mass (or species mass in the case of multi-component
droplets) fluxes in the hydrodynamic region, calculated based on these corrected values of temperature and vapour
density, are not necessarily equal to the heat and mass fluxes in the hydrodynamic region used to find these
corrected values. The authors of [4] suggested that this problem can be overcome if an iterative process is used.
In this case, the corrected values of temperature and vapour density (or species densities) at the outer boundary
of the kinetic region were used to calculate the corrected values of hydrodynamic heat and mass fluxes. The latter
leads to new corrected values of temperature and vapour density at the outer boundary of the kinetic region. If this
process converges then self-consistent values for both heat and mass fluxes are obtained.
This iterative procedure is illustrated in Figures 2 and 3 in which the process of calculation of density and tem-
perature at the interface between the kinetic and hydrodynamic regions is shown. Diesel fuel is approximated by
n-dodecane (C12H26), a droplet is assumed to be moving with constant relative velocity equal to 10 m/s and its sur-
face temperature is equal to 600 K; gas temperature and pressure are taken equal to 1000 K and 30 bar respectively.
The calculations are based on the Effective Thermal Conductivity (ETC) model (see [1] for the details). The plots of
j̃k ≡ jk n/(ρ0

√
RvT0) versus αρ and q̃k ≡ qk/(p0

√
RvT0) versus αT are shown in these figures (lines ‘k’). Also, the

plots of j̃h ≡ jh n/(ρ0

√
RvT0) versus αρ and q̃h ≡ qh/(p0

√
RvT0) versus αT (assuming that αρ ≡ ρRd/ρs = 1 and

αT ≡ TRd/Ts = 1) are shown in the same figures (lines ‘h’, iteration 1). The intersection between these two pairs
of lines gives the updated values αρ = 0.979 and αT = 1.031.
In the kinetic models used before [4], these corrections were directly used for calculation of mass and heat fluxes
(see [1] for the details). In the new model these corrections are used to update the values of j̃h and q̃h . The updated
values of these fluxes are shown in Figures 2 and 3 (lines ‘h’, iteration 2). The intersections of these lines with
lines j̃k and q̃k give us new updated values αρ = 0.969 and αT = 1.029. The following iterations, up to iteration
50, lead to relatively small changes in these corrections, as shown in Figures 2 and 3. The difference between the
values of αρ and αT decreases with increasing iteration number; the differences between the values inferred from
the 49th iteration are almost indistinguishable from those inferred from the 50th iteration. Note that, in contrast to
the previously used non-self-consistent models, the approach described above does not rely on the observation
that q̃k is almost independent of αρ and j̃k is almost independent of αT .
The analysis as presented in Figures 2 and 3 was repeated for other droplet surface temperatures in the range
300-650 K and gas temperatures 800 K, 1000 K and 1200 K. The same analysis was performed for bi-component
droplets (80% n-dodecane and 20% p-dipropylbenzene mixture) for gas temperature equal to 1000 K.
The new model was applied to the analysis of heating and evaporation of n-dodecane droplets with initial radii and
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Figure 2. The plots of normalised mass fluxes j̃ ≡ j/(ρ0

p
RvT0) predicted by the kinetic (line ‘k’) and hydrodynamic (lines ‘h’)

models for an n-dodecane droplet moving with constant velocity 10 m/s versus αρ ≡ ρRd/ρs (normalised vapour density at the
outer boundary of the kinetic region). Droplet surface and gas temperatures are assumed equal to 600 K and 1000 K

respectively. Reprinted from International Journal of Heat and Mass Transfer, Volume 93, Sazhin et al., A self-consistent kinetic
model for droplet heating and evaporation, Pages 1206-1217, Copyright Elsevier (2016).

Figure 3. The plots of normalised heat fluxes q̃ ≡ q/(p0

p
RvT0) predicted by the kinetic (line ‘k’) and hydrodynamic (lines ‘h’)

models for an n-dodecane droplet moving with constant velocity 10 m/s versus αT ≡ TRd/Ts (normalised temperature at the
outer boundary of the kinetic region). Droplet surface and gas temperatures are assumed equal to 600 K and 1000 K

respectively. Reprinted from International Journal of Heat and Mass Transfer, Volume 93, Sazhin et al., A self-consistent kinetic
model for droplet heating and evaporation, Pages 1206-1217, Copyright Elsevier (2016).
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temperature equal to 5 μm and 300 K, immersed into gas with temperatures equal to 800 K, 1000 K and 1200 K
and pressure equal to 30 bar. Droplets were either stationary or moving with constant velocity equal to 10 m/s. It
was shown that in all cases the kinetic effects result in a decrease in droplet surface temperature and an increase in
the evaporation time. This increase was shown to be particularly important for higher gas temperatures and moving
droplets [1, 3, 4]. The contribution of p-dipropylbenzene was shown to decrease the kinetic effects on droplet
evaporation time [4].
The analysis presented in this section is based on the assumption that droplets are perfect spheres. The kinetic
model for non-spherical droplets has not yet been developed, to the best of our knowledge. The results of develop-
ment of a hydrodynamic model of spheroidal droplet heating and evaporation are described in [8].

United Atom Model

As already mentioned, the solution to the Boltzmann equation in the kinetic region requires the formulation of the
boundary condition at the liquid/gas interface. This boundary condition is essentially controlled by the evapora-
tion coefficient (see review [9] for the details). A theoretical estimation of this coefficient requires the application of
molecular dynamics (MD) methods [1]. A number of models have been developed to describe the molecular dynam-
ics of complex hydrocarbon molecules, such as n-dodecane. Most of these models are based on the observation
that the C-H bond in complex hydrocarbon molecules is much shorter and much stronger than the C-C bond, and
also stronger than the van der Waals forces between molecules. Thus the methyl (CH3) or methylene (CH2) groups
in the n-dodecane molecule can be regarded as separate atom-like structures in a relatively simple United Atom
Model. In [5, 6] this model was used for the estimation of the evaporation coefficient at the surface of n-dodecane
droplets based on MD calculations.
The contributions of the Lennard-Jones, bond bending and torsion potentials with the bond length constrained were
taken into account. The analysis of [5] was based on 400 molecules, while the analysis of [6] was based on 720
molecules. The results of MD calculations of the evaporation coefficient β, which are presented in the latter paper,
were approximated by the following simple formula (see [1] for the details):

β(Ts) = 7 × 10−6 T 2
s − 9.8× 10−3 Ts + 3.7215, (1)

where Ts is the droplet surface temperature (in K). The values of β predicted by Expression (1) turned out to be
compatible with results reported by a number of other authors (see Figure 4).
Note that the United Atom Model is not valid at temperatures close to the critical temperature. In this case, a much
more complex All Atom Model, taking into account the contributions of all atoms should be used. Also, the United
Atom Model does not explicitly take into account quantum chemical effects. The importance of these effects is
discussed in the next section.

Quantum chemical effects

The analysis summarised in the previous section did not explicitly take into account quantum chemical (mechanical)
effects when analysing molecular dynamics in the vicinity of the droplet surface. In a series of our previous papers,
the results of which are reviewed in [7, 3], the applicability of this approach has been investigated. In this section,
the main findings of this investigation are summarised.

Quantum chemical methods

Although the solution to the Schrödinger equation for the wave function ψ in some simple cases (e.g. an isolated hy-
drogen atom) is well known, its general solution in the case when many atoms need to be analysed simultaneously
is still a challenge for quantum mechanical modelling. Perhaps the most widely used simplified method for solving
this equation is the Hartree-Fock (HF) method. Two strategies for application of the HF method for practical cal-
culations have been suggested. In the semi-empirical methods the integrals used in the HF method are estimated
based on experimental data or based on a series of rules which allow one to set certain integrals to zero. In the ab

initio methods an attempt is made to calculate all these integrals.
Although this method is widely used in practical computations, it is still an approximate one and demands consider-
able computational effort. This stimulated the development of alternative approaches to the calculation of electronic
systems, including the Density Functional Theory (DFT) which is focused on the electron density (ρe) rather than
on the wave function ψ. In this approach it is assumed that the energy of a molecule is a function of the electron
density. Since the electron density is a function of position ρe(r), this energy appears to be a function of a function
(functional) of density
On some occasions various approximations of the energy functional in the DFT, that incorporate parts of the exact
exchange from the HF theory, have been used. One such approach is known as B3LYP (Becke, 3-parameter,
Lee-Yang-Parr). Various semi-empirical quantum chemistry methods are important for dealing with large molecules
where the HF method without the approximations (ab initio approach) and DFT are too expensive. In these cases
a range of fitting parameters are typically used to produce the results. The parameters in the PM7 method were
calibrated to obtain results consistent with experimental and ab initio data for more than 9000 compounds. The
accuracy of the PM7 method is close to that of the ab initio and DFT methods used with the 6-31G(d) basis set.
The fundamental differences between the classical molecular mechanics/molecular dynamics (MM/MD), semi-
empirical PM7, ab initio and DFT methods are in the way in which the contributions of electrons are taken into
account. The contribution of all electrons is taken into account in ab initio and DFT with a self-consistent field
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(SCF); only valence electrons are considered in semi-empirical quantum-chemical methods (QCMs) with SCF, and
no electrons are considered in classical MM/MD methods without SCF. A new continuum solvation model based on
the quantum mechanical charge density of a solute molecule interacting with a continuum description of a solvent
is known as the SMD. The term continuum indicates that the solvent is represented as a dielectric medium with
surface tension at the solute-solvent boundary.
In the case of modelling of the transient processes, the Dynamic Reaction Coordinates (DRC) method has been
widely used. The key concept of this method is the Dynamic Reaction Coordinate which is the path followed by all
the atoms in a system assuming the conservation of energy. In contrast to conventional molecular dynamic (MD)
approaches, in this approach the contributions of the processes at the electronic level are taken into account. These
models have been implemented in a number of known programs, including Gaussian 09, WinGAMESS 2013 R1,
and MOPAC2012.

Interaction between molecules and droplets

In this section, the results of the analysis of the collision processes between n-dodecane molecules and clus-
ters/nanodroplets, based on the Dynamic Reaction Coordinate (DRC) method, are briefly summarised, following
[7, 10]. In the DRC approach, the total kinetic energy includes the kinetic energy of random thermal bond vibrations
and rotations and the kinetic energy of the translational motion of the whole molecule. In our previous analysis, this
approach was applied to study the dependence of sticking/scattering of n-dodecane molecules on their angles of
attack, temperature, and cluster/nanodroplet size. The calculations were performed for molecules interacting with a
cluster (7 molecules) or a nanodroplet (64 or 128 molecules) of n-dodecane molecules.
It was shown that at large angles of attack, molecules are absorbed by a cluster or nanodroplet of relatively small
size (diameters in the range 2-7 nm) if the kinetic energy of attacking molecules is low and they are not oriented
exactly towards one of the surface molecules. At angles close to ≈ 1◦ almost perfectly elastic collisions were
observed if the molecules had high kinetic energy (∼ 10 kJ/mol or larger) and were oriented directly towards one
of the surface molecules. It was assumed that the kinetic energy of the molecules in the clusters or nanodroplets
was low and thermal vibrations and bond rotations corresponded to 300-400 K. The kinetic energy of the attacking
molecule was high with their effective temperatures being in the range 500-1200 K.
It was concluded that the probability of the attacking molecule sticking to a droplet is maximal if the molecular
plane is parallel or almost parallel to the droplet surface (multi-point interactions of long n-dodecane molecules with
the droplet surfaces are expected). If the kinetic energy of the attacking molecules is greater than that of boiling
temperature then it is expected that their scattering and removal from the cluster/nanodroplet surface will take
place. It was shown that molecule-nanodroplet interaction results depend on the kinetic energy and orientations
of the attacking and surface molecules. The mechanisms of evaporation of microdroplets and nanodroplets were
shown to involve different processes. In the case of microdroplets, individual carbon molecules were evaporated
from their surfaces, while nanodroplets disintegrated into clusters and individual molecules.
The predicted decrease in the lifetime of the “surface" molecules with temperature when the temperature of nan-
odroplets increases agrees with the prediction of the classical theory based on MD simulations of n-dodecane
molecules using the United Atom Model (see Equation (1)). The analysis described above, however, does not allow
us to predict the evaporation coefficient, as we did in the MD analysis (see Equation (1)). To obtain the values
of this coefficient, using this analysis, one would need to repeat these calculations for a wide range of angles of
attack, orientation of molecules and energies for various conformers and various conditions of clusters and nan-
odroplets. Since this is not currently feasible, an alternative approach to calculating this coefficient, taking into
account quantum chemical effects, is described in the next section, following [11, 7].

Evaporation/condensation coefficient

In the analysis originally presented in [11] and summarised in [7] the transition state theory (TST) was used. This
theory was based on a QC DFT approach taking into account the conformerisation of n-dodecane molecules
(approximation of Diesel fuel). It was shown that the most accurate expression for the condensation coefficient
(assumed to be equal to the evaporation coefficient) is the one averaged over the states of various conformers
transferred between two phases. This was given by the following formula [11]:

〈βV 〉 =

(
1 −

»
ρg

ρl
exp

〈ΔGg→l〉
RuT

–1/3
)

exp

(
−0.5

"»
ρg

ρl
exp

〈ΔGg→l〉
RuT

–1/3

− 1

#
−1)

, (2)

where Ru is the universal gas constant, ρg(l) is the gas (liquid) density, ΔGg→l is the change in the Gibbs free
energy during the condensation process, subscript V shows that the expression βV depends on specific volumes,
〈 〉 shows the averaging over the states of various conformers transferred between two phases. The effects of
both the conformerisation and cross-conformerisation of molecules were taken into account. Ninety-five stable
conformers were selected based on the changes in the Gibbs free energy.
A comparison between the results of calculations of β = βV based on Expression (2) and those obtained previously
is shown in Figure 4, reproduced from [7]. As can be seen from this figure, taking into account QC effects leads to
marginal modification of the predicted evaporation/condensation coefficient unless the temperature approaches the
critical temperature. Thus, although the analysis of QC effects takes into account many new effects ignored in the
conventional force fields (FF) approach, the contribution of these effects to the values of the evaporation coefficient
turned out to be marginal.
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Figure 4. Comparison of the values of the evaporation coefficient β, predicted by MD, FF (symbols 1-4, curves 5-8) and
Expression (2) (curve 9), versus normalised temperature (T/Tc (Tc is the critical temperature)). Symbols (1-4) refer to the
models for structureless LJ fluids with various input parameters (see [7] for the details), curves 5 and 7 refer to the results

obtained from the United Atom Model, curve 6 refers to the results of calculations based on the TST model reproduced from [5],
curve 8 is based on the results of calculations using the model described by Mizuguchi et al. [12]. QC calculations were
performed using DFT ωB97X-D/cc-pVTZ and SMD/ωB97X-D/cc-pVTZ. Reprinted from Fuel, Volume 165, Sazhin et al.,

Quantum-chemical analysis of the processes at the surfaces of Diesel fuel droplets, Pages 405-412, Copyright Elsevier (2016).

Conclusions

The results of several recent developments of kinetic and molecular dynamics (MD) models for automotive fuel
droplet heating and evaporation are described, based on previously published journal papers (mainly from 2015-
2017). The kinetic models, developed in a series of our recent papers, are based on consideration of the kinetic
region in the immediate vicinity of the surface of the heated and evaporating droplets and the hydrodynamic region
away from this surface. In the kinetic region the motion of molecules was described in terms of the Boltzmann
equations for vapour components and air. The effects of finite thermal conductivity, recirculation and species dif-
fusivity inside the liquid droplets were taken into account, alongside the effects of inelastic collisions in the kinetic
region. A self-consistent kinetic model for heating and evaporation of Diesel fuel (approximated by n-dodecane
C12H26 or a mixture of n-dodecane and p-dipropylbenzene C12H18 (approximating alkanes and aromatics in Diesel
fuel)) droplets is described. In this model, the values of temperature and vapour density at the outer boundary of the
kinetic region are inferred from the requirement that the heat flux and mass flux of vapour components in the kinetic
and hydrodynamic regions in the vicinity of the interface between these regions are equal. At first, the heat and
mass fluxes in the hydrodynamic region were calculated based on the values of temperature and vapour density at
the surface of the droplet. Then the values of temperature and vapour density at the outer boundary of the kinetic
region, obtained following this procedure, were used to calculate the corrected values of hydrodynamic heat and
species mass fluxes. The latter in their turn led to new corrected values of temperature and vapour density at the
outer boundary of the kinetic region. It was shown that this process quickly converges and leads to self-consistent
values for both heat and mass fluxes.
Boundary conditions at the surface of the droplet for kinetic calculations were formulated in terms of the evaporation
coefficient, the values of which were inferred from the molecular dynamics (MD) calculations. These calculations
were based on the United Atom Model. The latter model is based on the observation that methyl (CH3) or methy-
lene (CH2) groups in n-dodecane (approximation of Diesel fuel) molecules can be regarded as separate atom-like
structures. Some recent results of the application of quantum chemical methods to the analysis of the interaction
between molecules and the surfaces of molecular clusters and nanodroplets are summarised. It is shown that
quantum-chemical (QC) analysis leads to marginal modifications of the predicted evaporation coefficient, using the
United Atom Model, unless the temperature approaches to the critical temperature for n-dodecane.
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Nomenclature

G Gibbs free energy [kJ kmole−1]
j mass flux [kg m−2 s−1]
p pressure [Pa]
q heat flux [J m−2 s−1]
r position [m]
Ru universal gas constant [kJ kmole−1 K−1]
Rv gas constant referring to n-dodecane [kJ kg−1 K−1]
T temperature [K]

Greek Symbols
αρ ρRd/ρs

αT TRd/Ts

β evaporation/condensation coefficient
δ thickness [m]
ρ density [kg m−3]
ψ wave function

Subscripts
c critical
e electron
g gas
h hydrodynamic
k kinetic
l liquid
nd n-dodecane
pd p-dipropylbenzene
Rd outer boundary of the kinetic region
s surface of the droplet
T temperature
v vapour
V specific volume
ρ density
0 initial
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Abstract 
The impact morphology of dilute polymer solution drops on a heated surface is studied experimentally by means 
of high-speed imaging, with respect to the following parameters: surface temperature; impact Weber number; 
polymer concentration; polymer molecular weight. In addition to impact morphologies observed in Newtonian 
drops (deposition, rebound, secondary atomisation and breakup/splashing), three new impact regimes have been 
identified: (i) a single satellite droplet ejected in the direction of bouncing but tethered to the main drop by a thin 
liquid filament; (ii) a splashing-like behaviour (semi-splashing), where the rim instability generates satellite 
droplets tethered to the lamella by thin liquid filaments; (iii) a spray-like behaviour (semi-spray), where a fine 
secondary atomisation generated upon impact is quickly absorbed back into the drop globule. Experiments were 
carried out using drops of aqueous polyethylene oxide (PEO) solutions, with mass concentrations of 100 ppm, 
200 ppm and 400 ppm, and PEO molecular weights of 2 MDa, 4MDa, and 8MDa. The impact morphology on a 
polished aluminium surface with temperatures ranging between 160°C and 400°C was investigated for impact 
Weber numbers between 20 and 170, taking side view images of impacting drops at a rate of 1,000 frames per 
second. 

Keywords 
Drop Impact; Heated Surfaces; Polymer Solutions; Impact Regime Map. 

Introduction 
The dynamics of liquid drops impinging on a heated surface is a phenomenon of interest in many areas of 
engineering, including spray cooling, inkjet printing for advanced manufacturing applications, quenching of alloys 
in the steel industry and nuclear reactor safety. Despite several decades of research, this phenomenon is 
understood only to a limited extent and requires further research; specifically, the development of impact regime 
maps (IRMs) is of practical interest because they provide a consolidated understanding of the impact behaviour 
and represent a tool of practical use in the design of nozzles, print heads, etc. A quantitative and comprehensive 
IRM also presents an important test case for the development and validation of theoretical models describing 
specific features, such as transitions between different impact regimes.  
Currently, an extensive body of literature on the behaviour of Newtonian drops impacting on heated surfaces 
exists. The first IRM produced [1] identified most of the impact regimes, however lacked clear quantitative 
description on the initiation and extent of these regimes. This work was soon followed by a detailed investigation 
that allowed production of three distinct IRMs corresponding to Weber numbers of 20, 60 and 220 and for surface 
temperatures ranging from 100° to 300°C [2]. Although this work included substantial information on the 
spreading behaviour of a drop and its heat transfer characteristics, the IRMs were far from being fully 
comprehensive, particularly lacking information on all possible impact regimes that can be realised as well as the 
transitional boundaries. This was partly because of the limitations in photographic techniques available for 
analysis at the time. Moreover, the photographic results reported were not based on studying the lifetime of a 
single drop but rather based upon an ensemble principle of several drops, with one photograph taken per drop. 
Other semi-qualitative maps were proposed in the following years [3,4] 
Drop impact was investigated for liquid drops impacting upon a nickel surface with angle of incidence ranging 
between 10° and 80° [5]. The impact regime map developed as a result uses as coordinates the dimensionless 
temperature, T*, defined as 

  𝑇∗ = !!!  !!
!!!  !!

 (1) 

and the K-number [6,7] 
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  K = We Oh-0.4          (2) 
 
where Tw – Tb is the wall superheat temperature, i.e. the difference between wall temperature and the boiling 
point of the fluid, T1 is the Leidenfrost temperature .  
For cases where the wall temperature is lower than the Leidenfrost temperature, the proposal was to replace Tw 
in equation (2) by effective contact temperature as described in the expression (3) below [8]. 
 
  𝑇! =

!!!!"!!!!!
!!!!!

          (3) 

 
where TH and T1 denote the wall and liquid temperatures respectively and ɛw and ɛ1 are the respective thermal 
effusivities of the wall and the liquid. This map identifies three impact regimes: deposition, splashing and rebound 
and displays qualitative transition boundaries; the Leidenfrost temperature is assumed to be 220°C, however this 
quantity depends on the Weber number and, for water drops interacting with polished aluminium surfaces, has a 
minimum value of approximately 160°C when We → 0 [9-11]. A comprehensive review on single droplet impact 
research and its relevance to understanding fuel sprays impingement can be found in [12]. 
To rationalise the rich variety of impact morphologies observed for Newtonian drops impinging on heated 
surfaces, it was proposed to identify “simple” impact regimes, displaying one distinctive feature (deposition, 
rebound, splashing/breakup) and “mixed” regimes, resulting from the combination of simple regimes with 
secondary atomisation [13]. Such unifying classification on one hand embraces the different impact morphologies 
reported in the existing literature, and on the other hand is simple enough to be used for practical purposes; in 
addition, it allows one to derive simple models for transition boundaries.  
Results about Newtonian drop impact on heated surfaces reported in the literature are generally consistent with 
one another, to the exception of one recent work presenting an IRM based upon the impact of water and FC-72 
drops upon silicon and sapphire surfaces, for temperatures between 200°C and 600°C and the Weber numbers 
between 0.5 and 600 [14]. Whilst one may argue the differences between these results and the rest of the 
literature are due to the high smoothness of the surfaces used, a more careful analysis suggests they may be 
caused by the design of the experimental setup, which leads to overestimate the surface temperature [13]. 
The impact of non-Newtonian drops on heated surfaces received comparatively less attention. Early studies 
focused primarily on dilute polymer solution drops, finding significant differences with respect to Newtonian drops 
[15]; in particular, it was observed that adding small amounts of a flexible polymer to the aqueous phase, 
secondary atomisation can be suppressed completely [16], and droplet rebound in the Leidenfrost regime is 
significantly enhanced [17]. More recently, it was shown that Leidenfrost rebounds are only weakly affected by the 
polymer concentration (i.e., by the fluid rheology) [18], but can be related to the symmetry of the rebound process 
[19]. Finally, the study of non-Newtonian drop impact in the Leidenfrost regime was extended to viscoplastic gels 
[20], showing that the fluid yield stress can suppress drop rebound. 
The aim of the present work is to provide a systematic analysis of the impact morphology of dilute polymer 
solution drops, to produce impact regime maps for different polymer molecular weights and concentrations. 
 
Material and methods 
Test fluids were prepared by dissolving polyethylene oxide (PEO) in de-ionized water with mass concentrations of 
100, 200, and 400ppm; the polymer had average molecular weights of 2MDa, 4MDa, and 8MDa, and typical 
density of 1210 kg/m3. In total, five distinct batches were produced:  

• S1: Molecular weight = 4MDa; Concentration = 100 ppm 
• S2: Molecular weight = 4MDa; Concentration = 200 ppm 
• S3: Molecular weight = 4MDa; Concentration = 400 ppm 
• S4: Molecular weight = 2MDa; Concentration = 200 ppm 
• S5: Molecular weight = 8MDa; Concentration = 200 ppm 

In all cases, the polymer concentration was smaller than the overlap concentration, which can be estimated 
through the Mark-Houwink equation [18], therefore all test fluids are dilute solutions. The test fluid viscosities 
ranged between 1.1 mPa s and 1.5 mPa s, while their surface tension was almost the same as that of the pure 
solvent (~70 mN/m) [18]. 
Drops of test fluids were released from a blunt hypodermic needle (gauge 21, i.d. 0.495 mm) and impacted upon 
the polished top surface of a square aluminium block (40mm x 40mm) containing two 100W cartridge heaters. 
The surface temperature was controlled by a PID controller driven by a thermocouple inserted into the aluminium 
block, approximately 1 mm below the impact point, and was varied in increments of 20°C between 160°C and 
400°C, with an accuracy of ± 1°C. A schematic of the experimental setup is displayed in Figure 1. 
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The drop diameter at equilibrium was calculated from the drop mass, m, measured with a precision scale (Mettler 
Toledo) as 𝐷! = 6𝑚 𝜋𝜌! , where ρ is the fluid density. Averages over 50 samples returned a value of D0 = 2.93 ± 
0.1 mm.  

 

Figure 1. Schematic of experimental setup: a) optical breadboard; b) high-speed camera; c) heated aluminium block; d) LED 
backlight; e) drop dispensing system; f) temperature controller; g) digital vernier callipers; h) needle; i) computer. 

 
The drop falling height, H, was adjusted using a digital height gauge, and the free-fall impact velocity, u, was 
calculated as 2𝑔 𝐻 − 𝐷! ; previous experiments showed this is almost identical to the measured impact velocity, 
for falling heights up to 30 cm [17]. In the present study, the drop falling height was varied within the range from 
30 mm to 200 mm, corresponding to Weber numbers, between 23 and 166.  
The impact of single drops was recorded using a high-speed CMOS camera (Mikrotron MC1310) at the rate of 
1000 frames per second, with back-to-front illumination. For each surface temperature and Weber number, the 
experiment was repeated 10 times for the sake of statistical coherence. 
The recorded videos were processed in Labview environment. The processed frames obtained as a result were 
used to produce pictorial maps for each of the five specified combinations. These pictorial maps use surface 
temperature and the Weber number as the coordinates and apart from showing the impact behaviour, also allow 
one to make a qualitative assessment of the boundaries between the various impact regimes. The data was also 
processed in Matlab environment to generate impact regime maps, showing the impact behaviour as a function of 
surface temperature and Weber number. More details about the experimental apparatus and procedure can be 
found in previous works [13,17,18]. 
 
Results and discussion 
The impact regimes observed for water drops impacting on a heated surface, based on the simplified 
classification proposed in [13], i.e., secondary atomisation (SA), rebound, (R), breakup (B) and/or splashing (S), 
rebound with secondary atomisation (RSA), and breakup with secondary atomisation (BSA), are also observed in 
case of dilute polymer solution drops, and will not be discussed further in the present work. Besides these 
conventional impact regimes, dilute polymer solution drops may exhibit other impact morphologies, depending on 
the Weber number, the impact surface temperature, the polymer concentration and molecular weight.  
At low polymer concentrations, there is a range of Weber numbers where a single satellite drop separates in the 
vertical direction during rebound, shortly after the drop has bounced off the surface; this drop is tethered to the 
main drop body by a thin liquid filament, which is subject to uniaxial stretching, and does not break up until the 
two droplets re-coalesce into a single drop, as shown in Figure 2. The diameter of the single satellite drop is 
between 40% and 50% of the equilibrium drop diameter, D0; this means that the mass of the satellite drop is 
about 10% of the total mass of the drop, therefore the equivalent drop diameter of the drop after the satellite 
droplet separation is about 96% of the initial equilibrium diameter. 
A second impact morphology peculiar of polymer solution drops can be observed at high Weber numbers. When 
the drop reaches maximum spreading, satellite droplets are formed around the disk perimeter due to the rim 
instability; in Newtonian drops, this instability eventually evolves into drop splashing. In the case of polymer 
solutions, a liquid bridge prevents the separation of the satellite droplets from the lamella, as shown in Figure 3; 
although the stretching of the liquid bridge is less than in the case of the single satellite drop filament, its elasticity 
is sufficient to recall the satellite droplets and prevent splashing or breakup. This impact morphology is not 
observed in Newtonian drops, and can be labelled as partial splashing (or semi-splashing). 
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Figure 2. Single satellite drop morphology observed during the impact of a PEO solution drop (concentration: 100ppm; 
molecular weight: 4 MDa) impacting on a surface at T = 400°C with We = 80; the time origin is the moment of impact. 

 

 

Figure 3. Semi-splash morphology observed during the impact of a PEO solution drop (concentration: 300ppm; molecular 
weight: 4 MDa) impacting on a surface at T = 400°C with We = 200; the time origin is the moment of impact. 

 

 

Figure 4. Semi-spray morphology observed during the impact of a PEO solution drop (concentration: 200ppm; molecular 
weight: 4 MDa) impacting on a surface at T = 250°C with We = 100; the time origin is the moment of impact. 
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Figure 5. Impact regime map obtained for a concentration of 200 ppm and a molecular weight of 4 MDa; regimes shown: SA 
(□), RSA (◊), R (o), and R* (*). 

 
The formation of liquid bridges preventing the separation of satellite droplets also affects the secondary 
atomization regime, as shown in Figure 4. In this case, satellite droplets are sprayed out of the spreading drop 
free surface due to the bursting of vapour bubbles produced at nucleation sites on the impact surface; however, 
shortly after their ejection all satellite droplets forming the spray are pulled back into the main drop, hence this 
morphology can be labelled “semi-spray”. The phenomenon has an overall duration of a few milliseconds 
therefore it is very difficult to detect and analyse. 
Figure 5 shows the impact regime map relative to a dilute PEO solution with concentration of 200 ppm and 
molecular weight of the PEO of 4 MDa. In the range of parameters considered, the impact regimes observed are 
secondary atomization (SA), rebound with secondary atomisation (RSA), dry rebound (R), and semi-spray (R*). 
Thus, the map is significantly different with respect to the map obtained for drops of pure water [13]; the dominant 
impact morphology, observed for most combinations of surface temperature and Weber number, is dry rebound, 
meaning that the polymer additive strongly inhibits both secondary atomization and splashing. 
The effect of polymer concentration is clearly seen upon comparing the map in Figure 5 with the impact regime 
maps for a molecular weight of 4MDa and PEO concentrations of 100 ppm and 400 ppm, displayed in Figure 6. 
Reducing the polymer concentration increases the number of different impact morphologies, while for the higher 
polymer concentration dry rebound is observes almost everywhere, with the semi-spray regime confined to a 
small region. Upon keeping the molecular weight constant at 4MDa and gradually increasing the concentration 
from 100 to 200 ppm, all break-up and splashing is completely overcome; with the exception of small scale 
secondary atomisation which is prevalent at a surface temperature of 160°C. However, upon increasing the 
concentration to 400 ppm, no secondary atomisation is observed even at surface temperature of 160°C. For all 
surface temperatures considered, rebound is the primary impact outcome. 
Similarly, the effect of the molecular weight of the polymer can be seen upon comparing the map in Figure 5 with 
the impact regime maps for a concentration of 200 ppm and molecular weights of 2 MDa and 8 MDa, displayed in 
Figure 7. Within the 2 MDa (200 ppm) impact regime map, secondary atomisation (SA), rebound with secondary 
atomisation (RSA), rebound (R), semi-spray (R*) and drop break-up (B) regimes are observed. Upon gradual 
increase of molecular weight from 2MDa to 4MDa, the break up regime is completely suppressed; however some 
secondary atomisation is still present at a surface temperature of 160°C. Increasing the molecular weight to 
8MDa, all secondary atomisation is completely suppressed.  
Thus, from a qualitative standpoint, the effect of molecular weight is similar to that of the polymer concentration; 
low molecular weights enable the development of different impact morphologies, while increasing the molecular 
weight progressively suppresses secondary atomization and breakup/splashing, until only the dry rebound regime 
can be observed.  

1087



ILASS – Europe 2017, 6-8 Sep. 2017, Valencia, Spain 

 

This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0). 

EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA 

 

 

Figure 6. Impact regime maps obtained for a molecular weight of 4 MDa at concentrations of 100 ppm (left) and 400 ppm 
(right); regimes shown: SA (□), B (+), R (o), R* (*) and S (x). 

 

 

Figure 7. Impact regime maps obtained for a concentration of 200 ppm molecular weights of 2 MDa (left) and 8 MDa (right); 
regimes shown: SA (□), B (+), R (o), R* (*) and S (x). 

 
The similarity between the effects of the molecular weight and of the polymer concentration on the impact 
morphology is justified because both of these parameters affect the relaxation time of polymer solutions [21-23]. 
When the relaxation time is shorter than the characteristic hydrodynamic time scales corresponding to the various 
impact morphologies, the effect of the polymer additive is negligible, however when the relaxation time and the 
hydrodynamic time scales are of the same order the the behaviour of polymer solutions becomes significantly 
different from that of the pure solvent. 
  
Conclusions 
The impact of drops of dilute polyethylene oxide aqueous solutions on a heated polished aluminium surface was 
investigated by high-speed imaging, for different values of the polymer molecular weight and concentration, with 
the purpose to evaluate the influence of these parameters on the impact morphology. In addition to impact 
morphologies observed in Newtonian drops (deposition, rebound, secondary atomisation and breakup/splashing), 
three new impact regimes have been identified: (i) a single satellite droplet ejected in the direction of bouncing but 
tethered to the main drop by a thin liquid filament; (ii) a splashing-like behaviour (semi-splashing), where the rim 
instability generates satellite droplets tethered to the lamella by thin liquid filaments; (iii) a spray-like behaviour 
(semi-spray), where a fine secondary atomisation generated upon impact is quickly absorbed back into the drop 
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globule. Based on experimental observations, five impact regime maps were produced to demonstrate the 
correlation between varying polymer molecular weight and concentration in suppressing the production of 
secondary droplets and splashing/breakup.  
 
Nomenclature 
D0  drop diameter at equilibrium [mm]  
H  height of the dispensing needle [mm]  
K K number 
M drop mass [g] 
Oh Ohnesorge number 
T temperature [°C] 
We  Weber number 
ε effusivity [W s1/2 m-2 K-1] 
ρ  density [kg s-1] 
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