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Abstract Two document processing applications are considered: Computer Assisted
Transcription of Text Images (CATTI) and Key-Word Spotting (KWS), for transcrib-
ing and indexing handwritten documents, respectively. Instead of working directly
on the handwriting images, both of them employ meta data structures called Word
Graphs (WG), which are obtained using segmentation-free handwritten text recog-
nition technology based on N-gram Language Models and Hidden Markov Models.
A WG contains most of the relevant information of the original text (line) image
required by CATTI and KWS but, if it is too large, the computational cost of gener-
ating and using it can becomes unaffordable. Conversely, if it is too small, relevant
information may be lost, leading to a reduction of CATTI or KWS performance. We
study the trade-off between WG size and performance in terms of effectiveness and
efficiency of CATTI and KWS. Results show that small, computationally cheap WGs
can be used without loosing the excellent CATTI and KWS performance achieved
with huge WGs.

1 Introduction

In recent years, huge amounts of historical handwritten documents have been scanned
into digital images, which are then made available through web sites of libraries and
archives all over the world. However, the wealth of information conveyed by the text
captured in these images remains largely inaccessible (no plain text, difficult to read
even for researchers). Therefore, automated methods are needed to add value to mass-
digitization and preservation efforts of Culture Heritage institutions, in order to pro-
vide adequate access to the contents of the preserved collections of handwritten text
documents. To this end, the tranScriptorium1 project [17] aims to fulfill these needs

Alejandro H. Toselli, Verónica Romero and Enrique Vidal
PRHLT Research Centre, Universitat Politècnica de València,
Camino de Vera, s/n - 46022 Valencia - Spain
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2 Toselli et al.

with the development of two different applications: Computer Assisted Transcrip-
tion for Test Images (CATTI) [16], intended to speed up transcription processes, and
Keyword Spotting [24] for automatic indexing of untranscribed handwritten material
under the so called Precision-Recall trade-off model. Actually, both applications rely
on word lattices or Word Graphs (WG).

A WG is a data structure proposed by several authors some decades ago during the
development of Automatic Speech Recognition (ASR) technology [10]. Nowadays,
WGs are also being used in the fields of machine translation (MT) [26], and lately
in handwritten text recognition (HTR) [16,23]. In HTR, WGs are obtained through a
natural extension of the standard dynamic programming Viterbi decoding algorithm,
which determines the single best HTR hypothesis. A WG represents very efficiently
a huge number of word sequence hypotheses whose posterior probabilities are large
enough, according to the morphological character likelihood and the prior (language)
models, used to decode a text line image. WGs also store additional important data
about these hypotheses; namely, alternative word segmentations and word decoding
likelihoods.

An important shortcoming of WGs is the large computing cost entailed by their
generation, often very much larger than the cost of the basic Viterbi decoding process
itself. WG generation cost depends on many factors, including the input sequence
length and decoding vocabulary size. But a major factor is, by far, a parameter known
as maximum node input degree (IDG), which specifies the amount of information
retained at each node during the WG generation process. In addition to reducing IDG,
other pruning techniques, such as beam-search, histogram pruning, etc. can also be
used to accelerate the WG generation process at the expense of some loss of the
information retained in the resulting WGs [10,18,30].

This work, which extends the one presented in [20], studies how different sizes
of WGs, pruned by different IDG values, impact on the effectiveness/efficiency of
both CATTI and KWS applications. This study will serve as a reference for mak-
ing good enough estimations of required space-time resources for tasks entailing the
processing of massive handwritten images using WG-based CATTI and KWS.

2 Overview of HTR and WG Technology

This section is devoted to introduce the basics of the handwritten text recognition
system (HTR) used to generate WGs required by CATTI and KWS.

2.1 HTR based on HMMs and N-Grams

Holistic, segmentation-free HTR technology is used in this work to produce WGs.
It is based on Hidden Markov Models (HMMs) and N-grams, and follows the fun-
damentals presented in [1] further developed in [27,21], among others. This kind of
recognizer accepts a handwritten text line image, represented as a sequence of D-
dimensional feature vectors x = x1,x2, . . . ,xn, xi ∈ ℜD, and find a most likely word
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WG Size Impact 3

PREPROCESSING AND
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HANDWRITTEN TEXT
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of / 0.13
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home / 0.15
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near / 0.62

Text Line Image
Sequence of Feature Vectors

Word Graph

Lenguage Model
N−GRAM Word

Models HMMs
Character

Fig. 1 Diagram of the HTR decoding process. Starting from a text line image of the text “home is located
near”, a visual representation of the obtained feature vector sequence is shown: average grey-level and
horizontal & vertical components of the grey-level gradient. Finally, the corresponding WG is delivered
by the decoding process, using the provided knowledge sources: morphological character HMMs, lexicon
word models and N-gram language model.

sequence ŵ = ŵ1ŵ2 . . . ŵl , according to:

ŵ = argmax
w

P(w | x) = argmax
w

p(x,w) = argmax
w

p(x | w) ·P(w) (1)

The conditional density p(x | w) is approximated by morphological word models,
built by concatenating character HMMs [5,13], and the prior P(w) is approximated
by an N-gram language model [5]. Two main modules comprise the HTR process il-
lustrated in Fig. 1: preprocessing and feature extraction, and decoding. Preprocessing
generally entails line image enhancement and basic geometry corrections, including
slant normalization, while feature extraction obtains an image representation in terms
of a sequence of feature vectors. A simple feature extraction method based on grey
levels and grey-level gradients [22,21] is illustrated in Fig. 1.

The search (or decoding) of ŵ is optimally carried out by the Viterbi algorithm [5]
also referred to as token-passing [31,9]. This dynamic-programming decoding pro-
cess can yield not only a single best solution, as in Eq. (1), but also a huge set of best
solutions compactly represented into a WG. For a more detailed description of this
HTR system, including text line processing, model training and decoding, the reader
is referred to [16].

2.2 Word-Graphs

A WG (also called word lattice) is a weighted directed acyclic graph whose edges
are labelled with words and weighted with scores derived from the HMM and N-
gram probabilities computed during the line image decoding process. It is defined as
a finite set of nodes Q and edges E, including an initial node νI ∈Q and a set of final
nodes F ⊆ (Q−νI). Each node ν is associated with a horizontal position of x, given
by t(ν)∈ [0,n], where t(νI) = 0 and ∀νF∈F t(νF) = n, being n the length of x. For
an edge (ν ′,ν)∈E (ν ′ 6= ν ,ν ′ 6∈F,ν 6=νI), v = ω(ν ′,ν) is its associated word and
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4 Toselli et al.

Fig. 2 Illustrative, simplified example of a WG that would be obtained from the decoding of a line image
of the Spanish handwritten text: “antiguos ciudadanos, que en Castilla se llamaban”, represented by
a sequence of feature vectors, x, of length n. Each edge (ν ′,ν) is labelled with the corresponding word,
ω(ν ′,ν), and weighted with its score s(ν ′,ν). Node positions, tν ≡ t(ν), corresponding to different word
segmentations, are also shown on the bottom and in the image itself.

s(ν ′,ν) is its score, corresponding to the likelihood that the word v appears in the
image segment delimited by frames t(ν ′)+ 1 and t(ν), computed during the Viterbi
decoding of x.

A complete path of a WG is a sequence of nodes starting with node νI and ending
with a node in F . Complete paths correspond to whole line decoding hypotheses.

Fig. 2 shows a small, illustrative example of a WG obtained by decoding the text
line image also shown in this figure.

2.3 WG Generation Overview

In this work, WGs are generated using the HTK toolkit [30], whose decoder imple-
ments the Viterbi-like token-passing algorithm [31,9]. The underlying idea is that
each word-level HMM state at each time holds a “moveable token”, which propa-
gates (updating its information) to same or a new state for the following time stamp
along the decoding process. Among other things, tokens contain partial log probabili-
ties and path identifiers to allow path trace-back. A path identifier is actually a pointer
to a record of word boundary information called Word Link Record (WLR). During
token propagation through word-level transitions (i.e. external HMM connections be-
tween words), potential word boundaries are recorded in a linked list of WLRs. On
decoding completion, the path identifier held in the token with the maximum score
provides the WLR linked list containing the best matching word sequence and also
the corresponding word boundary locations.

A WG is straightforwardly obtained by recording, not only the best token, but
the N-best tokens emitted at each syntactically distinct word boundary. Thus, upon
decoding completion, the WLR linked lists can be easily converted into a WG by
applying the Chart parser [29]. It is important to remark that WGs generated in this
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WG Size Impact 5

way are unambiguous; that is, no two complete paths exist in a WG which correspond
to the same sequence of words.

Many other methods to generate WGs have been proposed, most of them closely
related to specific types of decoders. For instance, in [12] a method based on automata
composition is described for a (spoken signal) decoder based on weighed finite state
transducers [8].

2.4 Computational Cost of WG Generation

It is well known that the computational complexity of the Viterbi algorithm is linear
in the length of x and the cost can be made largely independent of the lexicon size and
the overall size of the models used by means of well known pruning techniques such
as beam-search [5]. However, when the decoding process includes WG generation,
the overall computing cost is observed to grow very fast with the WG size (expo-
nentially with the WG density, according to [18]). All in all, the asymptotic cost of
generating a WG for a line image of length n can be expressed as O(Γ ·n), where Γ

is a (generally large) constant which depends on the WG size. Nevertheless, it should
be taken into account that this process is carried out only once, and by choosing ad-
equate WG sizes, reasonable WG generation time can be achieved in practice, as it
will be shown later on in this paper.

3 Outline of WG-based CATTI and KWS

3.1 WG-based CATTI

Interactive computer assisted transcription of text images (CATTI) is presented in
detail in [16]. In this framework, the human transcriber is directly involved in the
handwritten text transcription process and he/she is responsible of validating and/or
correcting the HTR output.

The interactive process starts when the HTR system proposes a full transcript of
a feature vector sequence x, extracted from a handwritten text line image. In each
interaction step the user validates a prefix of the transcript which is error free and
makes some amendment(s) to correct the erroneous text that follows the validated
prefix, producing a new correct prefix p. The new, extended prefix is used by CATTI
to search for a new most likely suffix, ŝ, according to:

ŝ = argmax
s

P(s | x,p)≈ argmax
s

p(x | p,s) ·P(s | p) (2)

Equation (2) is very similar to Equation (1), being w the concatenation of p and s.
As in conventional HTR, p(x | p,s) can be approximated by HMMs and P(s | p)
by and N-gram model; but now the N-gram is conditioned by p, which is given.
Therefore, the search must be performed over all possible suffixes s of p, rather than
over complete transcripts as in Eq. (1).

This search can be carried out through an extension of the conventional Viterbi
algorithm, which directly uses the original N-gram, and HMMs to incrementally pro-
cess the given vector sequence x [22,19]. However, the computational cost of this
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6 Toselli et al.

approach becomes prohibitive for the very short response time generally needed for
adequate interactive operation.

As shown in [16], much more efficient search can be achieved using the WG
obtained during the plain Viterbi decoding of the whole image representation x, as
outlined in Sec. 2. In each interaction step, the decoder parses the previously validated
prefix p over the WG. This parsing procedure will end defining a set of nodes Qp
corresponding to paths from the initial node whose associated word sequence is p.
Then, the decoder continues searching from any of the nodes in Qp for a suffix s that
maximizes the posterior probability according to Eq. (2).

It may happen that some prefix given by the user can not be exactly found in the
word-graph. In this case, an error-correcting parsing procedure is carried out. Rather
than looking for the exact validated prefix p, a best-match, “approximate” prefix is
searched for over all the possibles prefixes existing in the WG [16]. This approximate
search procedure can be efficiently carried out using dynamic programming and it can
be further improved by visiting the states in WG in topological order [4].

This process is repeated until a complete and correct transcript of the input im-
age is obtained. A key point of this interactive process is that, at each user-system
interaction, the system can take advantage of the prefix validated so far to attempt to
improve its prediction.

The computational costs of these WG procedures can be divided into two phases:
initialization and prediction. For each line image, first the corresponding WG must be
stored in memory and several data needed at each successive interaction step can be
pre-computed. Then, at each interaction step, the cost of prefix matching and suffix
prediction should be considered. Both costs can be seen to be roughly linear in the
number of WG edges but, thanks to the pre-computation phase, the more critical
suffix prediction costs can be reduced very significantly. As will be shown later, for
reasonably small WG sizes, both of these costs can be kept sufficiently small, as
required by the real-time constraints imposed by interactive operation.

3.2 WG-based Handwritten Image KWS

The WG-based KWS approach presented here is “query by string” and line-based.
The goal is to determine whether a textually given keyword is likely to appear in each
text line image, no matter how many occurrences of the word may appear in the line.
According to [24,25], an adequate line-level measure S(v,x) to score how likely is
that a keyword v appears in a line image, without considering any specific position
within the image, is:

S(v,x) def
= max

i
P(v | i,x) (3)

where x is the given vector sequence representation of the image and i is an index or
“frame” of x.

P(v | i,x), is the probability that the word v appears in some segment of the line
image x such that i lies within this segment. As shown in [24], this probability can
be easily and efficiently computed by using WGs. More specifically, it is obtained by

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 



WG Size Impact 7

considering the contribution of all the WG edges labelled with v, which correspond
to segmentation hypotheses that include the frame i; that is:

P(v | i,x) ≈ ∑
(ν ′,ν)∈E:

v=ω(ν ′,ν),
t(ν ′)<i≤t(ν)

ϕ(ν ′,ν) , ϕ(ν ′,ν) =
α(ν ′) · s(ν ′,ν) ·β (ν)

β (νI)
(4)

where the so called “edge posterior” probability ϕ(ν ′,ν) is computed using the for-
ward α(.) and backward β (.) accumulated path scores which, in turn, can be very
efficiently computed on the WGs by dynamic programming [28,24]. Fig. 3 shows a
version of the WG shown in Fig. 2 where edge scores are “normalized” in this way.

Fig. 3 Example of an “edge posterior” normalized WG. The original, unnormalized WG is shown in Fig. 2.
Each edge (ν ′,ν) is labelled with the word ω(ν ′,ν), and weighted with the edge posterior ϕ(ν ′,ν). Note
that, for any horizontal image position i, the sum of the weights of all the edges encompassing i is 1.

The costs entailed by the computation of the confidence measure S(v,x), based
on the frame word-posteriors P(v | i,x) and the corresponding WG normalization
(Eqs. (3,4)), depend linearly on the total number of WG edges and on the length, n,
of line image representation, x. As will be see in Sec. 4.4, these costs are practically
negligible in comparison with the cost of WG generation.

4 Experiments

To compare the performance of WG-based CATTI and KWS for different WG sizes,
several experiments were carried out. The evaluation measures, corpora, experimental
setup and the results are presented next.
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8 Toselli et al.

4.1 Evaluation Measures

WG sizes effect on CATTI and KWS performances are assessed in terms of effec-
tiveness (accuracy) and efficiency (computational time and space requirements).

To asses the effectiveness of CATTI we use the word stroke ratio (WSR), defined
as the number of word-level interaction steps needed to achieve the reference tran-
script of the text image considered, divided by the total number of reference words.
The WSR gives an estimation of the human effort required to produce correct tran-
scriptions using the CATTI system.

On the other hand, KWS effectiveness was measured by means of the standard
recall and interpolated precision [7] curve, which are obtained by varying a threshold
to decide whether a score S(v,x) (Eq. (3)) is high enough to assume that a word v ap-
pears in x. More specifically, the average precision (AP) [32,14] was used as a single
scalar performance measure. In addition, we provide the maximum recall achieved
(MxRcl), defined as the recall value which can be achieved if the decision threshold
is set to zero.

Finally, the computing times required for efficiency assessment are reported in
terms of total elapsed times needed using a dedicated single core of a 64-bit Intel
Core Quad computer running at 2.83GHz.

4.2 Corpora

Two historical manuscripts: CS [15] and PAR2 [3] were used in the experiments.
CS is a XIX century Spanish manuscript, entitled “Noticia histórica de las fiestas

con que Valencia celebró el siglo sexto de la venida a esta capital de la milagrosa
imagen del Salvador” (referred to as “Cristo Salvador”), which was kindly provided
by the Biblioteca Valenciana Digital (BiVaLDi)3. It is composed of 50 color images
of text pages, written by a single writer and scanned at 300dpi. Some page examples
are shown in Fig. 4.

On the other hand, PAR is a XIII-century epic poem, by Wolfram von Eschen-
bach, identified as “St. Gall, collegiate library, cod. 857” (and often referred to as
“Parzival”). It is composed by 47 pages written in the Middle High German lan-
guage. While written by multiple hands, all the writing styles are very similar. Fig.5
show some page examples of this manuscript.

Tab. 1 summarizes information of data partitioning used for both datasets. The
percentage of different words of the test partition that do not appear in the training
partition is shown in the row “Running OOV(%)” (out of vocabulary words).

For the KWS application evaluation, it was followed the procedure described
in [25,23] for keyword selection, where the whole training vocabulary was used as
keyword sets: 2236 for CS and 3221 for PAR respectively.

2 CS and PAR are publicly available for research purposes from prhlt.iti.upv.es/page/data and
www.iam.unibe.ch/fki/databases, respectively.

3 http://bv2.gva.es
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WG Size Impact 9

Fig. 4 Examples of page images from the CS manuscript.

Fig. 5 Examples of page images from the PAR manuscript.

Table 1 Basic statistics of the CS and PAR datasets and the corresponding partitions. OOV stands for
Out-Of-Vocabulary words.

CS
Training Test Total

Running Chars 35863 26353 62216
Running Words 6223 4637 10860
Running OOV(%) 0 29.0 –
Number of Lines 675 497 1172
Number of Pages 29 21 50
Character Set Size 78 78 78
Word Lexicon Size 2236 1671 3287

PAR
Training Valid Test Total

64436 26211 38339 128986
14042 5671 8407 28120

0 14.6 12.4 –
2237 912 1328 4477

– – – 47
90 80 82 96

3221 1753 2305 4936

4.3 System Setup

Each line image was represented as a sequence of feature vectors. For CS an ap-
proach based on smoothed grey levels and grey-level gradients was used (see [16]
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and Fig. 1), while a technique just based on grey level PCA analysis [11] was adopted
for PAR.

The line image feature-vector sequences of both the CS and PAR training parti-
tions were used to train corresponding character HMMs, using the standard embed-
ded Baum-Welch training algorithm [5]. A left-to-right HMM was trained for each of
the elements appearing in the training text images (78 for CS and 92 for PAR). This
included lowercase and uppercase characters, symbols, special abbreviations, pos-
sible spacing between words and characters, crossed-words, etc. Meta-parameters
of both HTR feature extractions and HMM models were optimized through cross-
validation on the training data for CS and on the validation data for PAR. The optimal
HMM meta-parameters were 14 states with 16 Gaussian densities per state for CS,
and 8 states with 16 Gaussians per state for PAR.

The training set transcripts of both corpora were used to train the respective 2-
grams with Kneser-Ney back-off smoothing [6] (for the PAR final evaluation, the
language model training includes also the validation data).

For each test line image, six WGs were obtained for several input degree (IDG)
values using the HTR systems [16] based on the previously trained HMMs and 2-
grams. The following IDG values were considered: 1, 3, 5, 10, 20 and 40, where the
value 1 corresponds to a degenerate WG representing only the 1-best transcript. Tab. 2
shows relevant statistics of the resulting WGs, along with the minimum word error
rates (W (%)) [2] and the average generation computing time (Tgen). The W (%) values
are “Oracle” WERs obtained by computing, for each WG, a path (word sequence)
which best matches the corresponding reference transcript,

Table 2 Statistics of the CS and PAR WGs obtained for different IDG values. All the figures are numbers
of elements, averaged over all the generated WGs, with exception of the minimum word error rates (W )
which are percentages. Tgen stands for the average WG generation time in minutes.

CS
IDG Nodes Edges Words W (%) Tgen

1 13 12 12 48.9 1.2
3 66 182 31 40.9 3.2
5 175 796 57 38.7 4.2

10 670 6008 128 36.7 7.1
20 2416 42990 279 34.9 15.0
40 7600 272850 530 33.6 36.3

PAR
Nodes Edges Words W (%) Tgen

10 9 9 23.1 0.5
38 102 22 18.8 1.5
80 346 38 16.3 2.0

224 1831 77 15.1 3.8
618 9751 153 14.3 6.8

1643 51951 297 13.6 16.5

Once the WGs were generated, they were directly used by CATTI to complete
the prefixes accepted by the (simulated) user. In each interaction step, the decoder
parsed the validated prefix over the WG and then continued searching for a suffix
which maximizes the posterior probability according to Eq. (2).

For KWS, the WGs were normalized by computing edge posteriors and used to
obtain the frame-level word posterior probability according to Eq. (4). Finally, word
confidence scores were computed from these probabilities according to Eq. (3).
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4.4 Results and Discussion

Experiments with the WG-based systems outlined in Sec.3 were carried out for in-
creasingly large WGs, as described in Sec. 4.3. For increasing IDG values, the corre-
sponding CATTI WSR, along with the average WG load and interaction times (Twld
and Tint in milliseconds) are reported in Tab. 3. Twld not only includes the time re-
quired to load the word-graph, but also the time required to initialize the data struc-
tures for error correcting parsing and efficient suffix search. Tint, on the other hand,
corresponds to the time required to compute a suffix prediction, as needed in each
successive word-level interaction step.

Table 3 CATTI WSR for different IDG values, along with average WG load and interaction times: Twld
and Tint (milliseconds). WSR 95% confidence intervals are below ±3% in CS and ±1% in PAR.

IDG
CS PAR

WSR Twld Tint WSR Twld Tint

1 48.9 0.01 − 23.1 0.01 −

3 44.3 2 0.4 20.1 2 0.3
5 43.7 7 1 19.7 5 0.8

10 43.4 46 10 19.3 20 5
20 43.3 338 67 18.9 104 29
40 43.3 2228 459 18.9 565 169

For KWS, on the other hand, Tab. 4 shows the Average Precision (AP) and max-
imum achieved recall (MxRcl) along with the average normalization time (Tnor, in
milliseconds) and total indexing time (Tind, in seconds), for increasing IDG. Here Tnor
includes the values of Twld reported in Tab. 3 plus the average time needed for WG
normalization and computation of the KWS scores according to Eqs. (3-4). Tind, on
the other hand, is determined by adding Tnor to the corresponding WG generation
time, Tgen, given in Tab. 2.

Table 4 KWS AP and MxRcl along with the average normalization and total indexing times per line: Tnor
(in milliseconds) and Tind (in seconds). 95% confidence intervals are below ±0.03 or ±0.02 in CS and
±0.01 or ±0.003 in PAR, for AP or MxRcl, respectively.

IDG
CS PAR

AP MxRcl Tnor Tind AP MxRcl Tnor Tind

1 0.430 0.768 0.01 72 0.722 0.897 0.01 30

3 0.699 0.888 1 192 0.878 0.955 1 90
5 0.715 0.918 9 252 0.888 0.967 5 120

10 0.720 0.944 39 426 0.893 0.979 21 228
20 0.722 0.965 310 900 0.894 0.987 190 408
40 0.722 0.973 2100 2180 0.895 0.992 1050 991

From the results, we observe that for WG IDG values larger than 10, the CATTI
WSR and the KWS AP do not improve significantly (43.4 or 19.3 WSR and 0.720 or
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0.893 AP, for CS or PAR, respectively). It is worth noting that, above IDG = 10, the
WGs become huge (more than two orders of magnitude larger for IDG = 40. On the
other hand, in both datasets, the WSR or the AP only degrade less than 2% by using
the WGs obtained with IDG = 5, which are 5− 7 times smaller on the average. For
full comparison, Tabs. 3 and 4 also include results for IDG = 1, which is equivalent
to just using the HTR 1-best transcription hypothesis. As it can be observed, the
effectiveness of both CATTI and KWS degrade very significantly in this case.

It is worth mentioning that the MxRcl is not typically used to assess KWS perfor-
mance, being AP generally the main criterion. As can be seen in Tab. 4, for IDG equal
to or larger than 5, the MxRcl is already large enough to not have significant influence
on the AP achieved. Accordingly, the observed tendency of MxRcl to diminish with
the IDG should not be considered problematic.

With respect to efficiency, the computing time results of Tabs. 2, 3 and 4 clearly
show that WG generation dominates all the costs. For KWS, which is intended to
process and indexing thousands or millions of page images without any supervision,
it is just this WG generation time the one which matters.

In the case of CATTI, usually aimed to semi-automatically transcribe documents
with hundreds of pages, WG generation time is much less critical, as it is only spent in
a preparatory phase. However, during interactive operation, large WGs may require
prohibitively large load time (Twld), which negatively affect the interactive experi-
ence in the first interaction step for each line image. And, for the very large WGs
(IDG = 40), also the successive, word-level interaction steps may become compro-
mised because of the large increase of prediction time (Tint), thereby significantly
hindering the overall usability of CATTI.

Taking into account this discussion, we conclude that IDG = 5 constitutes a very
good trade-off between accuracy and computing cost, both for CATTI and KWS.

5 Remarks and Conclusions

Performance of two applications, CATTI and KWS, of handwritten document image
processing based on word graphs is studied in this paper. In both applications the
word graphs are generated during the decoding process of text line images using
optical character HMMs and N-Gram language models. The work presented in this
paper focuses on how the performance of these applications is affected by using WGs
of increasing sizes, where WG size is controlled by limiting the node maximum input
degree during WG generation.

From the reported performance results, no significant differences are observed for
WG input degrees equal to or larger than 5. For this input degree, the word graphs are
really small, in the order of hundred of edges on the average. Such word graphs not
only allow extremely fast computing of CATTI predictions and line-level KWS word
confidence scores, but also can themselves be generated with low extra computing
cost over the standard Viterbi decoding computing cost.

The estimates reported in the paper can be used to gauge the computational re-
sources that will be needed for performing WG-based CATTI and KWS on large
collections of handwritten document images.
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