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Summary

The study of animals’ interactions with technology and the development of animal-
centered technological systems is gaining attention since the emergence of the re-
search area of Animal Computer Interaction (ACI). ACI aims to improve animals’
welfare and wellbeing in several scenarios by developing suitable technology for
the animal following an animal-centered approach. Among all the research lines
ACT is exploring, there has been significant interest in animals’ playful interactions
with technology. Technologically mediated playful activities have the potential to
provide mental and physical stimulation for animals in different environmental
contexts, which could in turn help to improve their wellbeing.

As we embark in the era of the Internet of Things, current technological playful
activities for animals have not yet explored the development of pervasive solu-
tions that could provide animals with more adaptation to their preferences as well
as offering varied technological stimuli. Instead, playful technology for animals
is usually based on digital interactions rather than exploring tangible devices or
augmenting the interactions with different stimuli. In addition, these playful ac-
tivities are already predefined and do not change over time, while they require that
a human has to be the one providing the device or technology to the animal. If
humans could focus more on their participation as active players of an interactive
system aimed for animals instead of being concerned about holding a device for
the animal or keep the system running, this might help to create stronger bonds
between species and foster better relationships with animals. Moreover, animals’
mental and physical stimulation are important aspects that could be fostered if
the playful systems designed for animals could offer a varied range of outputs, be
tailored to the animal’s behaviors and prevented the animal to get used to the
system and lose interest.

Therefore, this thesis proposes the design and development of technological play-
ful environments based on Natural User Interfaces that could adapt and react to
the animals’ natural interactions. These pervasive scenarios would allow animals
to play by themselves or with a human, providing more engaging and dynamic
playful activities that are capable of adapting over time.
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Resumen

El estudio de la interaccién de los animales con la tecnologia y el desarrollo de
sistemas tecnoldgicos centrados en el animal estd ganando cada vez mas atencion
desde la aparicién del drea de Animal Computer Interaction (ACI). ACI persigue
mejorar el bienestar de los animales en diferentes entornos a través del desarrollo de
tecnologia adecuada para ellos siguiendo un enfoque centrado en el animal. Entre
las lineas de investigaciéon que ACI esta explorando, ha habido bastante interés en
la interaccion de los animales con la tecnologia basada en el juego. Las actividades
de juego tecnoldgicas tienen el potencial de proveer estimulacién mental y fisica a
los animales en diferentes contextos, pudiendo ayudar a mejorar su bienestar.

Mientras nos embarcamos en la era de la Internet de las Cosas, las actividades
de juego tecnoldgicas actuales para animales todavia no han explorado el desar-
rollo de soluciones pervasivas que podrian proveerles de mas adaptacion a sus
preferencias a la vez que ofrecer estimulos tecnolégicos més variados. En su lugar,
estas actividades estdn normalmente basadas en interacciones digitales en lugar
de explorar dispositivos tangibles o aumentar las interacciones con otro tipo de
estimulos. Ademas, estas actividades de juego estan ya predefinidas y no cambian
con el tiempo, y requieren que un humano provea el dispositivo o la tecnologia al
animal. Silos humanos pudiesen centrarse mas en su participacién como jugadores
de un sistema interactivo para animales en lugar de estar pendientes de sujetar un
dispositivo para el animal o de mantener el sistema ejecutandose, esto podria ayu-
dar a crear lazos mas fuertes entre especies y promover mejores relaciones con los
animales. Asimismo, la estimulacién mental y fisica de los animales son aspectos
importantes que podrian fomentarse si los sistemas de juego disenados para ellos
pudieran ofrecer un variado rango de respuestas, adaptarse a los comportamientos
del animal y evitar que se acostumbre al sistema y pierda el interés.

Por tanto, esta tesis propone el diseno y desarrollo de entornos tecnolégicos de
juego basados en Interfaces Naturales de Usuario que puedan adaptarse y reac-
cionar a las interacciones naturales de los animales. Estos entornos pervasivos
permitirian a los animales jugar por si mismos o con una persona, ofreciendo ac-
tividades de juego méas dinamicas y atractivas capaces de adaptarse con el tiempo.






Resum

L’estudi de la interaccié dels animals amb la tecnologia i el desenvolupament de
sistemes tecnologics centrats en I'animal esta guanyant cada vegada més atencid
des de l'aparici6 de l’area d’Animal Computer Interaction (ACI) . ACI persegueix
millorar el benestar dels animals en diferents entorns a través del desenvolupament
de tecnologia adequada per a ells amb un enfocament centrat en 'animal. Entre
totes les linies d’investigacié que ACI esta explorant, hi ha hagut prou interés en
la interaccié dels animals amb la tecnologia basada en el joc. Les activitats de joc
tecnologiques tenen el potencial de proveir estimulacié mental i fisica als animals
en diferents contextos, podent ajudar a millorar el seu benestar.

Mentre ens embarquem en l’era de la Internet de les Coses, les activitats de
joc tecnologiques actuals per a animals encara no han explorat el desenvolupa-
ment de solucions pervasives que podrien proveir-los de més adaptacié a les seues
preferéncies al mateix temps que oferir estimuls tecnologics més variats. En el seu
lloc, estes activitats estan normalment basades en interaccions digitals en compte
d’explorar dispositius tangibles o augmentar les interaccions amb estimuls de difer-
ent tipus. A més, aquestes activitats de joc estan ja predefinides i no canvien amb
el temps, mentre requereixen que un huma proveisca el dispositiu o la tecnologia
a animal. Si els humans pogueren centrar-se més en la seua participacié com a
jugadors actius d’un sistema interactiu per a animals en compte d’estar pendents
de subjectar un dispositiu per a l'animal o de mantenir el sistema executant-se,
aco podria ajudar a crear llagos més forts entre espeécies i promoure millors rela-
cions amb els animals. Aixi mateix, ’estimulacié mental i fisica dels animals sén
aspectes importants que podrien fomentar-se si els sistemes de joc dissenyats per
a ells pogueren oferir un rang variat de respostes, adaptar-se als comportaments
de I’animal i evitar que aquest s’acostume al sistema i perda l'interes.

Per tant, esta tesi proposa el disseny i desenvolupament d’entorns tecnologics de
joc basats en Interficies Naturals d’Usuari que puguen adaptar-se i reaccionar a les
interaccions naturals dels animals. Aquestos escenaris pervasius podrien permetre
als animals jugar per si mateixos o amb una persona, oferint activitats de joc més
dinamiques i atractives que siguen capaces d’adaptar-se amb el temps.
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Chapter 1

Introduction

1.1 Motivation

Technology no-longer just affects human beings in the ways in which we perceive
and interact with our world. With an estimated 80 million European households
owning at least one pet animal', and more than 68% of U.S. households owning
a pet?, animals are without question a significant population coexisting with our
technological surroundings. Domestic dogs and cats have been observed using
some of our technological devices, such as smart-phones or tablets, in their own
way [17, 224] and some zoos have also introduced technology to provide enrich-
ment activities for their animals [46, 240, 252, 343]. Wild animals are also being
exposed to our technological innovations with recent trends such as the use of high-
tech drones for surveillance and monitoring wildlife [91, 170, 336]. Technology is
therefore unquestionably changing not only our world and our everyday lives, but
also that of the non-human animals? that co-exist with us: from domestic pets to
farm or zoo animals, or even wild animals, in one way or another all of them are
being exposed to our technological innovations.

However, most of the technology we design and develop is focused on humans’
physical characteristics and cognitive understanding of the world [173, 189]. The
study of human interactions with technological devices and systems has helped to
create ubiquitous spaces and seamless integration of technology into our lives [345].
This in turn has assisted us in our everyday activities, communications and work-
places, and has provided human beings with many advances and benefits derived
from the study of Human Computer Interactions (HCI). However, animals have

Lhttp: //www.fediaf.org/who-we-are/facts-and-figures.html

22017-2018 APPA National Pet Owners Survey

3For now on in this thesis, when referring to animal beings we are not including humans in
this group, although Homo sapiens is included in the animal kingdom.
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different physical features and mental perceptions of the world, preventing them
from fully using and understanding our technology and interaction methods, which
have been designed with human requirements and characteristics in mind [189].
This puts animals at a disadvantage regarding the benefits technology could bring
into their lives: if animals cannot fully explore or interact with technology, they
cannot receive the whole spectrum of advantages that technological innovations
could bring to their wellbeing [173, 363].

A novel and ever-growing research area known as Animal Computer Interaction
(ACI) [173, 174] is now addressing the aforementioned concerns. ACI focuses on
studying animals’ interactions with technology following a user-centered approach,
i.e. considering animals as the target users of a digital system, based on the
development of methodologies, computer interfaces and digital systems specifically
designed for animals. The study of animals’ interactions with technology and the
development of animal-centered technological systems aim to improve animals’
welfare and wellbeing in different scenarios: technology for working animals [133,
180, 193, 281], technology for animal welfare [104, 143, 176, 324], or technology
for entertainment [142, 258, 343, 351], among others.

1.1.1 Playful Technology for Animals

Play is one of the most natural and inherent behaviors among human and non-
human animals. It is also a very important part of every animal’s life as it teaches
them the types of behavior they need to acquire in their adult life. It also helps
to keep their minds and bodies active, reduces stress and could be an indicator
of wellbeing [258, 363]. Research within Animal Computer Interaction has shown
interest in animals’ playful interactions with technology [79, 142, 257, 323, 343,
351]. In this regard, technologically-mediated playful activities have the potential
to provide mental and physical stimulation for animals in different environmental
contexts.

However, current digital playful activities for animals are mostly mediated by
humans: although there are few examples of humans participating in games de-
signed for animals [224, 323, 343, 351], in all the scenarios the human is the one
responsible for providing the device or technology to the animal. Animals therefore
cannot easily play by themselves or decide when they want to start the activity.
Animals would have more opportunities to improve their wellbeing by means of
technologically-mediated games if these were not subject to humans providing the
activity. In this regard, more efforts could be directed towards allowing animals
to decide when they want to play and creating systems that can adapt to their
decisions. This would also help to foster human-animal interactions during these
technologically mediated experiences, which are beneficial to both sides of the in-
terplay [363]. There is an opportunity in working towards allowing humans to
focus more on their participation as active players in an interactive system for ani-
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mals. Instead of being concerned about holding a device for the animal or keeping
the system running, humans should rather be fully immersed in the activity, which
could help to create stronger bonds between species and foster empathy and bet-
ter relationships with animals [363]. Likewise, playful systems for animals in the
related literature usually follow a predefined flow, i.e. the interaction is already
preprogrammed and the system reacts in the same way towards the same input.
In this regard, mental and physical stimulation are important aspects that would
be fostered if the playful systems designed for animals were to offer a varied range
of outputs tailored to the animal’s behaviors, preventing the animal from getting
tired of the system and losing interest. Moreover, although we are in the era of
the Internet of Things, playful technology for animals usually focuses on digital
artifacts [113, 323, 343, 351] instead of looking towards more pervasive scenarios
or the inclusion of tangible or everyday objects in the game.

With the aim of improving animals’ wellbeing by addressing the aforementioned
issues, this thesis therefore proposes the design and development of technological
playful environments able to adapt and react to the animals’ playful interactions,
allowing them to play either by themselves or with a human and providing more
engaging and dynamic playful activities that can be adapted over time.

1.1.2 Natural User Interfaces based on Body Tracking

Animals cannot provide verbal feedback or configure themselves the system they
are interacting with in order to adapt it to their preferences [222, 364]. In or-
der to provide meaningful responses from the system while allowing the animal
to interact naturally, we need to look at how animals spontaneously interact and
communicate with their surroundings. Animals of different species may use differ-
ent ways to communicate [31, 90, 322], e.g. auditory signals in birds [321] or ants
leaving pheromone trails [302]. One of the ways of communication among animals,
including humans, is by means of body language [68, 206], and these visual signals
can also mediate human-animal communication [82, 196]. In non-technologically-
based games between humans and animals, humans are full participants in the
interaction and the game adapts to both players’ reactions over time. For ex-
ample, in a typical catch-the-ball game between a dog and a human, the human
adapts the intensity of the activity and knows where to throw the ball depending
on where the animal is, how far it is from the ball and how keen it is to keep
on playing. This adaptation of both players to the observed reactions of one an-
other is what makes a simple activity amusing and entertaining for both actors:
the playful activity is different every time and is tailored to the players’ needs at
all times during the interaction. Therefore, a promising way of building playful
systems for animals could be based on this principle of observing and adapting
naturally to the participants’ interactions, while allowing the animals either to
play by themselves or to play with humans.
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Inspired by the emergence of Natural User Interfaces for human users, this thesis
explores the design of Natural User Interfaces for animals that support the devel-
opment of interactive spaces for them, in which humans could also participate as
players and not just as providers of the activity. These NUIs for animals (and hu-
man) participants would be based on the study of their body movements, gestures
or actions during the playful activity. For this, this thesis resorts to non-wearable
tracking systems as they can help to detect animals’ spontaneous behavior without
the limitations or changes in behavior that the use of wearables might cause [233].
In addition, this tracking approach would allow us to extract information not only
from the animal player but also from the rest of the environment, i.e. interactive
devices or human participants and their interactions with the animals.

1.2 Research Hypothesis

Based on the elements and problems described above, the research hypothesis ex-
plored here deals with (1) the technological aspects required to build the approach
and (2) the suitability of the solution for either the animals alone or both the
animal and human users. It can be expressed as follows:

“Natural User Interfaces can be used effectively to create interactive and intel-
ligent playful spaces for animals and humans, and offer an added value in terms
of improving the animals’ and humans’ wellbeing, user experience and interrela-
tionships”.

In this thesis, we will seek to improve animals’ wellbeing by exploring the one of
the five freedoms? that defines the freedom to express natural behavior, understood
as the animals being able to exercise, play and have mental stimulation. The
animals’ user experience will be explored by the design of user-centered systems
aimed at spontaneous animal behavior. To assess the improvement in human
wellbeing, psychological and emotional aspects will need to be considered. Human
user experiences and interrelationships with animals will be studied by traditional
assessment of the tools and systems by means of questionnaires.

1.3 Research Methodology

As stated in Section 1.2, this work attempts to explore how NUIs could be used to
create intelligent and interactive playful environments for animals, allowing ani-
mals to play either by themselves or in mediating human-animal interspecies play.
To reach this goal, the Design Science research methodology [327] was applied,
as it enables the design and validation of approaches to practical problems. In
the words of Hevner et al. [112], “the design-science paradigm seeks to extend

4https:/ /www.rnzspca.org.nz/animal-welfare /the-5-freedoms
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the boundaries of human and organizational capabilities by creating new and in-
novative artifacts” The Design Science process in Information Systems firstly
identifies the problem, sets the objectives of the solution, and then the solution is
designed and developed, followed by an evaluation of the outcomes. It was decided
to adopt Wieringa’s methodological proposal [355], which structures the research
methodology in nested sets of problems and tasks. As shown in Figure 1.1, the
thesis is composed of different problem descriptions or discussions, system designs,
evaluations, and future extensions to the designs.

Due to the interdisciplinary nature of the field, the designs or evaluations of the
different contributions cited in Section 1.4 required to apply concepts, tools and
methods from different disciplines and research approaches. These include user-
centered design [220] to focus on the target user group’s needs and requirements,
Research through Design (Rtd) [81, 372] in order to build appropriate designs by
iteratively observing and adapting to the animals’ reactions, and participatory
design [59, 207] to elicit requirements and co-design with the human participants
of these interactive spaces.

1.4 Goals and Contributions

The overall aim of this thesis is to advance the development of playful technology
for animals by incorporating the approach of NUIs in order to create pervasive and
animal-centered interactive environments for animals. Such systems should enable
the animals to play with the system by themselves as well as allow interspecies
playful activities between humans and animals. These shared interactive scenar-
ios between humans and animals will focus on the use of NUIs to incite natural
interactions from all the players allowing them to focus on their interplay, which
could help to strengthen their bonds and relationships.

To achieve this goal, several studies are proposed to explore the design and
development of intelligent and interactive playful environments for animals based
on NUIs (see 1.1). First of all, this thesis explores the definition, applications
and benefits of the proposed playful interactive environments for animals. Then,
several studies have led to the design and development of a system based on NUIs
for animals that could support the design and creation of these suitable interac-
tive spaces. In order to assess the suitability of the proposed approach based on
NUIs, two different animal populations and contexts were studied, resulting in an
observational study of domestic cats, and a Research through Design approach to
propose and implement an interactive system for zoo enrichment with orangutans.
In both scenarios, tangible elements were considered as effective for building NUIs
capable of tracking and augmenting the interaction with such devices. In the case
of domestic animals, as tangible robots showed promise for engaging the animal,
they were proposed as suitable devices to be included in a future interactive play-
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ful environment, as the system could move and adapt the robot to the animal’s
behavior in order to create an engaging playful activity. In zoos, non-technological
everyday objects such as plastic balls were proposed as key elements in creating
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a playful NUI, which led to the design and development of a system capable of
detecting such objects and augmenting the animals’ spontaneous interactions with
them by means of technological stimuli, e.g. by emitting sounds. With the aim of
including humans as active participants in these interactive systems for animals,
several participatory design studies were conducted with children. On one hand,
an elicitation study was conducted in order to define a suitable gestural language
for children to control a ground-based robot, which was the tangible interactive
technology studied previously for domestic animals. On the other hand, a par-
ticipatory design activity with children then aimed to discover how they envision
interactive games with animals mediated by technology. The results of both ex-
ploratory studies, together with the knowledge derived from the proposed animal
NUIs, were used to create and evaluate a basic playful environment capable of
playing autonomously with an animal and a robotic device as well as allowing a
human to play remotely with the animal.

The contributions of this thesis are manifold: first, the development of the first
non-wearable depth-based tracking system to detect cats’ postures and body parts
and its evaluation; second, two designs for playful environments for two different
animal species and contexts, i.e. domestic and zoo animals; third, a gestural lan-
guage for the creation of NUIs based on children’s preferred gestures for controlling
ground-based minirobots; fourth, a promising co-design approach to improve chil-
dren’s perceptions of animals; fifth, the design, development and evaluation of an
interspecies playful environment either for animals alone or for animals and hu-
mans based on NUIs with the potential to foster interspecies relationships; and,
finally, a discussion of the future of interactive and intelligent technologies to sup-
port playful environments for animals based on the results of all the contributions
proposed in this thesis, with the aim of informing future ACI research in this area.

1.5 Outline of the Thesis

In order to explore the aspects described in this chapter, this dissertation has been
divided into four parts. The first part (including this chapter) frames the current
literature in the ACI field, situating this work in its place within the field and
describing the motivation for interactive and intelligent playful environments for
animals. The second part describes the initial exploration of the use of Natural
User Interfaces for animals and how systems are built capable of unobtrusively
adapting to the animals’ behavior. The third part explores the application of
the proposed technological knowledge to create interactive spaces for a different
animal species in a different context. The fourth part studies the co-design and
development of Natural User Interfaces to include humans as participants within
these interactive playful scenarios for animals. The final part of the dissertation
includes a general discussion of the research conducted and future lines of research.
A detailed description of the chapter structures is provided below:
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e Part I: Preliminaries. Besides the present chapter, Part I contains two addi-
tional chapters as an introduction to the field of Animal Computer Interac-
tion and the current state of the art in terms of technological interventions,
as well as a starting point to define the concept of interactive environments
for animals. The works included in this part are the following:

— Chapter 2. This chapter contains the publication entitled Seven years
after the Manifesto: Literature Review and Research Directions for
Technologies in Animal Computer Interaction [119], which reviews the
technological interventions found in the literature on Animal Computer
Interaction since the formalization of the field back in 2011 with the ACI
Manifesto [173]. This work provides an introduction to the field of ACI
and its achievements over the last seven years in order to situate this
thesis within the current research framework.

— Chapter 3 contains the book chapter entitled Envisioning Future Playful
Interactive Environments for Animals [258], which analyzes the differ-
ent approaches in which ACI studies have made use of technologically
mediated playful interactions and communications. From this perspec-
tive, the chapter proposes a more autonomous approach to foster unre-
stricted animal interactions and behavior: Intelligent Playful Environ-
ments for Animals. The great potential of these systems is described,
explaining how incorporating intelligent capabilities into playful envi-
ronments could allow the system to learn from the animals’ behavior
and automatically adapt the game to their needs and preferences. Of
all the proposed studies that could be carried out for the development
of such systems, this thesis focuses on and contributes to the aspects
described in Parts II, III and IV.

e Part II: Study and Recognition of Playful Interactions. This part focuses
on the analysis of how animals prefer to interact with playful interactive
devices and how the systems could recognize their interactions and types
of behavior during the game in order to adapt the playful experience. The
different chapters in this part are described as follows:

— Chapter 4 contains the paper entitled Developing a depth-based tracking
system for interactive playful environments with animals [257], which
explores the use of a Natural User Interface for animals based on non-
wearable depth-based tracking to detect a cat’s body posture and body
parts in real time in a playful scenario. An initial prototype of the
depth-based tracking system is described and evaluated, showing promis-
ing results in facilitating the recognition of animals’ playful interactions
with technology, while encouraging unrestricted spontaneous animal in-
teractions in an open space. This system also opens the door to further
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exploration for its extension to other animal species and including hu-
man participants in the playful scenario.

— Chapter 5 contains the publication Towards Future Interactive Intelli-
gent Systems for Animals: Study and Recognition of Embodied Inter-
actions [260]. Digital playful activities which include animals as par-
ticipants should attract and maintain their attention by using suitable
technological artifacts and adapting the activity to the animals’ pref-
erences. To achieve this, the first step is to find the best technological
artifacts for a specific animal species in terms of engagement and inter-
est and to study how the animals best interact with them. This chapter
describes a pioneering observational study conducted on cats with the
aim of exploring their interactions and preferences for different techno-
logical artifacts. A discussion of the proposed technologies and the fac-
tors that have been observed to affect cats’ preferences and behaviors is
reported to assist in the design and development of suitable and engag-
ing interactive environments for them. An extension of the depth-based
tracking system proposed in Chapter 4 [257] is also presented and eval-
uated, providing an initial comparison of the knowledge-based learning
approach used in [257] with a supervised learning approach using two
well-known machine learning classifiers.

— Chapter 6 contains the paper entitled Assessing machine learning clas-
sifiers for the detection of animals’ behavior using depth-based tracking
[255]. This paper provides an extensive in-depth description and eval-
uation of the non-wearable tracking system for automatic detection of
cats’ postures and body parts, as well as an exhaustive evaluation of
the performance of several classification algorithms based on both a su-
pervised and a knowledge-based approach. The evaluation of both ap-
proaches of the proposed system shows promise for advancing research
on animal behavior recognition both in and outside the field of Animal
Computer Interaction, and this system could be further extended to
other animal species.

e Part III: Tangible User Interfaces for Animal Enrichment. As animals of
different species behave differently and also have different physiological char-
acteristics, the ways in which a system extracts information from their be-
havior would be different, and so would be the design of an artifact capable
of providing this contextual information to the system. Animals’ playful or
exploratory behavior of a system also differs from one species to another. For
these reasons, this thesis explores how NUIs based on body tracking could be
designed and used for different species in different environmental contexts.
This part aims to illustrate this design process to validate the flexibility of
the approach and is comprised of the following chapters:

11
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— Chapter 7 contains the work Tangible User Interfaces for Zoo Enrich-
ment [252]. In this paper an interactive system for orangutans in a
zoo environment is described and discussed. In this environment the
range of elements the animals can interact with is limited in order to
prioritize their safety. In this regard, as orangutans are much stronger
than humans, this makes it extremely difficult to provide them with
free access to technology inside their enclosure. As a result, the pro-
vided technology might not be as compelling and engaging as it could
be, and the interaction may be less natural and limited to when the zoo
keepers are present. Hence, aligned with the goals and methodology of
the Kinecting with Orangutans project [343], this work proposes the use
of depth-based sensors to track the orangutans’ movements of everyday
non-technological objects. These interactions could then be digitally
augmented with appropriate technological stimuli, such as sounds or
visual projections, to create varied and adaptable enrichment activi-
ties, e.g. produce different sounds based on movement or make a visual
projection react to the orangutans’ movements.

— Chapter 8 contains the publication Sound to your Objects: A Novel De-
sign Approach to Evaluate Orangutans’ Interest in Sound-based Stimuli
[247]. This paper is based on the proposed design of tangible inter-
faces for orangutans presented in Chapter 7 [252] and describes its im-
plementation using sound-based enrichment to augment orangutans’
tracked movements of tangible objects. This paper explains the deci-
sion and design process conducted jointly by keepers and researchers,
which highlighted the orangutans’ curiosity in sound-based stimuli. The
implemented system was aimed to study the types of behavior and ges-
tures orangutans would spontaneously use to interact with the system,
and to evaluate the orangutans’ preference for different auditory stim-
uli. However, the orangutans’ unexpected interactions and reactions
showed that the system should be further adapted in order to evaluate
such goals.

e Part IV: Interspecies Participatory Design of Playful Interactive Environ-
ments. Human participation in playful environments for animals could help
to improve not only the wellbeing of animals and humans, but also their in-
terrelationships and bonds by creating a shared space for their amusement.
In this regard, it is essential that future generations develop empathy and
create strong bonds with the animals in our ecosystems to work towards a
more inclusive world for all species. This part of the thesis thus explores
how humans, and especially children, envision their participation in such
interactive environments, how NUIs could support these interactions, and
how interspecies playful interactive environments can help to improve the
development of intelligent and adaptive systems for animals while helping
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children’s wellbeing and relationships with them. The works included in this
section are as follows:

— Chapter 9 contains the paper Interactive spaces for children: gesture
elicitation for controlling ground mini-robots [251]. Based on the idea
of providing animals with tangible interactive elements which they can
explore within the interactive space, this study focuses on the elicitation
of children’s preferred gestures for controlling tangible robots. The goal
of the study was to propose a NUI based on gestures and body language
so that children could easily manipulate robots within an interactive
space for animals, allowing them to focus on the animal participant
and its interactions while moving freely around the space. The main
outcome of the study is the definition of a gestural language based on
body interactions suitable for children aged 6-12 years old.

— Chapter 10 contains the work entitled Designing interspecies playful
interactions: studying children perceptions of games with animals [248].
This paper proposes a co-design activity with children in which they
could draw and describe how they would like to play with animals of
different species. Two different settings were proposed, one in which the
activity was mediated by a technological device selected by the children
themselves and another with no technological elements involved. This
comparison, along with the pre and post questionnaires, showed an
improved positive perception of the animals after the design activity,
while the children were also observed to reflect on their designs, raising
their awareness of the need for more animal-centric games.

— Chapter 11 contains the publication Remote Interspecies Interactions:
Improving humans and animals’ wellbeing through mobile playful spaces
[246], which describes the design and development of an interspecies
playful environment for animals and humans that builds upon the in-
sights obtained from the different studies described in this manuscript.
Due to time limitations, considering the effort that the development of
an accurate and reliable tracking system as the one proposed in 9 [251]
would require, and observing children’s designs for playful experiences
with animals in 10 [248], the children’s interactions within this system
would be by means of a mobile application for screen-based devices,
which was the most common technological device selected by children
in 9 [251]. This application allows children to control a tangible robot
in order to play remotely with a dog located in a canine daycare facil-
ity. An autonomous interactive system with basic intelligent features
for animal play is also described and evaluated. This work compares
the two different approaches in terms of their suitability, usability and
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human/animal engagement, identifying behavioral patterns and future
promising improvements.

e Part V: Closure. This last part of the thesis provides a discussion of the con-
tributions and aspects tackled in this manuscript, as well as future recom-
mendations to build upon the developed technologies and designed systems
in order to contribute to the advance of research in ACIL.

To sum up, the work described in this thesis has produced several research
papers, some of which are included in this dissertation, while others have been
excluded as they were aimed at more specific venues. In particular, this disserta-
tion comprises 10 research papers: 5 read at conferences (1 CORE A* workshop,
1 CORE A, 1 CORE B, 2 ACT conference), 2 published in scientific journals (1
JCR Q1, 1 OA journal with 30% contribution as second author), 1 book chapter,
and 2 JCR journals which are still under review. In addition, 6 research papers
derived from this thesis have also been produced, but were not included in this
manuscript (1 CORE A* poster [253], 1 CORE A* workshop [249], 2 Doctoral
Consortium [250, 259], 1 ACI workshop [256], 1 ACT conference [254]).
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Abstract

As technologies diversify and become embedded in everyday lives, the technolo-
gies we expose to animals, and the new technologies being developed for animals
within the field of Animal Computer Interaction (ACI) are increasing. As we
approach seven years since the ACI manifesto, which grounded the field within
Human Computer Interaction and Computer Science, this thematic literature re-
view looks at the technologies developed for (non-human) animals. Technologies
that are analysed include tangible and physical, haptic and wearable, olfactory,
screen technology and tracking systems. The conversation explores what exactly
ACIT is whilst questioning what it means to be animal by considering the impact
and loop between machine and animal interactivity. The findings of this review
are expected to form the first grounding foundation of ACI technologies inform-
ing future research in animal computing as well as suggesting future areas for
exploration.

2.1 Introduction

The well-being, behaviours, and physical characteristics of animals have long been
studied within animal biology sciences but the landscape changes as the under-
standing of animals evolves. In the late twentieth century, studies were conducted
into the ways that some animals behave in human-animal situations and subse-
quently, these studies have moved towards the ability of animals to assist humans
and thus improve the human condition [54]. As technology has become embedded
in the human condition, it has also become of interest in terms of how it affects the
human-animal relation aiming to move away from anthropocentric work towards
an animal-centric focus. Technology today has been shown to be useful for playful
interactions between humans and animals [258, 351], for monitoring animals [176,
273], training animals [204] and supporting animals that care for humans [282,
369]. This has driven researchers, for societal and economic reasons, to explore
animals within technological situations.

One of the main initial aims for the study of Animal Computer Interaction
(ACI) has been “to understand the interaction between animals and computing
technology within the contexts in which animals habitually live, are active, and
socialize with members of the same or other species, including humans” [173] .
As a relatively new field, being coined in 2011 in the ACI Manifesto [173] , it has
taken its main reference from Human Computer Interaction (HCI) [177, 273, 351],
which in turn has led to an early focus on studies of the usability of technology
and the user experience of animals to influence the design of interactive solutions
[164, 316]. Frameworks have been constructed for ACI technology in the areas
of interaction design [316], Human Computer Interaction (HCI) [351], ubiquitous
computing [176] and game design [363]. Some of these frameworks aim to reveal
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the role of technology within a human-animal interaction [176, 351], whilst others
aim to minimise the human role to more fully design for the animals’ unique needs.
Whilst motivation for animal-computer technologies is often welfare based [176],
ACT also attends to other aspects, including the pet entertainment and holistic
well-being sectors where many commercially available products exist [47, 72]. The
terminology of welfare we use within this work is not only in reference towards the
animal being healthy, nourished, safe, able to express innate behaviour, comfort-
able and not suffering from any negative states (as defined by medical agencies)
but also in viewing the animal as a ‘whole’ [348]. Within ACI, welfare is inher-
ently linked towards animal centeredness by researchers who allow consent through
walking away behaviour (innate behaviour), research into how to make systems
more suitable for animals (comfortable), and often seeking ways to monitor health
(healthy and nourished).

Academic studies pertinent to the design of ACI technologies have increased in
number over the last seven years since the publication of the ACI Manifesto [173],
the introduction of the ACISIG at the CHI conference [178], the first, second, third,
fourth and the coming-soon fifth International Animal-Computer Interaction Con-
ferences (2014, 2015, 2016, 2017, 2018), and workshops at major HCI conferences
(ISAWEL’14, ACIQ@BHCI 2015, NordiCHI 2014 and 2016 and OzACIQOzCHI
2017). As interest has grown in this field the workshops and events have become
more specialised with: ACI@Q@Measuring Behavior 2016, HCI goes to the zoo at
CHI'16, Research Methods for ACI, ZooJam at ACI'16, and Technology for Bond-
ing in Human-Animal Interaction and FarmJam at ACI’17.

However, as we embark on the seventh year since the ACI Manifesto [173] there
has yet to be an in-depth literature review delineating from the foundations of
ACI, towards the creation and use of technical means and their interrelation with
animals, looking forwards towards potential areas for future research. Whilst lit-
erature reviews around the field of ACI exist, such as the one for smart computing
and sensing technologies for animal welfare [143], there has yet to be a direct
overview of technologies within ACI. This chronicle begins by briefly exploring
what ACI is and considering how the fields of animal behaviour and HCI inter-
sect and contribute towards the embodied work. What an interaction is, or can
be, defined as is questioned in this narrative. A thematic analysis of technologies
within ACI is then delivered to investigate how the current body of research adds
to the current overall field narratives. Drawing from this, a discussion is held on
potential technological areas that ACI has yet to address, identifying questions
opened through this review and concluding in an overall summary of the field.

This technology driven thematic literature review is intended to both bring
clarity to those entering the field whilst highlighting potential areas of interest
for those currently working in the field. Whilst this review does not tackle eth-
ical, methodological, legal, economic and philosophical issues surrounding ACI,
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it is hoped that those embroiled in such topics may find this narrative useful in
initiating discussions.

2.2 What is ACI?

The natural question that opens the literature review, and is our starting point, is
‘What is ACI?’ At first glance, ACI can be defined by its components: the animal,
the computer, and the way they work together (as HCI is defined [141]). It can
also be defined, as identified within its early work, by the main goal that it seeks
to meet, that being: ‘usability through a discussion about factors involved such as
constraints, functionally and the user’ [175, 181].

In seeking to differentiate ACI from HCI, however, it is important to step back
and consider what we define as an animal. The Cambridge Dictionary (2016) offers
two definitions:

1. Something that lives and moves but is not a human, bird, fish, or insect.

2. Anything that lives and moves, including people, birds, etc.

These definitions expose contrasting views and show two ways of looking at
ACT: either as (1) an offshoot of computer science into non-human animals or (2)
the encircling of HCI, CCI (Child Computer Interaction) and other subfields, into
an overall look at all animals, including humans as animals. Whilst the debate
over the distinction between human and non-human animals has far-reaching roots
back to Darwin’s approach in the Origin of Species [52], it is probably fair to say
that it is largely about humans’ unique abilities, and beliefs, about the uniqueness
of species. This latter point has been interpreted differently over time according
to the mood of the day and the understanding of mind and action. Biologically
speaking, the definition of animal refers to all members of the kingdom Animalia
(The American Heritage Dictionary) but colloquial use of animal frequently refers
to non-human animals in an umbrella terminology. The tension between the two
positions challenges ACI to consider methodologically the position that animals
hold within the research space. Tattersall describes well the problem space writing
that ‘We have similarities with everything else in nature; it would be astonishing
if we didn’t. But we’ve got to look at the differences’ [121]. From here on in, this
narrative will refer to ACI as assuming the exclusion of the human for clarity but
will descend from the vantage point of anti-dichotomy within the animal hierarchy
by focusing on, like Tattersall, the differences between species’ use of computers
and computer technology.

Reflecting on the human-animal difference, the field of ACI emerged in computer
science research via HCI but technology had previously been used to explore animal
behaviour in other research fields (e.g. bio-logging within animal ecology and
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technological interventions for animal cognition studies). The inclusion of the
term ‘computer’ in ACI assumes that the technology with which the animal is
interacting, or which is facilitating some behaviour, is embedded with computer
technology and so is able to react and interact with elements in the environment.

2.2.1 What is Interaction?

Interaction, and its study, is elemental to HCI and thus also to ACI. In ACI
this interaction always includes the animal and the technology but often will also
include a human owner, researcher and/or carer. The study of ACI aims to enhance
interaction by developing methods, philosophical stances and theories within this
space. However, the terminology of what it means to have an interactive system
has not yet been clearly defined within ACI. Interaction can be seen in a broad
way as the framing of the relationship between people and the objects designed for
them [35] but in ACI, as in HCI, interaction is more often seen as an archetypal
structure, such as the feedback loop [60] where reference is made to ’an interaction’,
which is the communication between system and user. This maps onto what
is described in animal behaviourism as stimuli and responses [96]. Within this
definition, interaction in ACI refers to the way that the animal reacts to the
technology and in return the way that the technology then responds to the animal
within the feedback loop. This typical definition has been questioned by Aspling
& Juhlin [11] who instead refer to interaction as a dyadic, direct and strategic
interaction between multiple agencies arguing instead for Actor-Network Theory
and Goffman’s [94] notion of strategic interaction in ACIL.

The term ‘interaction’ is used throughout this literature review, but it is ac-
knowledged, in the sense of Buchanan’s [35] definition of interaction, that the
degree to which an animal can meaningfully interact with a computer system is
unknown as animals’ intentions, and what animals perceive as possible to do within
a computer system, are unidentified. This is not to imply that animals cannot have
implicit or unaware interactions that are meaningful, but that the scope behind
terming what is meaningful to an animal within the interaction is unknown. In
HCI, this degree of representation is described in the theoretical framework coined
by Norman [218] as ‘the gulf of execution’. A model of this within ACI is shown
in Figure 2.1. Research endeavour in ACI explores this ‘gulf’ of the animal user’s
intentions [89, 118, 175] and considers if this can be represented, directly perceived
and interpreted [369]. This is explored through trying to capture the animal user’s
actions and intentions. In human-human and human-computer communication,
there is a rich two-way feedback loop of interactivity where there is derived mean-
ing gathered from the actions taken, the interpretation, and in return the output
delivered. There also appears evidence of this feedback loop in animal-human
communication between animal and trainer, such as when they interact.
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Figure 2.1: Representation of the gulf of execution in ACI systems.

It is in this way that often ACI explores the gulf of execution, the top half of the
feedback loop, and it is acknowledged that the loop may not be fully closed. In ACI
this is due to the bottom half of the loop (gulf of evaluation) being unknown, that
is, an animal interaction can be captured, but what meaning this has to the animal
(interpretation) is yet to be discovered. For these reasons, ACI is not primarily
about designing complete interactive systems but more about exploring elements
within them. These elements include ‘looking at behaviours’ and ‘attending to
behaviours’, but not the reasoning behind animals’ actions (intentions). Within
this space, all we can do as researchers is interpret these behaviours. This same
interpretation is very often the case in Child Computer Interaction (CCI) and
sometimes also in adult studies in those cases where it can be hard to draw at
the intention behind the interaction loop. As ACI is a relatively new field, there
is clearly more research to be undertaken to explore these gulfs, particularly with
support from the animal psychological and behavioural fields.

The feedback loop presented in Figure 2.1 has also been modelled by Freil et
al. [74], who also extended from Norman’s [218] gulfs towards a dog computing
training scenario. Unlike as described here, Freil et al. [74] considered the model
to be fully closed. Our view, in this paper, is that for the gulf of evaluation to
have execution errors such as slips and mistakes, this requires specific knowledge
of the animal’s intentions. This literature review therefore considers the animal’s
intentions (as termed by Freil et al. [74]) to be human interpretations (as noted
within the gulf of evaluation above) of the animal’s behaviour.
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Drawing back to the published literature from ACI, interaction has been con-
sidered here in a broad sense including the animal controlling a system [33, 276,
282, 369], systems detecting an animal’s behaviour [171, 330], systems reacting
to an animal’s behaviour [89, 180] and the animal interacting with the human
through its behaviour [164, 165, 193, 204, 273, 323]. As noted within the ACI
manifesto [173], the interaction can also be explored by improving the usability
of systems as well as by creating a meaningful experience for the animal. This is
evidenced in work that has studied how animals can input to technology [137, 240,
280, 369], how animals can be soothed or stimulated by technology [17, 75, 89]
and how animals and humans can be connected through technology [41, 165, 193,
204, 273]. An interesting point within these intersections is the transferal of these
technologies across species and across disciplines, that will also be addressed in
this manuscript through modelling the technological system’s space within ACI.

2.3 Technologies in ACI

This section reviews the ACI literature in terms of the different technological
approaches present in ACI related works. The following subsections describe these
innovations in further detail: tangible and physical objects, haptic and wearable
technologies, olfactory interfaces, screen interfaces and tracking mechanisms. This
classification has been originated into subgroups via the thematic analysis of the
technology interface in order to explore those areas in further depth. Each section
will summarize the current narrative of the technology interface and will then
bring these findings into an overall model of technologies in ACI. This narrative
aims to provide a general technological picture of the field, with future trends and
opportunities discussed later on in Section 2.4.

2.3.1 Model of Technologies within ACI

Figure 2.2 illustrates the framework, proposed by this literature review, building
from Jukan et al’s. [143] model regarding technologies for animal welfare. The
framework proposed here focuses more towards overall technologies in ACI and
thus expands Jukan et al’s work. Reviewed here are: Tangible & Physical tech-
nologies, Haptic & Wearable technologies, Olfactory interfaces, Screen-based in-
terfaces and Tracking technologies. These various technologies seek to aid animals
in various instances; such as to aid human health, control the animal, enable data
exchange, assist working animals, aid service animals, enrich play and monitor the
animal.

This review, as suggested within Mancini’s early work [174], will include tech-
nologies directly involved within animal computing and not only technologies in-
formed by animal computer interaction. This appreciates the difference between
a technology user and an animal within the technology scenario. Lawson et al.

21



Chapter 2. Seven years after the Manifesto: Literature Review

22

I | I o |

| Control | | Control l I Control ” Enrichment | I Enrichment I
l Communication | | Communication I I Communication I I Human Health I | Monitoring |
Enrichment Service Animal Working Playful I Playful |
Animal
Animal
Playful Working
Animal

Figure 2.2: Framework for technologies in ACI (building from Jukan et al. [143]).

[160] tackled this issue as it refers to consent by drawing from the ACI Mani-
festo goals and paraphrasing Eric Baumer’s terminology of “usees”, being those
situations where technologies are imposed upon animals without consideration,
making them inherent users and participants submitting their data. Whilst it is
beyond the scope of this work to define the terminology of a user, it is noted that
not all animals that are directly involved in technologies are active users—some
may instead be a wearer [171, 232, 234] or may inform a system [257, 360] rather
than being an active user inputting information [280, 369] or directly controlling
a system [114].

Following this classification presented above in Figure 2.2, Table 2.1 presents a
list of the works considered within this literature review.

2.3.2 Tangible and Physical Objects

As technologies began becoming intertwined with animals, these early systems pri-
marily focused around the animal-human communication paradigm where humans
sought to communicate with animals. These systems included the LANA (LAN-
guage Analogue) project where chimpanzees used “lexigrams” to create sentences
and communicate with humans [285] and early button systems to allow dolphins
to ask for certain toys and food [272]. Whilst early research focused around the
cognitive abilities of animals, Resner [273] challenged this by looking at the animal-
technology relationship in more of a HCI stance focusing on Interaction Design
IxD). Hu et al. [129] took this idea further by creating a web-based system to
allow humans to remotely interact with their dogs by giving them treats, talking
to them through speakers or throwing a tennis ball they could catch, The system
aimed to improve pet-human interaction and came from a HCI IxD standpoint.

—~
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Figure 2.3: Button system used as a pressure plate to dispense treats [89].

These early archetypes were primarily based on tangible and physical objects and
collectively contribute a large number of ACI technology interfaces.

In ACI, exploration has been conducted with tangible and physical objects such
as pulling devices [280, 281], buttons [89, 181] (Figure 2.3), digitally augmented
toys such as tree trunks and pulleys [76, 77] and plastic balls [247], and with robots
[87, 88].

Robinson et al. [280] created a pulley system for a medical assistant dog to call
for help using a tug toy as an interaction mechanism, as this is a familiar way of
interaction for a dog. Following an iterative user-centred design process, in which
they tested several materials and configurations, they developed a high-fidelity
prototype of a dog alarm system that could work for several scenarios [281].

Tangible objects have also been explored within ACI in their ability to give ani-
mals control over their environment and any proposed technological interventions.
Along this line of thought, French et al. [75] used ordinary items found within an
elephant’s enclosure to allow the automatic use of devices—in this case a shower.
With orangutans, Pons et al. [247] studied how non-technological everyday ob-
jects could be augmented with auditory digital responses in order to provide a
novel form of enrichment for these animals, building on their intrinsic dexterity
with object manipulation. More recently, Gupfinger and Kaltenbrunner [103] have
explored the use of tangible technological mediators with grey parrots so that they
can produce sounds and music by activating a joystick or a rope swing; this builds
from Ritvo & Allison’s [276] work with orangutans and music (see Section 2.3.5).
A similar approach was followed to develop a tangible cylinder for an orangutan’s
enclosure that produces sounds when rotated [111]. The cylinder, in this case,
was attached to the wall and it had a maze-puzzle embedded in it. Orangutans
explored the cylinder freely, by rotating or touching it, which produced sounds
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Figure 2.4: A dog activating a switch [181]. Photo courtesy of The Open University.

not only in their enclosure but also in the human visitors’ side, augmenting and
enriching the human experiences of viewing captive animals at a zoo. Technology
has opened a whole new range of possibilities in terms of animal enrichment, as
everyday objects can now be enhanced with sensors to create more varied sce-
narios. For example, researchers and staff at San Francisco Zoo have created a
giant puzzle feeder for rhinos [156]. The system dispenses treats when the animals
investigate and manipulate it, fostering their natural foraging behaviours [156].

Button-like devices have been one of the most common approaches when working
with dogs, allowing these animals to intuitively interact with either their paws or
noses. Geurtsen et al. [89] used used a pressure plate button to give dogs treats—a
method in line with current consumer products for dogs such as CleverPet [47].
Another investigation of button systems with service dogs was by Mancini et al.
[181] who sought to look at extending dog accessibility towards their environment
in mobility dogs by mapping out the challenges faced in a human domain (Figure
2.4).

Gergely et al. [87] examined interaction with Unidentified Moving Objects
(UMO) by investigating how dogs act socially with robots. Gergely et al. [87]
found that dogs act socially towards UMOs from expectations of the system over
a short period, offering up an indication towards social robots for dogs. Previous
to this work, Singh & Yong [303] used robotic tails on robots which could move
positions (wag, raise, lower and hold straight) to investigate dog tail communi-
cation states; this work is yet to be tested with other dogs to draw conclusive
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results. Westerlaken et al. [349] used a design observational study with dogs and
robots, applying different variations to the robotic devices, such as puzzle or treat-
dispenser cases, and with tangible objects that produced sound or smell. They
observed that the material of the robot conditioned the interest of the dogs in
the game: when the dogs realized they could not grab the robotic ball with their
mouths, they began to lose interest in the game. One of their main observations
was that different traits in each individual dog could lead to different kinds of play-
ful preferences. In a similar fashion, Pons et al. [260] conducted an observational
study with seven cats and two different small robots to methodologically investi-
gate cats’ interactions and to see which devices the cats preferred. The authors
found that the age and size of the cats were a factor, as cats usually preferred to
interact with smaller robots in order to replicate a playful hunting behaviour with
them. This aligns with Westerlaken et al’s [349] proposition of animals’ personal
traits playing an important role within the interactions.

Byrne et al. [38] have recently proposed a technological approach to predict the
suitability of dogs for assistive dog training programs. The authors have explored
whether aspects of canine temperament can be detected from dogs’ interactions
with sensors embedded in two instrumented dog toys: a silicone ball and a silicone
tug sensor. From the dog’s natural interactions with the instrumented devices,
a prediction model has been created that allows for the assessment of the dogs’
outcomes in the program with an 87.5% average accuracy.

Whilst tangible and physical objects have a long history within animal tech-
nologies, the way in which these types of interfaces have been investigated has
developed from a purely cognitive and behavioural standpoint towards a more in-
teractive paradigm. Within this area the largest body of work conducted has been
for service and working animals, with recent moves towards the zoo and pet fields.
There are clear gaps present within the research to investigate not only new tech-
nologies, but also to investigate how animals respond to, and can be trained more
efficiently towards, technological systems that they hold, sniff, point, paw, tug and
use in both regards towards the interface and interaction model. As the ACI field
advances, work is currently shifting towards a non-training approach, especially in
the context of enrichment, play or technologies aiming towards giving the animal
control. A more animal-centric design perspective in these scenarios has been to
deploy the technology and let the animal “become with” [107, 361], where no inter-
action is wrong, so as to iteratively re-design the technology based on the observed
interactions in a research through design fashion [76]. More research has yet to
be done in terms of animal-centred design methodologies to account for these new
insights as the field knowledge grows, questioning which user (man or animal) is
really in the centre of the design [116].



2.8 Technologies in ACI

2.3.3 Haptic and Wearable Technologies

Haptic technology is defined as “the science of applying touch sensation and control
to interact with computer developed applications” [310]. Therefore, a haptic device
allows the user interface to be the animal’s body sensations; this includes especially
tactile feedback to perform actions and receive input. One method of instantiating
a haptic interface is the use of vibrotactile technologies which can range from skin
surface monitoring to vibrating interfaces. Lee et al’s [164] work, one of the first
ACIT contributions, used a haptic wearable jacket on chickens in order to allow a
human user to remotely stroke the chicken. A similar approach was presented by
Réhman & Li [270], who proposed remote communication between humans and
animals via vibrotactile feedback for the animal. More recently, haptic vibrotactile
interfaces have been implemented for dogs, using the same research method as
Lee et al. [164]. Britt et al. [33] trained a dog using a vibrotactile haptic vest
that allowed a human handler to remotely guide the dog using vocal commands
as well as applying vibrations on the vest. This idea has also been explored by
Byrne et al. [37] using haptic cues to assist in training, an approach also evident
in Morrison et al. [204] who iteratively designed a wearable vibrotactile vest
to assist in direction pointing for hunting dogs, arguing that vibrotactile input
aids the collaborative discussion within hunting between dog and owner. These
vibrotactile haptic interfaces, however, have so far only been used with dogs and
chickens, where these devices have been proposed to have a positive reaction from
animals [164, 165] and successful training in reported behaviours [33, 37, 204],
leaving this User Interface (UI) open for future exploration.

Vibrotactiles however, are not constrained to animals using wearable haptics.
French et al. [77] developed vibrotactile buttons made of different materials for
elephants. These interactive devices were aimed towards triggering elephants’
curiosity to explore the device based on the haptic feedback they received when
approaching the material with their trunks. The vibrotactile buttons allowed
elephants to produce different sounds in their enclosure. In one extreme case,
vibrotactile feedback was used with insects (crickets) by applying vibrations to the
ground on which the crickets stood [61]; although the authors did face problems
with animal shedding in reaction to vibrations. A follow up study investigated if
playing PAC-MAN against an Artificial Intelligence (AI) is perceived as ‘funnier’
than playing against a system replicating animals’ movements [62].

Wearable computing has been defined as “the study or practice of inventing,
designing, building, or using miniature body-borne computational and sensory de-
vices” [183]. Wearables in HCI have been used for a wide variety of purposes, and
their proliferation has also reached the field of ACI. For instance, biotelemetry de-
vices can be considered as wearable interfaces although there remains an argument
on the term ‘user’ being applied to this scenario, being preferred the term ‘wearer’.
Biotelemetry devices have been used for many years in biological research, playing
an important role in the development of behavioural science and in ACI research
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which looks at the wearability of these devices [232, 233]. Biotelemetry devices
have also been used to inform blind dog owners of real-time heartbeat and res-
piration rates of their dogs while taking a walk [193]. The information provided
by the biotelemetry sensors on the dog was transmitted to the human handler by
means of either vibrotactile feedback or audio devices. Mealin et al. [193] found
that although vibrotactile interfaces provide more accurate responses, dog han-
dlers preferred to use audio devices. In a more recent work Mealin et al. [192]
designed a system that collected physiological data from guide dogs in training
using wearable devices. The collected data facilitated objective analysis of the dog
during early stages of training, helping to predict how successful a dog would be
in the program.

Several works have addressed the necessity of tracking animals, beyond bioteleme-
try devices, in different scenarios, this is expanded on in Section 2.3.6. However,
despite the increase in tracking technologies, the most common method to gather
information about the animal has been to use wearable harnesses or collars with
attached technological devices providing information to the system in charge of
processing the information. One of the most basic methods for animal tracking in
outdoor scenarios has relied on GPS or radio-frequency localization, attaching the
emitter devices to a collar or harness. These systems only give information on the
animal’s location and have been used by pet owners, mostly to assess their dogs’
locations and to determine whether or not they are in trouble [179]; this technol-
ogy also exists in commercial products such as FitBark [72]. This technology has
also been used during hunting activities with dogs, allowing the human leading
the hunting activity to interpret the movements of the dog in the field by following
its signal on a handheld display [235, 344].

Whilst GPS is useful, several outdoor scenarios require more precise informa-
tion about the animals’ movements or body postures during the activity, and even
some kind of communication from the animal to the human side. As an example,
determining the pose of the animal is of vital importance in the case of Search
and Rescue (SAR) dogs which often have to work away from human sight; it
would be beneficial if the handlers knew the dogs’ location and pose. This type
of recognition of animals’ postures and activities is usually performed using ac-
celerometers, gyroscopes or other inertial measurements. Most of the works in ACI
using these products have been with dogs, probably because of their use as work-
ing and assistive animals [30, 371]. Most of the works based on wearable devices
for activity /posture recognition are based on the use of a tri-axial accelerometer
located at the dog’s collar, these then apply classification techniques to the data
obtained from the accelerometer in order to recognize the activity /posture. There
are several devices for dogs, some of them even commercial, such as Whistle®
[354], FitBark® [72] or WagTag  [346] which make use of a tri-axial accelerom-
eter to perform basic activity level recognition. In [158], dogs wear a tri-axial
accelerometer on the collar and, after being trained with a k-nearest neighbours



2.8 Technologies in ACI

(kKNN) classifier, the system is able to differentiate between 14 activities and 2
postures.

Within the FIDO project [133], researchers have been studying how wearable
devices could mediate the communication between working dogs and their han-
dlers, much like Morrison et al. [204]. The FIDO project has undertaken extensive
work on providing dogs with suitable wearable activators [132]. In addition, they
have also considered to mediate this communication by recognizing motion-based
dog gestures—sit, spin, roll, jump, etc.—using a three-axis accelerometer attached
to the front of a service dog harness [328]. More recently, they have studied the
use of a dog collar with an accelerometer and gyroscope for the recognition of head
gestures in dogs [329, 330]. Whilst they struggled with the sensitivity of such de-
vices, the researchers did find that gesture recognition through collars was viable
and they pointed to looking to how a dog was trained (i.e., with a leash) to give
an indication of gestures that could be instantiated in such systems.

The effectiveness of wearable harnesses with several inertial measurement units
located along the harness has also been studied. The work of Ribeiro et al. [274]
uses the angles of two accelerometers on different locations on the dogs’ harness to
develop an algorithm capable of estimating four poses including: standing, lying
down, sitting, and walking. Another project [30, 34] extended this idea by using
more inertial measurement units located on the optimal locations of a dog’s body,
which have been determined attending to the algorithm’s performance and the
dog’s comfort and physionomy. Using the information provided by these units
and applying machine learning techniques, five static postures and three dynamic
behaviours can be identified. They have also compared the performance of the
classification algorithm using supervised against unsupervised classification meth-
ods [360]. The knowledge from these previous studies came together in Majikes et
al. [171] research, which used a harness vest system with dogs, like those used by
Byrne et al. [37], Britt [33] and Lemasson et al. [165], to monitor a dog’s posture
during eating, standing, lying, sitting and standing on two legs (Figure 2.5).

In the vest system for dogs, Majikes et al. [171] extended the usefulness of
haptic devices by mixing the vest outputs with human analysis for interpretation
and found that this can lead to a higher rate of success in training. The authors
in the future hope to take this device into a fully autonomous system and have
cue trained behaviours leading to complex behaviours.

Acceleration data-loggers are also a common and efficient way of detecting cats’
body postures and frequent behaviours based on movement [340]. Commercial
devices for cat activity recognition are also available, such as PawTrack® [238],
which detects whether the cat is at home or outside, and offers GPS geolocation
for outdoor walks. However, it does not monitor any activity nor gesture such
as the non-commercial research Cat@Log [367] device. Cat@QLog consists of a cat
collar device with several sensors: a camera, a GPS, an accelerometer, a Bluetooth
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Figure 2.5: Posture system used by Majikes et al. [171].

module, a battery and a micro SD card. The camera provides videos of the cat’s
view, while the accelerometer data allows activity recognition such as sleeping,
jumping, walking or scratching.

Canine Amusement and Training [359] present a home based wearable tracking
system for dogs away from accelerometers. This consists of Infra-Red (IR) emitters
attached to the dog’s harness, and a Wiimote’s IR camera placed on the ceiling.
The system detects the location and posture of the animal by tracking the IR
emissions of the harness using the Wiimote. The detected postures and location
are used by the system to determine whether the dog is performing correctly the
proposed training activities offered by the system.

In recent years, ACI technology has also considered how wearable technology
can improve animal welfare in farming scenarios. Haladjian et al. [105] studied
motion sensors inserted inside a pig’s ear in order to classify the pig’s physical
activities into ‘walking’, ‘eating’ and ‘resting’ This ongoing work would enable
veterinarians to keep track of free-roaming pigs and the pilot study showed the
approach was viable and would even enable the tracking of pig activities with an
accuracy of 95.8%. In a similar manner, Haladjain et al. [104] implemented and
evaluated a wearable device to be attached to a cow’s hind left leg. This device
could detect gait anomalies in cows in an effective way for large cow populations.
The proposed device builds an individual model of the usual walking pattern of a
cow during the first minutes of use and detects deviations from this model, reaching
a 91.1% of accuracy. Recently, Carpio et al. [40] proposed a novel smart farming
system and application framework based on wearables and cloud computing, with
an emphasis on animal welfare features for cows and pigs. As opposed to haptics,
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it can be observed that wearable interfaces not always imply that the animal is an
active user of the technology. In some scenarios in which the technology is placed
on the wearable for sensing purposes, the animal might not be required to make
any kind of interaction, other than being just a wearer, and thus is clearly not
aware of the data exchange that is happening between the wearable technology
and the data receiver.

As laid out above, the research and commercial space for wearable and vibrotac-
tile devices has grown significantly in the last few years beginning with chicken and
dog systems, and recently extending into livestock and farming scenarios. These
systems, in general, are aimed towards working and service animals, focusing on
control and data exchange. However, there is clearly a gap between using wearable
interfaces to quantify the animal’s actions, and pairing this data with vibrotactile
interfaces to allow a two-way feedback from the animal to the human and vice
versa. In addition, as more of these devices are deployed it is essential to continue
studying how the use of haptics, wearables and biotelemetry devices affects the
behaviour of the animal wearer.

2.3.4 Olfactory Interfaces

Grounded within the principles of animal-centred design, Johnston-Wilder et al.
[137] (Figure 2.6) and Mancini et al. [180] have created interfaces to provide sup-
plementary information, in olfactory detection of cancer by dogs, using pressure
plates. These studies, building from dogs’ olfactory work, have found that an
olfactory system is a possible interaction method within ACI, highlighting the po-
tential of this approach as it allows for the dogs’ natural behaviour while sniffing
the samples. Analysis on the pressure patterns from the sensors allowed to distin-
guish between positive, negative and uncertain samples, removing errors derived
from human interpretation of the dog’s interactions. Currently these authors are
further exploring learning algorithms to implement these pressure patterns as a
recognition tool.

Lawson et al. [160] has also proposed olfactory systems for dogs’ socialization
within a speculative design fiction system they term “the internet of dogs”. These
design fiction scenarios allow for dogs to use smell as a communication system
by focusing on the production and identification of odours, suggesting that dogs’
primary sense of smell could be used as a CAPTCHA within this “internet of
dogs”. During this work Lawson et al. [160] noted previous speculative designs that
proposed the use of dogs as olfactory authentication mechanisms within ordinary
technology systems (e.g., ATMs), questioning the user-centric values of future
olfactory technology.

Moving away from dogs, Kobayashi et al. [153] describe a system for human-
animal interaction in wild environments, for deer. The proposed system consists
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Figure 2.6: Olfaction cancer detection system [137]. Photo courtesy of The Open
University.

of a remote-controlled rotating table that the user manipulates using a screen
interface. The table, surrounded by surveillance cameras, is located in a wild
environment, and has a deer cracker made of rock salt placed upon the table.
The system is intended so that the smell of the rock salt would attract wild deer,
creating a remote interactive experience with wildlife for the human user.

In summary, olfactory technologies as input interactive mechanisms in ACI have
currently only been studied within service dog interfaces and speculated about with
dogs and deer. The exploration of olfactory technologies for animals introduces
many unknown questions, not only about the animals’ interpretation of the in-
terface, but, as Lawson et al. [160] expresses, about “what information the dog
has understood, or transmitted”. As technology develops further in this field, so
will the variety of animal users that this can be applied to, and the instances in
which this can be used grow, even if we do not completely understand the animals’
reasoning fully.
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Figure 2.7: Dog training to click on points on a touchscreen interface [369].

2.3.5 Screen Technology

Whilst many novel interface devices are used in ACI, the classic visual and touch-
screen interfaces contribute a large proportion of animal-computer research. Re-
search in this area has included using tablets as Uls for dogs watching videos [17],
screens for remote notification systems [369] (Figure 2.7), tablet games for cats
[351] and orangutans [342] (Figure 2.8), wall interactive devices for pigs [5] and
investigations on the usability of screens for dogs [118].

Screens can be configured solely as output technologies or, more recently, as
input/output using a stylus or touch. Many enrichment activities conducted at
zoos and sanctuaries with orangutans have involved the use of touchscreens or
tablets, such as in the Apps for Apes project [10]. This project has also been used
in several zoos around the world, including with orangutans at Melbourne Zoo
[342]. The most common scenario for this sort of interaction is where a human
keeper holds the tablet in front of the apes’ enclosure so that an orangutan can
touch the screen with its digits through the mesh. The human keeper typically
encourages the orangutan to engage with the different apps offered in the touch-
screen (Figure 2.8). Orangutans have also been shown to be able to use visual
touchscreen interfaces with a stylus [276] within a musical preference study. In
this work, orangutans could use a branch within their enclosure as a stylus to
select one of the two halves of a screen, and depending on the side chosen, a dif-
ferent musical piece was played. Importantly, within this study it was found that
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Figure 2.8: Apps for Apes: An orangutan using a touchscreen [342].

orangutans often rejected the technology. Allowing natural interactions with tech-
nology exposes many interesting things, including non-use. Wirman [361, 364]
has extensively explored how orangutans would naturally interact with screen-
based technologies, listing all the different ways orangutans explored the tablets
or screens they had lying around their environment. These included not only
touching the screen with their digits (fingers), but also using sticks, licking with
their tongues, and pouring liquids over [364]. Another example is the work con-
ducted by Perdue et al. [240], who installed a touchscreen in a naturalistic tree
structure inside the orangutans enclosure at Zoo Atlanta. This work studied the
effect of the touchscreen in orangutans’ behaviours and also assessed the human
visitor perceptions of the animal-computer interaction. At Indianapolis Zoo, touch
panels have been used with orangutans to provide them with enrichment activities
while at the same time allowing for the study of cognitive abilities in different tasks
[185]. These authors also created an installation in which humans could interact,
and play together, with the orangutans in a shared touch panel (Figure 2.9).

Playful interactions between animals and screen devices within ACI have also
been studied for non-primate species, including pigs, cats and dogs. Alfrink et al.
[5] proposed a novel interface for pigs’ enrichment, in which pigs and humans could
remotely interact via a giant touchscreen located in the pigs’ enclosure. The hu-
man would remotely control a visual element that would appear in the pigs’ screen,
so that the pigs could follow it and touch it with their noses creating a combined
way for humans and animals to use a screen interface together. Building from
this human-animal screen interaction, Westerlaken & Gualeni [351] developed and
evaluated a tablet-based game for cats coined Felino. Felino was designed following
an animal-centred perspective, in which the interaction could be adapted on the
human side towards the ongoing perceived experience of the cat players. Baskin
et al. [17] have studied humans’ perception of dogs’ interactions with tablets con-
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Figure 2.9: Human and orangutan playing together with a touchscreen interface [185].

sidering the screen device as an output interface in which dogs could watch videos.
Their study built from Hirskyj-Douglas and Read’s [117] work on increasing hu-
man perception of dog behaviours with screens using the Dog Information Sheet
(DISH). Baskin et al’s [17] results acknowledged that not all perceived interactions
could be considered playful and that careful consideration needed to be taken into
account when designing this kind of interactive experiences. This issue has pre-
viously been highlighted in Lawson et al’s [161] work on speculative design with
dogs and cats where it was found the human would often trust the judgement of
the technology over scientific judgement.

Zeagler et al. [370] examined touchscreen interfaces with dogs for an alert inter-
face and pointed out that affordances should be investigated to make touchscreens
more usable for these animals i.e., the appropriate use of colour and understand-
ing spacing between activation ‘dots’. More recently, Zeagler et al. [369] presented
work around the training methods of implementing these systems with dogs using
touchscreen (nose) interfaces. Zeagler et al. [369] sought to train dogs to connect
two dots on a touch screen interface by firstly training a dog to touch a single
dot and then training the dog to slide the nose between two dots to create a dog
alarm system similar to Robinsons et al. [281] tangible work mentioned in Section
2.3.2). Their work presented guidelines for future touch screen interfaces around
the type of interfaces (non-projection monitors), the target distance and size (at
least 3.5 inches) and on the best training paradigms (shaping for training touch
and backchaining for sequential tasks) towards getting dogs to achieve the best
behaviour modification required to use the technology. Importantly, Zeagler et
al’s [369] work found that first contact touch screen interfaces are easier for dogs
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to use and understand than lift-off interactions adding towards the design consid-
erations and training methods in the space of dog screen interfaces. The authors
sought to further explore this space through fully training dogs to use such screen
systems to ‘call for help’.

Whilst touchscreen design is clearly interesting, ACI has still not really under-
stood the extent to which animals attend to, and can interpret, what is being
shown on screen-based displays. Dogs’ attention to screens has been previously
explored in studies in animal behaviour that have tracked vision [308, 357] or
touchscreens [339] with static images. Extending this study into moving media is
beginning to be explored within ACI through workaround screen interaction with
artificial presences and virtual reality systems [230] and with methods to analyse
multiple screen systems [118]. Hirskyj-Douglas et al. [118] created a method to
test a dog’s viewing habits, favouring and following between three screens with
initial findings indicating that dogs do have a media preference but also low at-
tention times with screen devices. Hirskyj-Douglas et al’s [118] core contribution
within screen devices however, was that their method allowed for dogs to not at-
tend to screens unlike previous work [308, 357], echoing out Ritvo and Allison’s
[276] findings of animals rejecting technology.

Ohta et al’s [230] work in progress research plans to use interactive video inter-
faces to investigate the visual feedback loop (with partial depth cue perceptions)
effect on animals’ behaviour to investigate the animal attachment between dogs
and robots. This research builds on Kerepesi et al. [149] previous work on vi-
sual communicative signals between dogs and humans and cats and humans, and
Pongracz et al. [283] work on projecting human images to signal dogs. Wallis
et al. [339] take these ideologies further by seeking ways for screens to provide
mental stimulation for aging dogs in an animal welfare stance. The mental stim-
ulation is designed by means of touch screen discrimination between two objects
giving positive or negative feedback for cognitive enrichment. Delineating from
this, Hirskyj-Douglas & Read [114] built methods for dog driven screen devices for
dogs in their home by using IR proximity sensors to detect a dog and displaying
media o the dog when present. They used this method as a way of flipping the
paradigm on normal media devices by allowing the dog to control, and choose, if
they wished to use the system.

There is therefore, a growing, nonetheless limited, body of research, as demon-
strated above, to investigate and map animals’ requirements towards visual inter-
faces. One way that requirement gathering, and evaluations have been conducted
with visual interfaces in HCI and animal-technologies is through tracking tech-
nologies, as will be described in Section 2.3.6. Another core area of discussion
regarding screen technologies is whether the interaction with the interface remains
user-centric from the animal perspective depending on its species. For example,
screen technologies for zoo enrichment for great apes do not usually allow the
animal to hold the device, and screen technologies for animals currently normally
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require training influencing the animals’ ordinary behaviours. Nevertheless, screen
technologies have been one of the most researched areas within ACI, with the flexi-
bility and prolific occurrence of these interfaces offering insightful results to inform
the field of ACI and HCI for unordinary users of screen systems. As new perspec-
tives and methodologies are incorporated, future applications and explorations on
these devices remain to be discovered.

2.3.6 Tracking Technologies

The notion of eye tracking, as a way to examine focus, has been around since
the 1800s where people conducted eye movement studies from observations with
Edmund Huey progressing the field in 1908 using contact lenses on the subject’s eye
with a hole for the pupil and the use of aluminium pointers [39]. In the late 1990s
early 2000s, eye tracking technology was expanded towards animal users, focusing
mostly on primates and dogs; some of this work involved surgical interventions
[212]. Body, face, eye and gaze positioning have played a part in understanding
human and animal behaviour in ACI through tracking gaze [308], body posture
[190, 257] and automated face reactions [162] similarly to HCI [134, 261]. The
advancements made in HCI tracking technology have not yet been fully exploited
in ACI technologies, but there is an increasing corpus of ACI studies regarding
animal’s tracking in horses [221, 223], cats [255, 257] and dogs [190, 308, 357
(Figure 2.10).

Williams et al. [357] wanted to increase spatial accuracy for laboratory set-
tings by using mobile head mounted, video based, eye-tracking system achieving
in their work an accuracy of 2-3°. Sompii et al. [308] took a different approach
than Williams et al. [357], by, instead of training a dog to wear a mounted sys-
tem, training a dog to rest its head upon a headrest to achieve contact-free eye
movement tracking. Unlike Williams et al. [357], Sompii et al. [308] used pictures
rather than treat location tracking. Sompii et al’s [308] research provided evi-
dence that dogs focus their attention on informative regions of the images where
their gaze fixation depended upon the images category (human, dog, shape and
letter). This discrimination of images lead to suggestions that dogs can discrimi-
nate images of different categories corresponding with Farago et al. [67] who found
that dogs consider natural objects more interesting than abstract ones. Somppi et
al. [308] did comment however, that they cannot yet draw any conclusions as to
whether the attention of dogs was directed towards stimulus features or semantic
information or a mixture of both opening up questions in animal tracking around
the impact of the complexity/simplicity of the image in regard to findings. This
work did delineate towards species-dependant behaviour [102, 264] when viewing
faces towards a more natural setting moving Williams et al’s [357] goal of natural-
istic tracking forward. Research into animals’ cognitive processing of technology
is particularly needed in animals where welfare is of concern because they can-
not vocalise opinions and choices [173]. Animals can be trained to use tracking
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Figure 2.10: Using a head-mounted, eye-tracking system with dogs [357].

systems [308] or can be tracked wearing head-mounted systems [357], but both
these strategies are known to influence their ordinary behaviour, which is the very
thing, ironically in these studies, that researchers are typically aiming to measure
as noted in Hirskyj-Douglas et al. [118] work mentioned in Section 2.3.5.

The constraints and difficulties of tracking technologies that limit the animals’
natural behaviours leave a space open within animal-computing to draw back to
the original observational tracking methods in HCI to allow animals to explore
technology in ordinary ways, merging early human methods with current usability
methods. ACI has recently proposed image-based-human-interpreted recognition
systems with horses [221, 223], orangutans [343], giraffes [56], cats [255, 257] (Fig-
ure 2.11) and dogs [113, 190].

These non-intrusive tracking systems vary in how they operate with some using
image shape recognition [257], feature and posture recognition [113, 190, 223, 257],
motion recognition [343], proximity [114], and point recognition [308, 357]. Pons
et al. [257] used a Microsoft Kinect depth sensor facing down from the ceiling to
record cats’ naturally behaviour when playing. This data was used to create a
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Figure 2.11: Tracking cats using depth measurement via an Xbox Kinect to detect
posture [257].

non-wearable tracking system capable of recognizing cats’ postures (sitting, semi-
sitting, walking, standing, jumping and turning), body parts (head, body, tail) and
orientation (Figure 2.11). The tracker used the average area of the cat’s contour,
number of pixels and average depth for each cluster to classify the image. The
performance of this non-wearable tracker has been extensively analysed in a follow-
up study [255] in which authors compared several machine learning classifiers and
a greater set of features for the classification.

Building from Pons et al. [257], Mealin et al. [190] (Figure 2.12) used a Microsoft
Kinect depth sensor as well for posture and feature recognition for dogs. Mealin et
al. [190] used average depth values and aspect ratios of bounding boxes around the
animal, rather than clustering features, for the classification. Both these systems,
however, are still semi supervised, where in the case of Mealin et al. [190] multiple
images of the background must be included within the training data set to gather
better depth reading when comparing singular images, simplifying background
separation from the dog. This requires an expert user to implement these systems.
Several works, especially in the area of animal behaviour, have used just colour
cameras to detect animals’ shapes and track their movement without any posture
detection, such as with pigs [228], dogs [7], chickens [164] or mice [99].

North et al. [221, 223] have proposed, and are currently developing, a video-
based automated behaviour identification software tool for observations of both
horse-to-horse and horse-to-human interaction coined HABIT. In 2017, North pro-
posed to extract salient features, such as the horse’s ears, in order to start the de-
tection of the horse in real scenarios and from a variety of viewpoints. Also taking
a very animal-centric approach, Webber et al. [343] created and evaluated a track-
ing system for orangutans in a zoo environment. The interactive system consisted
of projecting images on the ground of the orangutans’ enclosure, while a depth
sensor tracked the movement and touch of the orangutans over the projections.
This system aimed for enrichment purposes allowed a more natural exploration of
the technology from the animals’ point of view. Another approach, proposed by
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Figure 2.12: Tracking dogs using posture recognition via an Xbox Kinect [190].

Dong et al. [56] for zoo environments, is the use of a single thermal vision cam-
era for giraffe identification and tracking in an unconstrained environment. This
work detects giraffes within the image through their body temperature and distin-
guishes them from other animals by applying machine learning techniques. This
proposed system is capable of tracking the movement patterns of giraffes within
their enclosure during day and night, allowing for 24-h monitoring.

The space for tracking animals is sparse but growing towards untrained and
unsupervised off-body systems, as much as vibrotactile systems are growing into
on the body systems. From this review, it seems that whilst tracking technology
has a growing use within ACI, particularly in image and posture recognition, there
is still a missing gap of research that needs to be conducted to ensure its useful-
ness towards the animal’s normal behaviour. Specifically built animal contact-free
and training-free versions of eye tracking systems still do not exist. In addition,
complex behaviours cannot be inferred from basic posture tracking, which makes
it difficult to build a system capable of fully reacting to the animals’ intentions.
There is clearly a space open within ACI for studying non-wearable tracking of ani-
mals’ behaviour, in which interdisciplinary approaches and knowledge from animal
behaviour are essential in this matter.

2.4 Future of Technologies within ACI

As this field is a relatively new area of investigation, there is much further work that
needs to be done to iteratively test some of the technological interfaces, designs,
systems and models outlined within with a larger dataset: of varying animals and
breeds at different ages in different contexts and situations. In addition, several
works within ACI that have not been covered in this literature review have focused
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on methodologies for, and the ethics of, designing and building technology for and
with animals—this leaves an open body of work. As the technology around ACI
grows, the results will inform the development and formal definition of specific
methods for this discipline, drawing from conjoining fields such as HCI and animal
behaviour. In return, these methods will greatly help to advance the development
of new technological devices and systems with a further grounded animal-centred
perspective. The technology informed results described above are placed within
the time and context of the current technology, which with advancements, turning
towards the pet, zoo and farm specialties and computer interaction interfaces, a
few of the obtained results may significantly change over time.

The research works that have been discussed above within this literature review
have been received with interest within the community and where presented; how-
ever, the acceptance of these views varies dependent upon the community’s set
paradigms. The ACI community embraces the animal-centric technologies and re-
sults gathered as the philosophical approach fits within the community paradigms
laid out within the ACI Manifesto [173]. To the HCI community, they embrace the
recognition of method transferences, particularly between animals, children and
other non-verbal users to elicit new methods [120, 174]. To the animal research
community, the animal-centric approach is often considered in a more flexible way.
For example, training is frequently carried out and the initial results are consid-
ered as a source of information, in contrast with more goal oriented systems [260,
349]. To animal owners and those who look after animals, the potential outcomes
of the ACI field hold promise for entertainment and enrichment possibilities as
shown through the recent growth in pet technological products towards fostering
monitoring [72] and playful robotic systems [262]. However, the animal-centred
perspective of ACI studies is not always materialized in industry designs, which
requires for careful considerations when deploying pet technology at homes, into
our zoos and farms. In this regard, both industry and the ACI community still
need to find a way to complement each other and work together towards ensuring
animal welfare.

The rest of this section sets out the research agenda for future work which would
have implications towards each of the communities outlined above. This research
agenda forms an important contribution of this literature review and is drawn
out through the noticed gaps informing both novice and experienced researchers
within ACI.
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2.4.1 Animal-Driven Devices for Enrichment and Work

Within modern society many animals, such as pets and farm animals, often spend
time alone. Devices that are designed for animals to support these alone peri-
ods could potentially provide a usable platform for developing enrichment devices.
This is not to state that enrichment is a sole process; technology could also align
with the human-animal bond to enrich that play, and there are already several
works and projects devoted to this line of research [257, 343, 361]. Most of the
works proposing enrichment or playful technology for animals have been focused
on pets and zoo animals, while studies centred on farm animals have been mostly
oriented towards welfare and data exchange (see Figure 2.2). However, farm ani-
mals which are arguably the most mistreated animals within modern society could
also greatly benefit from playful technological interventions, which can certainly be
another way of improving their welfare. The ACI community is slowly beginning
to explore these enrichment opportunities [213].

One of the most studied species within ACI is dogs, with one of the biggest
growth areas of ACI being devices to support a dog’s work. This has motivated
that, in some ACI technologies, rather than the human being in control of the
system, the animal is trained towards using the system. This training varies from
the animal making simple behavioural choices of activating a device when faced
with certain situations [89, 281, 369] through to being trained to sort something
[137, 180]. On the other end of the scale, there are less constructed and more
exploratory interactions where an animal is presented with technologies and their
behaviours documented, such as interactions with robots [87, 260, 349]. A future
step could be taken in ACI to deeply explore the idea of animal centred methods
[116, 173] to allow technology to be shaped around animals’ affordances. It is
in this way that the technology used will become yet even more suitable for the
animal. Building from previous investigations in button systems [181], enrichment
for zoo enclosures [76], or screen systems [118], one of the promising mechanisms
to explore animal-centeredness could be the design and development of animal-
activated systems. For example, tracking systems could be useful to account for
natural occurrences of animals initiating an interaction through observation and
learning.

2.4.2 Investigating What Is Interactivity in Animal-Computer
Interaction (ACI)

At the beginning of this literature review, comments were given on the feedback
loop between animals and systems. One of the key areas for ACI is to investigate
what it means to have interaction between animals and technology. For instance,
depending on the focus of the research, animals have been considered to be wear-
ers, as in the case of biotelemetry devices, to fully interactive users, such as within
some playful technologies. However, there is a whole range of interactivity levels,
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participation models and discussions around whether an animal is actively or in-
advertently using some technology, and these have each yet to be scoped within
ACI. As an example, haptic interfaces such as vibrotactile vests provide an inter-
action that the animal receives, with the animal initially not knowing what caused
the system to be triggered and instead learning the triggering mechanism through
training schemes focused around shaping the animals’ behaviour. There are also
cases, such as Lee et al. [164] or Van Eck & Lamers [61], where the animal receives
the output produced by a human user, without any control on the situation, which
might not arguably be an interaction from the animal’s stance. On the other side
of the spectrum, involuntary participation of the animals within systems, such as
the idea of consent within ACI [173], are being introduced into ACI where the
animal is free to choose to interact or not [118].

Currently, little is known about the reasoning behind an animal’s interactions
with technology (the gulf of execution) and what the term ‘interaction’ means
in the field of ACI, although this is beginning to be explored and discussed [74].
This could be further investigated through looking at what an animal’s usability
is through their attention towards technology and behaviour while using systems,
and then aligning systems to allow for these actions. Long-term deployments of
the technology would also help to observe these spontaneous behaviours in a less-
constrained scenario than prefixed experimental sessions. All these elements could
help further build up a stronger picture of interactivity in ACI.

2.4.3 Ethics and Agency in Animal-Computer Interaction (ACI)

Whilst this literature review does not aim to tackle in depth the notion of ethics
and agency within animal-computing systems, these attributes are inherently in-
terwoven into technology interfaces used in ACI. As Mancini [175] advocates in her
welfare-centered ethics framework there is a case in ACI for moving beyond exist-
ing regulations and guidelines in an animal-centric approach. This framework, like
Hirskyj-Douglas & Read’s ethical framework for dogs [115], focuses on obtaining
mediated and contingent consent from the animal. Alternatively, Vaataja [324]
takes another viewpoint upon ethical technological implications for animals seeing
ethics as a welfare issue, and therefore motivating her framework within the need
for mediating relatedness and intimacy with technology drawing from the ‘3R’s’
in science of replacement, reduction and refinement [325].

Intrinsically tied into this discussion is consent and animal agency, that is the
ability of the animal to act independently and to make their own free choice.
Whilst Mancini [175] argues that technology blurs the boundary between animal
and human agency, as the lines between user and interactors are obscured, Hirskyj-
Douglas and Read [114] advocate for animal agency through exploring technology
interventions that aim towards animal-driven devices. This stance is in an aim
towards free choice (consent) from the animals themselves to give the animals
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further agency within technological interventions, which situates this conversation
between the ethical morality of working with animals and the human drive to
gather data [115].

Drawing back to technological instances, whilst ACI has the potential to signif-
icantly contribute towards forming ethics of animals’ situation within and using
technology, the current landscape of computer systems, as explored above, has
varying degrees of ethical implications and agency for animals within technolo-
gies. For instance, not all the technologies explored within this manuscript allow
for consent, nor understand consent in the same way. Thus, the future of tech-
nological devices for animals in computer systems is closely drawn in relation to
ethical and agency propositions towards methodological conditions for both shap-
ing future technologies and fostering animal-centric approaches. This creates a
juncture in ACI to explore giving the animals varying degrees of agency within
technology localities to shape the future of ACI systems under a common under-
standing of welfare implications and ethics.

2.4.4 Moving Beyond the Human-Animal-Computer Void

Perhaps due to the novelty of the field and the fact that the ACI community still
has more questions than answers, most of the works reviewed in this manuscript
are focused on a single animal interacting with a system. Several works have also
addressed the role of technology in human-animal relationships, as well as human-
mediated systems for animal use. As suggested in Weilenmann & Juhlin [344],
Asplin & Juhlin [11] and in this literature review, there is an opportunity to move
ACTI research from a sole animal-computer interaction and human-animal computer
mediated interaction towards animal-animal interaction by means of technology.
Whilst it is unknown at this stage what animals need and want in regards to com-
puter technology for animal-to-animal communication, it is only through exploring
these areas that new light can be shed. Animals are often put within situations
which are not ideal for their well being due to human circumstances i.e., shelters,
rescues and left in homes, which isolate their contact from other animals where
technology interventions could intervene aiding both the human career and the
animal themself.

The animal-to-animal internet has been used on a technological level for inter-
net communication sharing capability as a method to maximise technology per-
formance by allowing the systems worn by different pigeons to communicate [152].
This has been irrespective of the animal to animal interaction themselves however.
Whilst Reiss et al. [271] have suggested the interspecies internet to allow all ani-
mals to communicate online and Lawson et al. [160] suggests the internet of dogs
via olfactory systems, this ideology has yet to be brought into fruition beyond ide-
ologies and design fiction to connect animals mediated through computer systems.
Perhaps this is the next step for animal-centricity: by building up technology
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systems to allow the internet of animals to evolve building ACI solely off animal
requirements. This would be allowing, in some sense, to surpass the barriers within
ACI put up by humans. This narration includes the exploration of multispecies
computer mediated interactions, i.e., animal-animal interactive systems.

It is acknowledged however that even within animal-animal technology systems
that are animal-centred the human is inherently part of the interaction paradigm
as they are the ones building, initially designing and informing part, if not all, of
the system(s) and interpreting the behaviour as an output. However more efforts
could be placed towards having the same responsibilities and actions for both the
human and the animal during the interaction phase, giving more voice and control
to the animal to guide the interaction and in defining how they want to interact
with a human [258, 361]. Whilst it is understood that currently the human-animal
ACT user space has not yet fully been explored, this is not necessarily a prerequisite
to animal-animal exploration but is sure to benefit the diverse multispecies use.

2.5 Conclusions

This thematic literature review provides an outline of the ACI field concerning the
technologies involved. As demonstrated in this review, one method for analysing
these technologies is through their use; tangible and physical, haptic and wear-
able, olfactory, screen technologies and tracking technologies. This is just one way
of exploring current literature, yet it is necessary to approach the foundational
work in the field in order to reflect on the acquired knowledge. We hope this
framework will help building up new perspectives over ACI technologies and help
to identify promising opportunities for further development. Many of the tech-
nologies explored above have potential within various areas of ACI from assisting
with human health technologies, giving animals more control, enabling data ex-
change between animals and humans, assisting working and service animals and
monitoring animals in both our own environments and the natural habitat.

There are currently few, but a growing number of, technologies in ACI often
stemming from and adapted from HCI and ethology. This literature has identified
technologies used in ACI to support both human to animal, animal to human and
animal to robotic communication via computerised systems. In particular, this
thematic literature review notes spaces within tangible and physical, haptic and
wearable, olfactory, screen interfaces and tracking technologies. In tangible and
physical technologies, a change was noticed from traditionally investigating cogni-
tion and behaviour towards looking more closely at the interaction paradigm, with
particular systems expansion in the zoo and pet fields for new technologies. Gaps
were observed within tangible and physical systems to investigate new training
paradigms so animals can use systems more efficiently, and to look further at how
animals respond to the interfaces that they hold and use. For wearable systems it
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was noted that ACI is expanding into wearable systems in order to quantify the
animal’s behaviours and actions, providing supplementary information away from
tracking systems. Haptic systems are expanding further into providing a com-
munication mechanism between the animal and the human to investigate more
deeply the feedback loop. Another space identified within these two fields are
in relation to pairing these systems together to provide quantified and enhanced
communication systems. In olfactory technologies, currently only dogs and deer
have been investigated, and only in one implemented system, leaving spaces open
to investigate this interaction mechanism in other species and further for dogs.
In visual screen interfaces, there is a gap to map the animals’ requirements to-
wards these interfaces, as mentioned through tracking technologies. It was also
noticed the need for these screen technologies to be more user-centric and to vary
by species drawing from the field of HCI. Lastly, in tracking technologies there is
a gap and a move in ACI tracking methods towards unsupervised and untrained
off the body instances, particularly towards its usefulness for the animal user and
to quantify the animals’ behaviour. As suggested throughout the various sections
of this literature review, there is a need for a further interdisciplinary approach
within ACI technologies to ground the field forward within animal cognition and
behaviour not just within the computer interaction space.

There are, like Jukan et al. [143] mentions, technical and economic challenges
to overcome, but these have to be frame worked and mapped together to create
a more foundational field knowledge from which to build for both new and ex-
pert researchers and developers of ACI technologies. As a research field, ACI is
embedded within the research mentality towards positive animal welfare. It is
instead a question of the boundary of how much implementation of technology,
the application of these developments and the interaction paradigms that need to
be carefully explored.
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Abstract

Play stands as one of the most natural and inherent behavior among the majority
of living species, specifically humans and animals. Human play has evolved sig-
nificantly over the years, and so have done the artifacts which allow us to play:
from children playing tag games without any tools other than their bodies, to
modern videogames using haptic and wearable devices to augment the playful ex-
perience. However, this ludic revolution has not been the same for the humans’
closest companions, our pets. Recently, a new discipline inside the Human Com-
puter Interaction (HCI) community, called Animal Computer Interaction (ACI),
has focused its attention on improving animals’ welfare using technology. Several
works in the ACI field rely on playful interfaces to mediate this digital communica-
tion between animals and humans. Until now, the development of these interfaces
only comprises a single goal or activity, and its adaptation to the animals’ needs
requires the developers’ intervention. This work analyzes the existing approaches,
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proposing a more generic and autonomous system aimed at addressing several as-
pects of animal welfare at a time: Intelligent Playful Environments for Animals.
The great potential of these systems is discussed, explaining how incorporating
intelligent capabilities within playful environments could allow learning from the
animals’ behavior and automatically adapt the game to the animals’ needs and
preferences. The engaging playful activities created with these systems could serve
different purposes and eventually improve animals’ quality of life.

3.1 Introduction

The world’s diversity of species is one of its most impressive characteristics. There
are approximately 1.1 million of known animal species in the world!, each of them
contributing and giving shape to the ecosystems we live in. However, as a con-
sequence of this vast heterogeneity of animal beings, having a common way of
communication between all of them becomes impossible. Even within the Homo
sapiens species, some handicaps arise when humans with different cultures and/or
languages try to communicate. Nevertheless, there exists one behavior present
in the majority of animal kinds which seems to remove the communicative barri-
ers among species, facilitating the interaction and creating strong bonds between
participants: play.

Play is one of the most natural and inherent behaviors among animals. In
Huizinga’s own words [131]:

“Play is older than culture, for culture, however inadequately defined,
always presupposes human society, and animals have not waited for
man to teach them their playing.”

As Huizinga points out, animals do not need to be taught to play with each
other or with humans. For them it stands as a natural activity which may have
several purposes that are not yet completely understood [19]. In fact, one of the
main aspects of play is that it is fun and this is the main source of motivation for
all sorts of animals, including humans.

This aspect, being fun, has motivated humans not only to play but to design ar-
tifacts that make the play activity even more attractive. The nature of human play
has therefore evolved with technological innovations from primitive stone skipping
to modern interactive electronic games. However, in this hominid evolution giving
rise to what Huizinga called the homo ludens and some call today homo ludens
electronicus, other species have been left behind. This is the case of animals, as
animal play has not experienced yet this digital ludic revolution in the same way
as human play has.

Thttp://www.catalogueoflife.org/annualchecklist /2014/
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This chapter firstly describes the factors which led to the emergence of a new
technological trend focused on animals as the target users of digital systems, ex-
plaining how animal play could be of great importance in this new research field.
Secondly, a review of existing work on technology-mediated interaction with ani-
mals is presented, with a specific discussion of previous playful digital games for
animals. Based on this review, we propose a new and more flexible way of under-
standing animal playfulness with digital systems: intelligent playful environments
for animals. A conceptual development framework for these systems is defined,
presenting an analysis of existing playful games for animals under this framework.
This analysis will help to detect lacks and needs in terms of digital playful inter-
faces for animals. Finally, application scenarios, emerging issues and opportunities
for interdisciplinary research are described for further exploration.

3.1.1 Animals as Target Users of Digital Systems

Since the emergence of Human Computer Interaction (HCI) as a discipline, the
benefits that HCI applications and studies have brought to human well-being are
countless. Understanding how humans interact with digital systems has allowed
researchers and developers to design and build innovative and more natural in-
terfaces, improving the user experience and lowering the gap between the virtual
and the real world. More specifically, the contribution of HCI studies to the evo-
lution of human play has been of extreme importance. HCI studies have allowed
us to build digital devices which enhance our playful experiences, by making them
more immersive and realistic: high performance portable video consoles, joysticks,
motion sensing devices, technology for augmented reality scenarios, etc.

In the last years, we have seen how electronic devices meant for humans have
been tuned or adapted for animals to play with them. Sometimes, even animals
by themselves get interested in the devices around them and start using our dig-
ital gadgets in a way we would never have imagined. In Fig. 3.1, a dog plays
with an electronic ball, called Sphero®. This commercial device is controlled by
a human, who uses a smartphone or tablet application to make the ball move
while emitting light. Both the movement and lighting factors cause the animal to
really get involved in a playful activity chasing and touching the electronic ball.
Figure 3.2 shows two orangutans in a zoo using an iPad application as part of the
Apps for Apes® initiative. Apps for Apes aims to provide stimulating activities
for orangutans in zoos by allowing them to play with several iPad applications.
There are applications for painting, playing the piano, exploring pictures, etc. A
volunteer approaches the iPad to the orangutans’ cage and holds it as long as the
orangutan wants to play.

2http://www.gosphero.com
Shttp://redapes.org/multimedia/appsforapes/
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Figure 3.2: Orangutans playing with an
iPad as part of the Apps for Apes initiative

Figure 3.1: Dog playing with a Sphero

Animals’ interaction with our digital world is sparking our interest, as we begin
to wonder whether they would be able to play with our human-centered electronic
devices. However, little research has been done for developing digital systems
specifically designed for animals in comparison with the efforts that have been
focused on the construction of human-computer interfaces.

Recently, an emergent discipline inside the HCI community called Animal Com-
puter Interaction (ACI) [173, 174] has started to shape. ACI principles are based
on recognizing animals as target users of digital systems and developing comput-
ing technology specifically designed for them by studying how they interact with
digital interfaces. Understanding animals’ behavior with computer-mediated sys-
tems will help to develop systems more suitable for them, eventually improving
both humans and non-humans quality of life. The ACI community is aware of the
ethical issues derived from conducting studies with animals, and some guidelines
have been proposed in order to ensure animals’ welfare at all possible means [325].

However, ACI studies with animals have to face an important obstacle. If ani-
mals are going to be the target users of the systems, they have to be included in
the design and development process, in the same way HCI includes human stake-
holders in the construction of new interfaces. Generally, usability studies with
humans rely on verbal or written communication for both giving instructions to
the users on how to use the system, and for gathering information and feedback
from the users about the system being evaluated. The impossibility of verbal
or written communication with animals forces ACI researchers to look for other
evaluation methodologies that allow them to communicate and understand the an-
imals’ interaction with the digital system. In addition, a psychological perspective
is required in future ACI studies. The inability to verbally communicate with a
group of interest can lead to erroneous conclusions when conducting studies based
on choices [276]. If a subject is presented with two options, her choice could be
based on the most desired option (which would be our assumption) or on the least
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aversive one (which does not mean it is a good option). Careful assessment should
be performed in this kind of studies.

When looking for effective ways to understand how animals interact with computer-

mediated systems, ACI applications should rely on their most natural and intrinsic
behavior: play. The ACI community should take advantage of the animals’ nat-
ural disposition towards playing and set playfulness as the basis of any system
targeted at them. The use of technology-mediated playful experiences within the
ACI field will provide engaging ways of conducting usability studies with animals,
as well as an effective and worldwide understood way of communication between
species - play. Moreover, advances in the ACI field will lead to the improvement of
the digital devices used in playful experiences. These digital devices will become
more and more suitable for animals as ACI insights are applied on their develop-
ment process. As a consequence, a symbiotic relationship between ACI and animal
playing will be created, giving rise to the era of the animal ludens.

3.1.2 Playful Environments as Intelligent Ecosystems

Several works have already addressed the design of playful experiences for hu-
mans [217], even analyzing the effects play has on human pleasure. According to
[50, 51], the pleasures of play should be studied by considering multiple categories
related to Creation, Exploration, Discovery, Difficulty, Competition, Danger, Cap-
tivation, Sensation, Sympathy, Simulation, Fantasy, Camaraderie and Subversion.
However, these constituent elements of playful experiences that apply to humans
may not be applicable to other species. They may need to be adapted for different
types of animals or even be tailored for specific individuals or situational contexts
in a transparent way.

Context-awareness, adaptation and transparency are the main building blocks of
a currently growing technological approach known as Ambient Intelligence (AmlI)
[219, 345]. The Aml research community seeks for the disappearance of comput-
ers as we already know them, providing users with seamless systems comprised
of plenty of interconnected digital devices (ubiquitous computing). The commu-
nication between all these devices should be invisible to the user (transparency),
and the system’s main goal will be providing the users what they need taking
into account their contextual situation (context-awareness). The infinite range
of possible contexts and user preferences prevent developers from building a spe-
cific system for each situation. Instead, the solution lies on applying some sort
of intelligence in a way that environments can learn from people’s behavior and
automatically adapt themselves to the context, even anticipating people’s needs.
For this purpose, diverse computing areas merge their efforts to come up with a
fully integrated intelligent environment: artificial intelligence for activity recogni-
tion and decision making, sensing devices for monitoring users and environmental
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status, HCI advances to provide easy-to-use and useful interfaces, etc. As a result,
Aml advances are helping to improve human well-being without any doubt.

There are certain parallels between humans’ need for intelligent systems and
animals’ playful revolution. Playful experiences for animals will be diverse and
should be tailored to their specific characteristics and needs. Thus, developing
a specific playful system for each contextual situation will not be feasible due to
the extensive range of possible scenarios. Playful environments could be provided
with the same kind of intelligence that Aml proposes for human environments.
Therefore, playful environments will have multiple digital playing elements, which
could communicate between them in a transparent way for both humans and
animals. These environments, which we call Intelligent Playful Environments for
Animals (IPE4A), would extract knowledge about the animals inhabiting them,
learning from their behavior and preferences. The environment could rely on this
information to evolve and auto-adapt to the situation, creating suitable playful
activities for each context without having to develop a specific system for each
purpose/situation.

The next section will review existing works on animals’ interaction with com-
puter systems. This review will provide the reader with the adequate background
to better understand the purpose of Intelligent Playful Environments for Animals.

3.2 Related Works

Despite ACI being a recent research field, studies concerning animals, their cog-
nitive capabilities and the way they understand their surroundings have existed
for a long time [178, 187, 285]. This section will analyze how computer mediated
interaction with animals has evolved over the years, giving a closer overview on
the recently emergence of technological playful interfaces for animals.

3.2.1 Computer Interfaces for Animals

In the 1970s, the LANA Project was one of the first attempts where computer-
based interfaces were used to study the linguistic capabilities of chimpanzees [285,
286]. The system consisted of a keyboard with lexigrams, i.e. abstract symbols
representing nouns, verbs, activities, etc. These lexigrams allowed the construction
of sentences in an English-like language called Yerkish. Lana, in Fig. 3.3, was the
first chimpanzee who learnt how to use the lexigram keyboard to communicate
with humans. Touch screen computers and iconic keyboards have also been used
in later projects with chimpanzees, such as the Ai Project [187], named after the
female chimpanzee who pioneered the study. This project aimed to deepen into the
cognitive capabilities of chimpanzees, and results suggested that they are able to
outperform humans regarding simple memory tasks. Due to the DNA similarities
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between chimpanzees and humans, the interaction methods used in these systems
were similar to the ones conceived for humans.

Figure 3.3: Chimpanzee Lana using the lexigram keyboard to request food (Image
courtesy of. Dr. Duane Rumbaugh)

Communication between dolphins and humans has been another area of interest.
The SpeakDolphin* project uses a Panasonic Toughbook to introduce dolphins to
the use of touch screens. Using this interaction modality, dolphins have to perform
cognitive associations between real objects and pictures on the screen, selecting
on the touch screen the picture of the object they are shown in real life. The next
step would be adding symbols associated with actions in order to create a useful
language interface.

One of the firsts attempts to apply HCI methodologies and User Centered De-
sign for building computer interfaces for animals is Rover@Home [273]. This work
grounds on the idea that the communication between humans and dogs is asym-
metric. Therefore, the interfaces for dogs have to differ from the interfaces for
humans in order to adapt to the communicative subject in each case. A computer-
based system for clicker-training with dogs is presented, allowing humans to re-
motely train their dogs.

Wearable technology has also been used for improving remote communication
between pets and their owners. This is the case of Poultry.Internet [164, 319],
which proposes a tangible interface for poultry and humans at different locations.
The chicken wears a special jacket (see Fig. 3.4) which emulates human touching

4http://www.speakdolphin.com
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when the human touches a pet doll. Also, the movements of the chicken are
monitored and notified to the human using a haptic device that the human wears
on his toes. In addition, computer-mediated tactile interaction with dogs has
been studied, claiming that this interaction modality could help to alleviate dogs’
stress and anxiety [324]. For the purpose of this study, dogs’ behavioral problems
and possible causes of stress have been analyzed. The main goal of this work is
to provide a useful framework for improving the development of future wearable
devices for dogs which emulate human touch.

Figure 3.4: Chicken wearing a jacket which simulates human touching sensation (Image
courtesy of Dr. Adrian David Cheok)

Some studies have reported how traditional human-animal interaction is affected
by the use of technology, in this case, a positioning system for hunting dogs [235,
344]. This system allows hunters to follow in real-time the position of their hunting
dogs. This additional information enriches the perspective the hunters have about
the dogs’ behavior. As a consequence of knowing where the dog is, hunters begin
to imagine what the dog will be doing based on its movements. The relationship
between the dog and the human changes, as the hunter gives instructions to the
dog based on the location information he is receiving. However, the study points
out the need for user-centered design when building technology for human-animal
interaction and it also advocates for ensuring animal welfare in the design process.

ACI principles have also been used to improve the task carried out by Diabetes
Alert Dogs (DAD) [279, 280, 282]. A DAD is a dog trained to detect changes in
blood sugar levels in real-time. These dogs are paired with a human suffering from
diabetes, and alert the human when their sugar levels decrease rapidly. However,
if the human falls into a coma due to a hypoglycemic attack, the dog is unable to
help him. This work proposes several dog-oriented interfaces which could allow the
dog to alert emergency services if a critical situation arises (see Fig. 3.5). The task
of cancer detection dogs can also be improved by using animal-centered interfaces
such as the one described in [180]. Dogs can be trained to recognize several odors
from cancer cells using biological samples from the patient. When the dogs find
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Figure 3.5: Diabetes Alert Dog using a
prototype of the alert device used to commu-
nicate with emergency services (Image cour-
tesy of Dr. Clara Mancini and Charlotte
Robinson)

Figure 3.6: Dog using the cancer detec-
tion interface (Image courtesy of Dr. Clara
Mancini)

a positive sample, they report it to their trainers by performing a specific signal
convention. However, sometimes a dog’s reaction to a sample is uncertain or
spontaneous, and the dogs have no method to indicate the degree of certainty
on ambiguous samples. This project proposes a canine-centered interface which
allows the dogs to sniff normally on a plate placed over the sample, as they usually
do. Using a pressure sensor, the system captures and records the pressure the dog
puts on the plate containing the sample (see Fig. 3.6). Each kind of sample causes
the dog to sniff with a specific pattern, i.e. the time spent sniffing the sample and
the pressure applied on the plate. As a result, the pressure pattern extracted from
the sensor allowed more natural and reliable responses from the dogs. Both the
project of Diabetes Alert Dogs and cancer detection dogs demonstrate how animal-
centered interfaces can not only improve animals’ interaction and wellbeing, but
also save human lives by enhancing interspecies communication.

3.2.2 Playful Experiences within Animal Computer Interaction

The motivational factors which bring animals to play have been the focus of several
dissertations [21, 36]. Although there is no universal answer to the reason why
animals play, several works within the ACI research field believe that playful-
based interactions with animals should bring better results in terms of engagement,
communication and user satisfaction [116, 254].

There have been several studies where play is used as the fundamental tool
to stimulate animals to participate in the activity and interact with the system
voluntarily. The main goal of these studies is to improve animals’ welfare by
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addressing different issues that can affect the animals’ quality of live: sedentary
lifestyle, anxiety/stress, routine and boring training exercises, etc.

Several studies have attempted to motivate physical activity among pets using
playful devices which cause the animal to move and perform some physical exer-
cise. Feline Fun Park® is one of the tangible playful interfaces which promotes
pet activity. It consists of three sensors which monitor the pet’s activity level.
Depending on the activity level of the cat, the system has three mechanisms to
motivate the animal to play at different levels of intensity: two mouse toys and
tracer lights. The pet owner is also notified about the cat’s activity and he can
activate remotely the different mechanisms of the system to encourage playing.
However, the playful mechanisms provided are not changing with time, possibly
causing that the cat loses interest and stops playing, even if the system continues
triggering actions.

Pawsabilities [182] presents a HUI (Human User Interface) and a DUI (Dog
User Interface) to reduce canine pets boredom when their owners are not at home.
When the system detects that the dog is becoming bored (e.g. by lying on its bed),
the HUI notifies the owners remotely so they can activate a mechanism to throw
a ball for the dog to play with. On the other hand, whenever social activity is
detected on the human side of the system, the DUI activates the video streaming,
showing the owners’ activity to entertain the dog. This system has not yet been
evaluated with enough dogs in order to extract solid conclusions about its benefits
to the canines.

LonelyDog@Home [129] is a web based interface allowing humans to interact with
their dogs whenever they are away from home. Through a web interface, humans
can have a look at their pets, feed them and engage into remote playful activities
with them. This work mostly focuses on reducing owner’s worries about their
pets’ wellbeing when they are left alone at home. Pet owners can connect to the
system located at their home using any web browser and communicate with their
pets using an action oriented interface such as the one shown in Fig. 3.7. On the
dog’s side there is a ball thrower and an electronic feeder connected to the system,
speakers and a webcam. Pet owners can issue pre-recorded audio commands,
throw a ball, give the dog a treat or feed him. Although some efforts have been
done on the animal’s interface in order to provide suitable mechanisms for the dog
to interact with the system, there are still some issues regarding the suitability
of verbal interactions and visual communication. Dogs’ hearing frequencies are
different and more acute than ours, thus excellent quality of the audio system is
required. Regarding visual communication, LonelyDog@Home allows pet owners
to see their dogs, but dogs are not provided with a way of communicating with
their owners. Therefore, benefits on animal welfare and anxiety reduction should
be further studied for this system.

5Feline Fun Park: https://www.youtube.com/watch?v=HB5LsSYkhCc
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Figure 3.7: LonelyDog@Home graphical interface for pet owners (Image courtesy of
LonelyDog@Home’s authors)

Other works such as Canine Amusement and Training [359] use play as a mech-
anism to help both the human and the dog to spend more time together while
introducing dogs into training. It offers several kinds of games focused on calm-
ness, obedience and joy. In each game, lights and figures are projected on the
ground, and the human is required to give appropriate commands to the dog,
which vary in line with the goal of the game, e.g. obedience games require the
dog to remain quiet next to the human. In this way, the dog learns how to obey
commands in a way that is amusing for both participants. This work allows the
human to spend more time with his dog, strengthening their relationship, while
providing guidance in a complex task such as dog training. The game has been
designed with the assistance of a canine trainer, and the sensing infrastructure has
been prototyped with dogs of different sizes.

There are some other systems designed just for the fun of playing and competing.
Cat Cat Revolution [224] is a digital game for iPad which shows an animated mouse
moving across the screen. Early prototypes of the game allowed to test several
combinations of brightness, size, color and movement of the digital mouse in order
to accommodate the interface to cat’s visual characteristics. The iPad application
combines graphical hints and sounds to incite the cat to capture the mouse. There
are two playing modes: the digital mouse is moved randomly across the display, or
is controlled by a human. In the latter case, the human user connects its iPhone
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to the iPad application, and the screen on the iPad is replicated on the phone. In
this way, the human can control the mouse’s orientation and velocity by using his
fingers. Observational findings derived from a study with 7 couples of cats and
their owners showed that the humans considered the game as fun and useful to
reinforce their relationships, as well as to create new forms of communication with
the animal.

Metazoa Ludens [44] proposes a mixed reality game where a human and a ham-
ster can play together. The playful interface for the hamster is a physical moldable
surface which adapts its shape using mechanical actuators. The hamster can enter
and exit the playground freely. The human interface consists of a virtual 3D game
where two avatars are represented, one for the user and another one for the ham-
ster. The human can move its own avatar through the virtual terrain, and these
movements are transferred to a physical bait in the hamster’s playground. The
real movements of the hamster are also captured and imitated by the hamster’s
avatar in the digital game. Therefore, a chase between the hamster and the human
occurs both in the digital and in the real world simultaneously.

The Playing with Pigs project [5] is an innovative interspecies game designed
to strengthen relations between humans and pigs as companions. The pigs are
situated in front of a large touch sensitive display showing a light ball controlled
by a human player through an iPad application. The iPad application shows the
virtual replica of the light ball and the pigs’ snouts when they approach the ball.
The user has to keep the pigs in contact with the ball and lead them through a
triangular target on the screen to score points. However, although this game may
be interesting for humans, as they have a scoring scale and goals to meet, it is
questionable how much time will pigs pay attention to the game or how could this
benefit pigs if they are not aware of the human who is playing with them.

Felino [351, 352] is an interspecies video game designed using ACI principles.
The design and development of the game is informed with the animals’ experiences
and observational feedback gathered from cats’ human companions and annotated
video recorded sessions. The game allows a human and a cat to play together on
a shared tablet screen (see Fig. 3.8). Cats can catch fish and other sea creatures
which appear and move across the screen, while humans can control several options
of the game, like the size, speed and movements of the creatures. Moreover, every
time the cat catches a fish, a sphere is released. Those spheres can be caught by
a crab avatar which is always on the screen. The crab is controlled by the human
player, and by collecting spheres, new crabs appear following the older ones. Cats
can also interact with the trail of crabs the human creates. Therefore, human and
cat can cooperate in a shared digital world, and the human can adapt the game
to the cat’s reactions and preferences.

Although all these projects are based on playful activities, each one has been
specifically designed for its own purpose. Moreover, these systems do not adapt
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Figure 3.8: Cats playing with Felino (Images courtesy of Michelle Westerlaken)

automatically to changes and in most cases the activity has to be started off by a
human. If the ACI community wants to take a step forward in developing natural
systems for animals, intelligence, automation and reactivity have to be present in
playful environments in the future. In the same way as Ambient Intelligent sys-
tems adapt themselves to their inhabitants, by recognizing and anticipating their
needs, intelligent playful environments for animals must learn animals’ behavior
and preferences in order to be able to react properly. A playful environment with
these features could automatically create and adapt play activities to engage the
animals in physical exercise, raise their mood or train them while having fun. The
next section will give a definition for future intelligent playful environments for
animals and the features these systems should include.

3.3 Situating Intelligent Playful Environments

This work sets the foundation for intelligent playful environments for animals
starting with a definition of what they are:

An intelligent playful environment for animals, or IPE4A, is an animal-centered
ecosystem with intelligent capabilities which is able to learn from the animals’ be-
haviors and interactions, using the acquired knowledge to adapt itself to the context,
creating engaging playful activities which do not necessarily need human mediation
to evolve.

In order to provide a conceptual taxonomic framework for the future construc-
tion of these environments, their requirements are listed as follows:

e Playfulness. The environment has to consider play as the conductive engine
of any activity it creates.
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e Intelligence. The environment must be able to capture and analyze the occu-
pants’ interactions and behaviors, extracting patterns and preferences. This
knowledge will be useful for the creation and evolution of playful activities,
whose purpose and dynamics will be adapted to the context.

e Reactivity and interaction. The system must react suitably to the animals’
interactions, and also provide proactive stimuli to the animals to foster
communications between the system and the users (both human and non-
human).

e Animal-centered design. Every intelligent playful environment must be de-
signed and developed specifically for animals, with appropriate devices and
interaction methods and prioritizing the animals’ comfort, safety and well-
being.

There are also several features that can vary from one playful scenario to another
and should be considered in the design of future IPE4As:

o Number of participants (single-player, n-player & multiplayer). The play-
ful environment can be designed for one participant (single-player), a fixed
number (n-player) or it can respond to any of the participants that walk
into the ecosystem (multiplayer). If more than one participant is considered,
the design of the environment should include ways to handle abandoning
scenarios, i.e. when one or more players leave the game or physically come
out of the ecosystem.

e Species of the participants (one species vs. multiple species). Animals prob-
ably do not perceive their environment in the same way humans do [189].
Moreover, different animal species may not have the same conceptual view of
the world. As a consequence, animals from distinct species will not behave
similarly given the same scenario. This affects several design decisions in the
construction of interfaces and interactive systems targeted at animals: from
the way in which they will be encouraged to play to the reference health
values the system will use to create a physical activity. Consequently, the
intelligent playful environment can be designed specifically for a single ani-
mal species or it can be designed to recognize the animal’s species and adapt
itself to it.

e Human participation (participant vs. non-participant). Humans may or may
not take part in the playful activity. In the former case, the system will only
react to animal interaction. In the latter case, it will respond to both human
and non-human actions.

e Human presence (physical vs. virtual). If humans take part in the playful
experience they can either be physically present in the environment or par-
ticipate remotely. The remote participation may encompass a wide range of
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scenarios: from pet owners in their spare time at work, to child patients in
hospitals seeking amusement and distraction.

Control. The intelligent features and reasoning engine of the playful envi-
ronment can learn and take decisions autonomously, i.e. without human
intervention, or they can be guided by explicit human knowledge. The latter
idea implies that IPE4As can provide mechanisms to allow human users to
define explicit behavioral patterns the system must follow. For example, if a
700 worker wants the activity to be paused every day at midday to feed the
animals and resumed after all the animals have finished, she should be able
to easily program the system with such desired behavior.

Information acquisition. The system inputs can be gathered by different
technologies: wearable devices, sensing (motion sensors, pressure sensors,
etc.), video and audio recordings, etc. In all cases, the selected capturing
devices should be non-obtrusive and ensure the animals’ safety and comfort.

Learning inputs. Both humans and animals can coexist within the playful
environment, interacting with the system and with each other. The design
phase of the environment has to establish which of these interactions will
serve as learning inputs for the intelligent system. It also has to be decided
if only animal interactions will be included or if human inputs will also be
considered. In some cases, human interactions with their pets could provide
very valuable information to the learning system. As an example, pets are
not able to verbally communicate when they are bored, but their owners
can recognize their mood and start playing with them. The system could
therefore learn which activity raises the pet’s mood by looking at the owners
interactions with the animal.

Sense-guided stimuli. Since distinct species may behave differently in the
same context, their preferences and motivations may also differ. Some species
might therefore feel more attracted by visual stimuli such as lights or mobile
mechanisms (e.g. cats), while others would respond more eagerly to olfactory
clues (e.g. dogs). In order to use the proper actuators and devices to capture
the animal’s attention, IPE4As should rely on the most suitable stimuli for
each animal species in a given context.

Single-purpose vs. multi-purpose activities. Playful activities created by the
environment can be focused on solving just one issue of animal well-being,
e.g. a game which only fosters physical activity. On the other hand, more
complete activities covering several issues can also be created, e.g. a game
which includes a training element at the same time as physical activity is
being monitored and fostered by the system.
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Table 3.1: List of requirements and features of intelligent playful environments

Requirements Features
Playfulness Number of participants
Intelligence Species of the participants
Reactivity and interaction Human participation
Animal-centered design Human presence

Control

Information acquisition

Learning inputs

Sense-guided stimuli

Single-purpose vs. multi-purpose activities

3.4 Situating Current Playful Environments for
Animals

The design and development of future intelligent playful environments comprises
many factors that should be analyzed and informed by the existing digital games
involving animals. Table 3.2 shows a classification of the existing digital playful
experiences for animals described in Section 3.2 in terms of the game features out-
lined in Section 3.3. The next subsections will open the discussion about where
should intelligent playful environments put their efforts to improve current lacks
in playful scenarios, and how could ACI research inform the design of future in-
telligent systems for animals.

3.4.1 Game Participants: Static or Dynamic Approach?

Human participation is considered important if we want to strengthen the relation-
ship between humans and other species. Nevertheless, some works have left open
the possibility of the human joining the game, allowing the animal to participate
alone if the human is not available. This should be an important requirement if
the animal is going to spend considerable time alone or separated from the human.

In games requiring human participation, two tendencies have been detected.
The philosophy behind games such as Pawsabilities and LonelyDog@Home only
makes sense when the human is distant from the animal, and thus remote com-
munication is the only way of human interaction with the system. Other works
such as MetazoaLudens or Pig Chase can take place either with humans physically
present in the same environment or with them remotely interacting with the in-
terface provided. In order to reach a higher degree of flexibility, we propose that
intelligent playful environments support both animals playing alone and together
with their human companions, the latter case with its two modalities: remote or
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in-person participation. The environment should adapt the game to the context
of the moment, allowing the human entering and exiting the game at any time
without causing frustration to the animal. For example, if a human is playing
with her dog but suddenly a phone call interferes, the human should be able to
answer the phone without causing the game to terminate. The game should be
adapted to continue without the human player, and if eventually the human wants
to get back into the game, the system should create the appropriate game flow in
order to incorporate the human back into the playful activity.

The same argumentation can be applied to animal participants. The feature
number of participants in Table 3.2 indicates the number of players the game was
originally designed for. As an example, it is understood that several cats could
be playing simultaneously to chase a mouse on the screen of CatCatRevolution.
However, the system does not distinguish between the touch of different cats on
the same screen and thus, to the system’s knowledge, there is only one cat playing
at a time. It can be seen that only games for one or two players have been
designed, and two player games always include a human participant. A more
dynamic approach should be provided in future intelligent gaming environments,
where several animals and/or humans could participate. The participation of an
animal/human in the game implies that the system recognizes him as a new and
differentiated user from the other participants of the same species. Therefore,
both animals and humans should be able to enter and leave the game whenever
they need to. Neither the human nor the animal should become deprived for their
decisions about participating or not in the game. The game should be adapted to
the number of current participants, starting when the first participant comes in,
and terminating when the last participant abandons the game.

Until now, humans are the agents mediating the interaction between animals and
computing interfaces. From the eight games being analyzed, six of them require the
human to start the playful activity. Only two of them can autonomously perform
some interaction to attract the animals’ attention, and both of them monitor the
animals’ activity level in order to notify the human in case they want to intervene.
It is essential for the future development of intelligent playful environments that
the system itself could decide to initiate or terminate a playful experience. Firstly,
if the system detects some need on the animals and there are no humans around,
the environment should be able to start the playful interaction in the same way
a human would do when detecting some animal’s urge. Secondly, some animals
may want to play the whole day, but it might be inadequate because of health and
behavioral reasons. The system should be able to end the playful activity when it
detects that the purpose of the activity has been met. In this context, there are
several questions that need to be previously addressed:

e How can the animal be aware that the system wants to initiate the interac-
tion?
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e How can the system involve voluntarily the animal into the playful activity?

e How can the system itself communicate or attract the animal in order to
start a playful experience?

e How to end the playful activity without negatively affecting the animal?

e How to make the animal understand that the playful activity has ended?

Another important issue that has not been addressed yet is the possibility of
the animals initiating the playful experience. How can we build successful playful
experiences for animals if we do not allow the animal to start playing freely at
their own will? Several questions arise around these ideas, and further studies
within the ACI field should bring new insights on how to provide the best suitable
way to let the animals decide when to play:

e How can animals initially learn that the system will respond to their actions
by starting a playful experience?

e Which mechanisms/behaviors will animals use to start the interaction with
the system? Will they use the same behaviors they use to communicate
playful intentions with humans/other animals?

e How can the animal withdraw from the playful experience?

e How can the system recognize that the animal wants to stop playing in order
to stop all the interaction?

e Could the system analyze the factors which lead to the end of the activity
and use this information to improve the next playful experience, by making
it more appealing and time lasting?

3.4.2 Adapting Computer Interfaces to a Broader Audience:
Species Awareness and Interrelationships

Regarding the species of the animals’ participants, it is observed that most of
the games have been designed for dogs or cats, while only one game has been
developed for small pets such as hamsters. It is remarkable that only one of these
games has considered animals outside the pets’ domain as active players, which
gives an idea of what kind of users ACI research is currently addressing. Perhaps
pet companions are the first animals coming to our minds when we think about
the animal kingdom, but we shall not forget to address other animal species that
may also require playful environments. Wild animals could also benefit from ACI
advances: if computer mediated interaction can help us to communicate with wild
species by means of play, our knowledge about them will improve significantly.
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Moreover, semi-wild species such as animals living in zoos could also benefit from
playful interactive environments, as it will be described in Section 3.5.

Another issue to be solved is that current digital games for animals only ad-
dress one animal species at a time. Interspecies relationships between animals,
although frequent in natural environments, are not supported by current playful
interfaces. An intelligent playful environment for animals should support this vari-
ability and foster interspecies relationships, creating suitable games for different
animal species playing together. This is a challenging requirement, as different
species understand their surroundings in a different way and react differently in
front of the same situation. The design of this kind of games should be informed by
previously studying the relationships and playful dynamics of the involved species.
Nonetheless, there might exist some cases where the playful interaction cannot be
performed due to several reasons: physiological incompatibility of the animals,
opposed behavioral reactions, etc.

Despite the difficulties introduced by species variability, ACI studies should
take advantage of these differences when it comes to perception and motivational
factors. Existing playful games have already tried to appeal to the animals’ sens-
ing acuity, capturing their attention with visual clues like moving objects, audio
commands or sounds. However, it remains to be studied the effects of different
types of stimuli in the animals’ attention regarding its species, in order to give
a detailed classification which could inform the development of future engaging
playful scenarios. Some questions to be addressed are:

e Which is the most appropriate mechanism to start the interaction with the
playful environment for a specific animal species? How can this mechanism
vary among species?

e Which stimuli are more adequate for each animal species in order to capture
and maintain the animal’s attention during the game?

e How can animals be motivated to perform some specific activities/tasks dur-
ing the game? How are these motivational factors influenced by the animal’s
species?

3.4.3 Broadening the Horizon: More Devices, More Fun!

The reported games rely on a single electronic device to interact with the animal.
Only Feline Fun Park and LonelyDog@Home introduce more than one device to
entertain the animal, but still there is no communication between the different
devices being used, nor a coherent relation between them. Animals playing with
the same device over and over again are likely to become bored or lose interest
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when the novelty factor vanishes. The same could happen eventually with several
unrelated devices in the same environment.

An intelligent playful environment should be comprised of not only several and
diverse devices, but also interconnected and meaningful. The devices conforming
the intelligent environment should be able to cooperate and communicate with the
system and the other devices, in order to create elaborated activities which can
vary from one iteration to the next one. As an illustrative example, we could think
of an intelligent playful environment including several electronically controlled
balls, a flying drone with a camera, and an electronic pet feeder. The goal of
the interactive game would be to teach sheep-dogs to bring the flock to their
masters and learn commands that are commonly used in this task. In this case, the
electronic balls would represent the flock and would move according to the behavior
that needs to be taught. A sound system would reproduce voice commands and
the drone with a mounted camera would track the behavior of the sheep-dog by
using computer-vision algorithms. If the dog would not act as previously trained,
the system would notify this situation so that further training would be later
performed with the presence of a human master. However, if the sheep-dog reacted
as expected a reward would be given by the automated feed machine. Having
several interactive balls would allow the simulation of different real situations
that may occur with real flock that needs to be kept under control. The flying
drone would also control the position of the electronic running balls so that they
move in a challenging way depending on the capabilities of the dog being trained.
The coordination of several devices in this scenario would allow the autonomous
training of sheep-dogs when master trainers may not be present.

The final goal/s of the activity will help to identify which kind of devices would
make sense together. The system should learn how to better connect and join to-
gether the different individual devices, and how to evolve the game when required.

3.4.4 Decision Making and Adaptation: Who Controls the
Controllers?

Although some of the aforementioned games allow the human user to modify
several options such as movement direction of the objects, releasing treats, etc.,
these are just straightforward ad hoc configurations. When the human does not
intervene, the system can run the game with the default configuration without any
major concern. However, having multiple interconnected devices will significantly
increase the configuration possibilities, and the human user will not always be
participating in the playful experience to control or guide the decisions of the
game. As a consequence, the system should intelligently manage the resources and
take control of the decisions, adapting the game to the context and the current
players, such as in the sheep-dog example in Section 3.4.3, where the electronic
balls adapt their movement to the command to be practiced.
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Context-awareness and adaptation should be performed in the same way as
Aml scenarios adapt themselves to human users: by extracting knowledge from the
users’ interactions with the system. None of the presented games in Table 3.2 apply
any type of reinforcement learning from the inputs of the system. The construction
of future intelligent playful environments should consider these interactions as
essential inputs for the learning subsystem.

Nevertheless, not all the responsibility of the game creation should rely on the
learning capabilities of the system. There are many situations where the system
may not have the best information to take a decision. Moreover, not all the
possible scenarios can be controlled or anticipated. Specially, external knowledge
from the human users could be essential in the first attempts of the environment to
create a new game, when the learning algorithm still has no information. Hence,
human users should also be provided with an adequate way of participating in the
decisions beside the need for learning algorithms to implement context-awareness
in playful environments. Human users without programming experience should be
able to manage the environment and define explicit behavior to inform ambiguous
decisions, or specify particular scenarios. HCI techniques and studies have already
been applied in order to come up with easy-to-use and useful interfaces to allow
the definition of explicit behavior by end-users [42, 83, 186]. The same philosophy
could be applied to bring intelligent playful environments with explicit knowledge
from the human participants.

3.5 Application Scenarios for IPE4A

Considering the described requirements and features that intelligent playful envi-
ronments for animals should accomplish, and after studying the lacks and limita-
tions of existing approaches, the scenarios in which these systems can be deployed
have been analyzed and the benefits they can provide in different domains are
presented here.

3.5.1 Mental Well-being

Not only humans but also animals need to socialize. However, domestic pets spend
most of their day alone at home without interacting with their human friends.
Even when the human is at home they may not receive all the affection they need.
Similarly, zoo animals live inside a restricted ecosystem, sometimes being the only
one of their kind and without being able to interact with humans on the other side
of the glass in any way. Another risk group are animals living in shelters [176],
where volunteers are unable to give all the animals the attention they require
due to lack of resources and people. All these animals can suffer from isolation,
sadness and anxiety [6, 295, 296], far from achieving a fully happy existence. An
intelligent playful environment could detect whether an animal is becoming bored
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or stressed, and study the best way and best moment to create fun activities
to stimulate and entertain him and keep his mind active. For this purpose, the
intelligent environment should have previously learned the animal’s favorite games
and interactions and the most effective sense clues to gain his attention. However,
these kind of playful activities, the moment when they are conducted and the
consequences on the animal’s well-being should be studied in depth in order to
avoid behavioral problems or causing stress.

3.5.2 Physical Activity

Another crucial element to enhance animal well-being is physical activity, which
has to be stimulated in cases such as the ones described above when the animals
do not receive all the required attention for long periods of time. When an ani-
mal does not receive any external stimuli or is feeling depressed, it would not feel
like initiating physical exercise. In this case, the environment could capture the
animal’s attention and engage it in playful activities to make it move and per-
form some physical exercise. The system could adapt the exercise to the animal’s
physical attributes and habits in order to create a healthy and amusing routine.
Other variables to be taken into consideration should be the frequency, duration
and time when the activity should take place. The potential improvements the
environment could bring on animals’ welfare should be studied considering the
aforementioned factors in Section 3.3.

3.5.3 Training

Playful environments can also be an enjoyable way of fostering training activities
without overloading the animal with strict orders. Tough training and repetitive
activities can cause loss of attention and refusal to participate. By transforming the
learning activity into a game, it would not be presented as a mandatory and strict
activity, and animals might be more inclined to participate. Using playful activities
for training could also alleviate the animals’ stress and sense of responsibility
derived from such a demanding task.

The design of intelligent playful environments for training scenarios should be
carried out with the guidance of a professional trainer. Intelligent environments
for animals should allow playful training with or without the presence of a human.
In case of pet owners, not skilled in training activities, the environment could help
them to perform successful practices. The owner’s participation in the activity
could also reinforce his bonds with the animal. However, some animals will not
have the opportunity to be trained by playing with a human, such as in shelters
where few volunteers have to attend hundreds of animals. The environment should
then be responsible of teaching new behaviors to the animals, adapting the training
to their learning pace and motivation.

69



Chapter 3. Envisioning Future Playful Interactive Environments for Animals

70

3.5.4 Therapy

Animals can help in the rehabilitation of people recovering from illnesses or dis-
abilities [71, 146]. Interactions with animals can reduce patients’ anxiety [12] or
help children with autism in socializing tasks [307]. In the digital era where we live,
some rehabilitation tasks rely on computer-based technology [166]. Understanding
animals’ interactions with computer-based systems could help to introduce animals
within these therapeutic activities, e.g., incorporating animals in the context of
rehabilitation tasks for people with disabilities such as brain acquired injuries, or
creating playful health oriented activities with animals for elder people.

In situations where the animal cannot be physically present with the subject
the playful environment could serve as a bridge to bring the patients closer to the
animals. Patients could remotely interact with the system via a human-computer
interface, by activating devices in the environment or responding to the animals’
interactions. As a consequence, some sort of non-verbal communication could
emerge between humans and physically distant animals, originating an enriching
experience for both sides.

3.6 Challenges and Considerations

Developing intelligent systems capable of adapting themselves to the context re-
quires ensuring several safety aspects. The system should not harm the environ-
ment nor the users in any possible way. This is of special relevance when users
cannot be taught how to use the system, and thus, free interactions and behaviors
are allowed. Therefore, the system should respond to the predefined interactions
only. Unezpected behavior must not trigger any reaction of the system.

As has been previously defined, playful systems could allow the animals to play
without human supervision. It implies that the animals could be the ones who
decide when to start the game, or end it. However, animals may not be conscious
about the emotional or physical effort the activity is demanding from them. For
example, if a dog is playing a throw-and-catch ball game, which they usually love,
it will not stop demanding another round unless it gets exhausted. This physical
fatigue may eventually become dangerous if it happens repeatedly. The system
should control the animals’ physical activity in order to avoid exceeding the limits
of what a healthy exercise should be.

Another potential pitfall when allowing the animals to play without human
supervision is the material damages that they can unintentionally cause in their
environment. The game should be conducted within a safe area where physical
objects, such as furniture or electrical amenities, do not interfere in the activity.
Otherwise, the animals may collide with these elements, injuring themselves or
damaging them. For these reasons, the system or the human should define the
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physical boundaries of the playing area. The devices involved in the game should
be placed within this area, and their operational range, i.e. the area where the
animals will interact with the device, will not surpass the defined limits. Potential
dangerous objects for the animal should not be placed within this area. Moreover,
fragile or valuable objects shall not be placed either in the playing area in order to
avoid unwanted consequences.

When addressing animal safety, we are not only considering physical welfare:
mental wellbeing should also be guaranteed. Even if the game does not demand
hard physical exercise, the animal could get extremely excited because of the joy
it is experiencing. Enjoying the playful activity is essential, but the excitement
levels should not exceed the limits of what is salutary. Expending long periods of
time under these conditions, inadequate playing schedule (such as allowing play
when the animal should be sleeping), or even an abrupt termination of the game
by the system could led to stress, anxiety and/or overexcitement. Humans are
able to handle these undesired feelings, calming themselves down and returning
to a more peaceful state. However, animals may not manifest the same kind of
self-control over their emotions and the physical response these emotions trigger.
In order to avoid unhealthy mental feelings, the emotional states of the animal
should be gathered. The playful environment should detect whether the animal
is entering into an undesired emotional state, readapting the activity to take the
animal back to a more relaxed situation. Moreover, some limitations should be
defined on the schedule and duration of the playful activity, either by the humans
or by the system. It will help to create a healthy routine, avoiding bad behaviors
derived from inadequate schedules.

The potential of emotion identification is only comparable to the difficulty of
conducting such a complex task. Identifying emotional states is a challenging
requirement for any kind of system, although there are some successful results
concerning human emotion [199, 244]. Within the animal domain, the physical
evidences of an emotional state may differ from one species to another. Neverthe-
less, for each species there might be some physical parameters which could help
to identify their emotions. We could classify these parameters into two different
categories: observable and measurable. Examples of observable parameters are ear
position, body posture or tail movement. The aggressive emotional state of cats
is easily identifiable using observable parameters: ears back, open mouth showing
teeth and bended body. Regarding measurable parameters, we could refer to the
heart rate or the number of times per minute an animal waves its tail. Excitement,
for example, is an emotional state which could be better identified using measur-
able parameters. However, gathering measurable parameters imply the animal has
to wear specific devices, which could be obtrusive and interfere with its normal
life. In contrast, observable parameters will require using cameras and sophisti-
cated image recognition methods, which could restrict human privacy in shared
environments. The identification of emotional or mental states in animals, and
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its use in the adaptation of the playful environment should be carefully studied for
each case, analyzing the benefits and trade-offs its deployment could lead to.

The intelligent playful environment must, in all cases, be unobtrusive both for
the animals’ and humans’ lifestyles. The animals’ natural behavior must not be
biased nor interfered by the devices which form the environment and the mecha-
nisms used to gather information about them. Domestic animals are more used
to face new objects and even digital elements in their daily routines. However,
wild animals live in natural ecosystems, being unaware of the existence of any
digital elements. Similarly, semi-wild animals use to live in either delimitated ar-
eas, like farms, or in artificial spaces which reproduce their real ecosystems, like
zoos. Semi-wild animals may be used to human presence or even cameras, but
the interaction between them and the digital world is limited, if not inexistent. If
any technology s intended to be used within these environmental conditions, the
animal must not perceive it as a potential danger. One way could be introducing
the different elements conforming the playful environment gradually, i.e. one at
a time and introducing the next element once the animal has become used to the
previous one.

3.7 Conclusions and Future Work

This work proposes a new line of research in the recently emerged field of Animal
Computer Interaction: intelligent playful environments for animals. These envi-
ronments will ground on the most inherent behavior of animals: play. Around
playfulness, an intelligent environment will generate engaging games for animals.
The environment will learn from the animals’ interactions, adjusting the game
to their needs and requirements. The playful activities created by these envi-
ronments could help animals to overcome possible issues such as isolation, poor
physical condition, repetitive training exercises or remote digital interaction with
human-beings. Moreover, we believe that intelligent playful environments for an-
imals would be the perfect scenario in which to study animals’ interactions with
digital devices, as the animals will engage voluntarily in the playful experience.
The benefits derived from IPE4A could apply both to human and animals’ well-
being.

A conceptual taxonomic framework has been laid down for the future design
and development of these environments. Existing games based on technology for
animals have been analyzed in terms of the proposed framework, detecting some
shortcomings that intelligent playful environments could help to resolve. Several
applications have been outlined, highlighting the benefits of applying intelligent
playfulness to animals’ interactions with digital ecosystems.
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Future work essential for the successful construction of IPE4As includes the def-
inition of a formal development methodology covering the aforementioned features
and requirements. Each of these features should be carefully studied in order to
determine how they will affect the construction of the environment and the users’
well-being, and whether they should eventually be taken into consideration in the
development process regarding the specific circumstances.

The first step for the design of intelligent playful environments should be study-
ing the most fundamental game phases, which will be common in a range of playful
experiences that could be created. Considering the playful activity as a story/per-
formance in which the actors will be the animals, the most basic and common
phases in which we can decompose such stories will be the introduction, devel-
opment and conclusion. Therefore, the most fundamental interactions within an
intelligent playful environment will be the initiation of the activity (introduction),
the transition from one stage/goal to another (development) and the termination
of the game (conclusion). A set of experiments is being designed to study these
three game phases that every playful experience contains. These experiments aim
to answer some of the questions raised in Section 3.4.1: how could the environ-
ment gain the animals’ attention and whether animals would be willing to initiate
the playful interaction. These experiments will also study how different types of
stimuli affect the animals’ engagement in each of the three aforementioned game
phases. For this purpose, we will evaluate the animals’ reaction to smell, sounds,
lights and moving devices in order to find the most suitable interaction for each
context.

In addition, we are defining in our on-going work a flexible intelligent behavior-
management system for reactive environments. It will learn from the users’ habits
and preferences, extracting behavioral rules. The human end-users of the system
will also be able to define their own personal behavioral rules and incorporate them
into the environment. The behavior-management system will therefore combine
two ways to incorporate behavior based on automatically acquired knowledge and
explicit knowledge specified by humans. This powerful combination will allow the
development of playful environments able to adjust to a wide range of situations
more effectively, without having to develop a specific system for each scenario.
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Part 11

Study and Recognition of
Playful Interactions






After the definition of what a playful interactive environment is, this part of
the thesis aims to explore how to support the design and development of these
interactive environments for animals following an animal-centered approach and
allowing for the animals’ spontaneous interactions during the technologically me-
diated playful activity. For this purpose, the following chapters will explore the use
of Natural User Interfaces (NUIs) for animals and the creation of a system based
on NUIs to support the design and development of suitable interactive spaces for
them.

The first step will be to analyze how to create a system capable of detecting
animals’ spontaneous behavior, recognizing their interactions and types of behavior
during the game, and adapting the playful experience to them. This exploration of
the use of NUIs for animals led to the design and development of a non-wearable
depth-based tracking system to detect a cat’s body posture and body parts in
real time in a playful scenario. The initial evaluation of the depth-based tracking
system is described, followed by an exhaustive evaluation of the performance of
several classification algorithms based on both a supervised and a knowledge-based
approach.

In parallel to the design and evaluation of the non-wearable tracking system, this
part of the thesis describes the first step in studying how NUIs could be adapted
to create interactive spaces for different animal species, with an evaluation of
domestic animals’ preferences in relation to technological stimuli.

DESIGN PROBLEM:
How to build interactive and intelligent playful environments for animals (and humans) based on NUIs?

( DESIGN: DESIGN:

Create a system based on NUIs to Study how NUIs could be adapted

support the design and creation of to create interactive spaces for
\suitable interactive spaces for animals different animal species
N DESIGN: DESIGN:

Create a system capable of How do animals prefer to
detecting animals’ basic behaviors interact with technology?

EVALUATION: @
EVALUATION:

What is the performance of a depth-
based prototype system for the detection
of animals’ body parts/postures?

EVALUATION:

What is the performance of a depth-
> based tracking system for the detection
of animals’ body parts / postures?

Study domestic animals (cats)
preferences towards technological stimuli

Figure 3.9: Problem decomposition of the work described in Part II.
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Abstract

Digital games for animals within Animal Computer Interaction are usually single-
device oriented, however richer interactions could be delivered by considering
multimodal environments and expanding the number of technological elements
involved. In these playful ecosystems, animals could be either alone or accom-
panied by human beings, but in both cases the system should react properly to
the interactions of all the players, creating more engaging and natural games.
Technologically-mediated playful scenarios for animals will therefore require con-
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textual information about the game participants, such as their location or body
posture, in order to suitably adapt the system reactions. This paper presents a
depth-based tracking system for cats capable of detecting their location, body pos-
ture and field of view. The proposed system could also be extended to locate and
detect human gestures and track small robots, becoming a promising component
in the creation of intelligent interspecies playful environments.

4.1 Introduction

The development of suitable engaging games for animals is a promising research
line within the field of Animal Computer Interaction [173, 174]. However, until
now, interactive digital games for animals have been tied to a specific device,
human participation has usually been limited to a “controller” or “assistant” role
and there has been no support for several animal participants playing together as
differentiated players [258].

Traditional games with animals rely on a more natural and open interaction,
meaning that both animals and humans can move freely during the game. Animals
are used to playing by themselves or with humans, and in the latter case the human
is an active and essential participant in the activity. In addition, traditional games
make use of the elements in the environment to enhance the playful experience,
not limiting it to the object itself but to the spontaneous interactions between the
players thanks to the mediating object. Moreover, it is not unusual that when
a human starts playing with one of his pets other animals in the room join in,
forming a multiplayer activity in which the roles of the participants evolve during
the game.

Future technologically-mediated games for animals could therefore be conceived
as multimodal and multi-device systems, in which animals could play either alone,
in a group or with human beings in a natural way. If animals play by themselves,
the system should intelligently manage the different devices and objects in the
environment in order to adapt the game to the animals’ preferences and interac-
tions [254, 258]. As an example, we could think of a game in which a cat chases a
Sphero® (electronic ball) controlled by the system, but the movements of the ball
are not random. Instead, the Sphero® could be programmed to move away from
the cat inside its field of view, or suddenly turn left or right if the cat gets too
near to it, or even move towards the cat if the tracking system detects that he is
crouched in a hunting position, waiting for the ball to approach. If human beings
are also participating, their interactions should also be considered an essential part
of the game and the digital playful experience should be as natural as traditional
games.
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The use of non-wearable tracking mechanisms would allow more natural inter-
actions within technologically-mediated environments, not limiting the interaction
to a specific device or interaction modality, but instead letting the participants ex-
plore their environment and create the dynamics of the game on the go. For this
purpose, the tracking system should provide the system with information about
the animals’ location, body posture and field of view, as well as the location and
gestures of the human participants, if applicable. This information would allow
the development of playful experiences which improve the animals’ wellbeing by
introducing new forms of mental and physical stimulation. This paper will de-
scribe the development of a prototype for a depth-based tracking system for cats
and discuss its future extensions to human gesture recognition and object track-
ing. Several application scenarios will be outlined, and future work and possible
research lines will be given.

4.2 Related Works

Outdoor animal tracking systems are either based on GPS or radio-frequency
collars only [179, 235, 344], or they could also use wearable inertial measurement
units (IMUs), such as accelerometers and gyroscopes located on a collar [158] or
attached to a harness [30, 34]. In the first case, the system only gives information
on the animals’ location but not about its postures or orientation. In the latter
case, classification algorithms are used on the sensors’ data to identify the behavior
and/or body postures of the animal.

Indoor animal tracking systems usually rely on wearable devices to gather infor-
mation on the animals’ movements. Canine Amusement and Training [359] uses a
wearable harness with attached IR emitters to detect the position and posture of
the animal. Cat@Log [367] uses a cat collar device with several sensors: a camera,
a GPS, an accelerometer, a Bluetooth module, battery and micro SD card. The
camera provides videos of the cat’s view, while the accelerometer data is used for
activity recognition such as sleeping, jumping, walking or scratching. However,
it would be difficult to use this activity recognizer to detect specific interactions
during a game. Poultry.Internet [164] tracks the movements of a chicken using a
camera and an electro-pad located on the chicken’s leg to sense its muscle activity.
Through camera images they also detect the chicken’s head to find the orientation
of the animal within the backyard, but no postures are identified. No wearable
device is used in Purrfect Crime [323], an interspecies digital game for cats and
humans in which a Microsoft Kinect®! is used to detect the position of the cats
inside the play area. However, the system only locates the central position of the
animal, introducing some interactions which were not really intended by the cat.

Thttps://msdn.microsoft.com/en-us/library /hh855355.aspx
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Within Human Computer Interaction, the arrival of the Microsoft Kinect® sen-
sor introduced new and natural interaction modalities, simplifying indoor human
tracking and gesture recognition by using depth information of the scene. This
sensor is usually placed in front of the humans interacting. However, multimodal
playful scenarios for human players frequently place the depth-sensor at a higher
position [23, 139, 140], providing wider playing areas and avoiding occlusion due
to elements in the room. Technological playful environments for animals would
require multimodal interactions inside spacious scenarios. It would be preferable
to avoid wearable trackers as they could limit the agility of some animals. There-
fore, a depth-based tracking system would be a promising way of detecting the
animals’ location, posture and field of view, taking the development of intelligent
playful environments for animals a step forward.

4.3 Tracking System

In order to analyze the suitability of a non-wearable tracking system for animals
based on depth information, several sessions with cats were recorded using a Mi-
crosoft Kinect® sensor, in which cats were playing with their owners or caretakers,
or with small robots. These sessions allowed us to obtain real data on playing pos-
tures, behaviors and movements, which were later analyzed and post-processed to
develop a preliminary version of the tracking system.

4.3.1 Set-up

The set-up for the tracking system consists of a Microsoft Kinect® sensor looking
down from the ceiling, at a height of 250 cm. At this height the sensor covers an
area of approximately 200 cm long and 270 cm wide, as shown in Figure 4.1. The
Microsoft Kinect® is capable of recording both color and depth video streams at
a rate of 30 frames per second with 640x480 pixel resolution.

4.3.2 Cat Tracking

The Microsoft Kinect® sensor provides both color (see Figure 4.2a) and depth
streams (see Figure 4.2b). The first processing step of the algorithm consists of
extracting the cat’s pixels from the depth frame. Each depth frame provides,
for each pixel, the distance in millimeters from the camera plane to the nearest
object in that particular pixel (see Figure 4.2b). The height of the sensor may
change between sessions, however as it remains the same within a single session
the pixels corresponding to the ground can be discarded by adjusting the system
during the set-up process (see Figure 4.2c). However, background segmentation
methods, such as plane fitting algorithms, should be used in the future in order to
provide more flexible set-up conditions. With the floor removed from the image,



4.8 Tracking System

Kinect sensor

250 cm

Tracking area

270 cm

Figure 4.1: Set-up for the tracking system.

computer vision algorithms are applied to extract the cats’ contours (see Figure
4.2d). In this step, a cat’s location within the tracked area can be determined.
To detect the cat’s posture and orientation, each detected contour is processed
by a k-means clustering algorithm, which groups the pixels by their depth value
and relative position (see Figure 4.2¢): pixels of similar depth which are located
together in the image would be grouped together within the same cluster. The
number of clusters was set to three as an initial trade-off between efficiency and
accuracy. Further experiments should be conducted to determine the number of
clusters which maximizes the trackers’ performance. The clusters obtained from
each cat’s contour are then classified by a customized decision tree algorithm as
head, body and tail. Finally, an orientation vector can be defined from the center
of the body/tail cluster to the center of the head cluster (see Figure 4.2f), roughly
estimating the cat’s field of view.

|_> discard _T I_, get _T l_, get _T |_, calculate _T

floor pixels contours clusters orientation vector

Figure 4.2: Process of extracting the cat’s orientation: (a) color frame (b) depth frame,
(c) background segmentation, (d) cat contours, (e) clusters for head, body and tail, (f)
orientation vector.
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The identification of each cluster depends on the posture being analyzed. Differ-
ent cat postures were seen to generate different cat contours in the processed depth
frames. The cat’s depth stream contour when sitting showed a smaller, square-
shaped bounding rectangle (see Figure 4.2d, cat at the top of the image), while the
depth stream when standing or walking revealed a larger and rectangular-shaped
bounding rectangle (see Figure 4.2d, cat at the bottom of the image). In addition,
the pixels of the sitting cat’s head had a significantly higher average depth than
the pixels of the rest of the body. This is observed in Figure 4.2d, in which the
grey pixels of the head are significantly darker than the pixels of the cat’s haunch.
In contrast, the cat walking in Figure 4.3 has an average depth of its head pixels
very similar to the average depth of the haunch and tail pixels. This can be ob-
served in Figure 4.3b, in which the grey pixels representing depth values are very
similar in the whole contour of this cat. In addition, there are some postures, such
as the sitting posture in Figure 4.2, in which the tail is not detected because of
its proximity to the ground. In this case, the head is clearly differentiated from
the rest of the body, and in terms of average depth it is undoubtedly the highest
cluster detected. Hence, in this posture only the detection of the head and the
body clusters would allow the cat’s field of view to be determined. However, in
other postures the detection of the tail is crucial to determine the orientation of
the cat. For instance, determining whether the cat is looking north or south in
Figure 4.3 would be difficult if the tail was not detected, because the head is not
clearly in a higher position than the rest of the body. Therefore, our decision tree
algorithm considers the following parameters to identify body postures and clas-
sify the clusters: area of the cat’s contour, number of pixels for each cluster and
average depth for each cluster. This preliminary version of the tracking system is
already capable of detecting sitting, semi-sitting, walking, standing, jumping and
turning positions of several cats at a time, and classifying the different pixel re-
gions in each posture to detect the head, body and tail of each cat. The algorithm
runs with live data at a rate of four frames per second on an Intel Core i5 660,
without using GPU processing. The performance of the tracking system would be
significantly improved by using GPU computing power as well as more efficient
implementations of the clustering algorithm.

An exploratory study on the accuracy of the tracking system has been con-
ducted. For each posture, 200 random frames from the testing set were extracted
from the recordings of 2 of the subjects and processed offline by the tracking algo-
rithm to detect the body parts of the cats and calculate the corresponding orien-
tation vector. Table 4.1 shows a summary of the results indicating the percentage
of frames for each posture in which the algorithm correctly identified the body
parts and orientation vector. This initial validation shows a promising research
line and future experiments will be conducted considering different classification
algorithms and machine learning techniques in order to improve the accuracy of
the system.



4.8 Tracking System

Figure 4.3: Cat running after a Sphero® robot.

Table 4.1: Accuracy of the tracking system identifying the cats’ body postures and
orientation vector.

Posture ‘ Sitting / semisitting Walking / Standing Jumping Turning
Accuracy | 86% 74.5% 82% 84%

4.3.3 Human Tracking

ACIT playful experiences should be conceived for both animal players only as well as
for animals and humans playing together, enhancing interspecies communication
and interactions. The development of tracking systems for humans using depth-
based sensors placed on the ceiling would help to create new forms of natural
interactions between humans and animals based on gestures and body postures
rather than using actions on a specific device such as a screen or tablet. The first
step in developing a human tracking system for this purpose would be extracting
common human gestures, postures and behaviors during playful activities with
animals. For instance, playing with our animals at home is a relaxed and informal
activity, and humans usually adopt comfortable postures which allow proximity
and confidence with their pets. It is likely that the human sits on the couch or
on the ground, near to the pet, or even kneels on the floor, so both the human
and the animal share the same play area and can interact directly with each
other. In this situation, a top-down depth sensor will provide better contextual
information of the human’s relative location and interactions with the animal. A
preliminary session was recorded to give some hints on the types of human postures
and gestures to expect during these playful activities (see Figure 4.4).
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Figure 4.4: Human postures and gestures during play: a) sitting b) kneeling c) sideways
d) crouching down.

In the same way that several sessions with cats were recorded to assist in the
development of the cat tracking algorithm, further sessions should be conducted to
record pets and humans playing together, creating a knowledge base to which we
could apply computer vision algorithms to detect and learn human gestures during
play. There is already an extensive research area in the field of computer vision
which studies human tracking and gesture recognition. Approaches like the ones
in [20, 130] would be a good starting point to recognize common body gestures
adopted by humans playing with their pets. These gestures could later be used
inside the game to perform actions, or to adapt the game to the interactions and
postures of both humans and animals.

4.3.4 Object Tracking

With the current rise in the use of personal drones and robots, it is likely that
games with animals will also evolve to incorporate such objects into the playful
experience. These devices can be controlled by humans using tablets or smart-
phones, or they can be programmed to perform different movements or actions.
In the latter case, the robots are not usually aware of their environment and pre-
programming behaviors to be performed during the game could represent a threat
to the animals’ welfare.

These robots could also be tracked using the same approach: discarding the floor
pixels from the depth stream and extracting the robots’ contours. For instance, in
Figure 4.3, a cat is chasing a Sphero® and this robot appears as a small blob in



4.4 Applications

the image, which is easy to identify and track. Knowing the exact location of the
robot and the cat inside the play area would allow us to define safety rules in the
system to ensure the robot is not going to approach the animal in a dangerous way
or perform risky actions. In addition, tracking the position of the robots together
with the cats’ location, orientation and body posture would allow to create novel
and engaging playful experiences, as described later in this paper.

4.3.5 Challenges

At this development stage of the algorithm we are capable of tracking cats, humans
and objects separately. The next step in the development process will be the inte-
gration of the three tracking mechanisms into a single system to allow collaborative
and interspecies interactions with the intelligent objects in the game.

Currently, the tracking system only relies on single frame information in order
to classify the pixel regions and detect the cat’s body parts. However, temporal
information of past frames would be very useful in the detection and classification
of ambiguous contours and postures, as well as in improving the accuracy of the
already detected postures. For instance, a probability orientation vector could be
defined using the last n-vectors calculated. This vector could be used in cases such
as in Figure 4.5¢ and 4.5d in which the cat bent down and the tail could not be
detected, causing the orientation vector to take a significantly different direction
from the one in the previous frame (see Figure 4.5a and 4.5b).

Another challenging issue to be solved is related to the definition of the orienta-
tion vector: there are some cases in which the orientation vector does not always
point to the area the cat is looking at, as can be seen in Figure 4.6. Relying on
the center of the clusters to define the orientation vector leads to these situations.
A solution to determine the real area the cat is looking at could be applying com-
puter vision algorithms to the detected head contour in order to learn and detect
possible head shapes. Another solution would be to calculate the major axis of
the detected head cluster, which in most cases corresponds to the real orientation
of the cat’s head.

4.4 Applications

4.4.1 Intelligent Playful Environments based on Gesture and
Posture Recognition

Tracking systems such as the one presented in this paper have an essential role in
the development of future intelligent playful environments for animals. A previ-
ous study on cats’ interest in different kinds of stimuli [253, 260] showed that in
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Figure 4.5: a) and b) Correct classification c¢) and d) erroneous classification due to
ambiguous posture.

Figure 4.6: Orientation vectors differ from the heads’ current orientation.

order to keep the cats’ interest in the technological artifacts deployed in the study,
some kind of “intelligence” is required. Random movements or actions of a digital
element would cause the animal to eventually lose interest in the activity. Hence,
being able to interpret an animal’s body posture and interactions in a similar man-
ner humans do, especially those suggesting either engagement or disengagement
as well as distress signals during the game, is very important for providing proper
actuations in the playful environment. Therefore, a tracking system capable of de-
tecting a cat’s location, posture and orientation would allow us to create engaging
and realistic games using technological artifacts which adapt to the detected cat’s
postures and field of view.

Detecting the location of the cat inside the play area is essential to creating any
kind of game which includes technological elements that appear and interact with
the animal inside this area, such as robots or digital projections. This would mean,
for example, the game could start whenever the cat approached a technologically-
mediated toy inside the play area, and end when the cat runs away from the toy.
The automatic detection of the cat’s orientation would allow enriching and realistic
playful activities to be created in which the technological artifacts could use the
cat’s area of interest, understood as its field of view, as the region on which to
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deploy the necessary stimuli to attract and maintain its attention. For example,
a floor projection which passes in front of the cat’s field of view and then moves
away from him, encouraging the beginning of a chasing game. Posture detection
is also a very promising feature because, together with the cat’s field of view, it is
an indicator of the cat’s intentions towards the game. For instance, if the cat lies
down and stops looking at the object involved in the playful activity, it is likely
that he is not interested any more in the game. On the other hand, it is possible
that the cat slowly approaches the object, e.g. a small robot, to jump over it when
it is not moving, and the system could detect the cat’s playful behavior by the
position of his tail and the smoothness of his movements. In this situation, the
system could make the robot move at the very last moment, surprising the cat
and engaging him in the activity by imitating human-like playful interactions.

The automatic recognition of human gestures by a top-down depth-based track-
ing system would allow humans to participate in the game in a natural way for
both the animal and the human, not being tied to any specific device. Human ges-
tures could be used to control the movements or features of the digital elements
in the play area, e.g. the human player points at an element with his hand and
then points to another place, and the element moves in the direction indicated by
the human. Some games could introduce specific gesture-based interactions, e.g. a
competitive game between the animal and the human in which a clapping gesture
makes the system move a toy/cord for 10 seconds to distract the cat so the human
can take advantage.

4.4.2 Learning Behavioral Habits

Pet owners as well as animal caretakers in zoos or shelters easily identify the
mental and physical state of the animals they are in charge of by analyzing their
posture and movements. They are also capable of anticipating what the animal
will do in some situations, as they have learned his behavioral habits and routines.
For example, a human knows the time of day each of his pets prefers to play, the
behaviors or movements that indicate that the animal is willing to start a playful
activity and the meaning of the pets’ interactions during the game. In a similar
way, zookeepers know the routines of many of the animals they look after: the
path that the animal will follow inside its habitat, the routine in which the animal
prefers to drink, eat, sleep, play or walk, and even the animals’ preferred spot
for each interaction. This knowledge is acquired through daily observation and
coexistence and it is difficult to transfer to another person who does not share the
same context. In addition, it is also difficult to integrate this specific knowledge
into a playful digital system, as each animal’s preferences and routines would
differ: generic knowledge would not cover the singularity of distinct individuals,
while defining specific knowledge for each individual is not feasible.
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Complete animal tracking systems such as the one presented in this paper cou-
pled with machine learning algorithms would allow us to learn behaviors, habits
and even playful dynamics of individual animals. In this way, a personalized knowl-
edge base could be obtained for each animal, similar to the knowledge their human
companions have about them. Through the tracking system we could learn, for
example, the habitual location and movements an animal performs in a specific
context, the amount of time a day it spends doing physical activity such as walking
or playing, and the intensity of this activity. This knowledge base could be used
to detect changes in behavioral patterns, such as increasing/decreasing physical
activity or resting time, therefore supporting early detection of illnesses or other
problems. On the other hand, not all animals perform the same interactions in
play: during a chasing game, a cat might prefer to wait patiently until an object
approaches him to catch it, whereas another cat might be more eager and prefers
to run after the object. Therefore, the tracking system could help to learn the
specific play dynamics of an animal during a game. An intelligent playful environ-
ment could use this information in order to adapt the game to the animal’s play
preferences.

4.5 Designing Future Tracking-based Gaming
Experiences

4.5.1 Tracking Systems for Open Spaces

The tracking system described in this paper is only suitable for indoor detection,
due to the sensor restrictions in terms of light conditions, field of view and con-
nectivity. Other methods would have to be considered if we wanted to carry out
animal tracking outdoors without using a wearable device, such as dogs in their
yards, zoo animals in their ecosystems or wild animals in their habitats.

Currently, there is a wide range of commercial or even home-made flying drones
with built-in cameras or even powerful infrared sensors. This type of device could
be used not only to observe the animals and collect images from the flights for
post-processing [122, 336], but to track the animals autonomously and in real-time
using the drones without a human controller. Computer vision algorithms could
be applied to the extracted frames when the drone is flying over the animal’s open
ecosystem to detect its shape. Once detected, the drone could be linked to that
specific animal and follow it throughout the area, locating its position using the
drone’s GPS or relative coordinates, and analyzing the extracted images to detect
the animals’ body posture.

Non-wearable tracking systems in open spaces using drones would make it pos-
sible to study the animals’ natural interactions in less restricted ecosystems, learn
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their behavioral habits and also detect abnormal behaviors or possible illnesses.
There are already studies within ACI that propose automated behavior recogni-
tion and animal tracking in the wild [223]. Autonomous outdoor tracking systems
with drones could help these studies in the fulfillment of their goals. In addition,
intelligent playful environments such as the ones described in this paper for in-
door spaces could also be created outdoors using drone tracking mechanisms. For
instance, a dog could be playing inside the living room with his electronic ball,
which is controlled by the system and reacts to his interactions. During the game,
the dog eventually runs towards the garden and expects the ball to follow him,
as a human would do if they were playing together. The system would detect
that the dog has gone outdoors and would transfer the playful activity as well as
the mediating digital elements to the new play area. In this case, a drone would
be activated and the first step of the system would be to send the drone to the
garden in order to detect the dog’s position. Once it is detected, the drone would
keep track of the dog and communicate its movements, position and posture to
the system, as the indoor depth-based tracking system would do. In this way, the
playful experience would be seamless and more natural for the animal, not being
restricted to only a specific area in the house.

4.5.2 Mixed-reality Games and Embodied Interactions

Developing digital playful experiences exclusively for animal players is as important
as developing interspecies digital environments in which humans are also active
participants in the game. Playful digital environments with pets and humans
are not difficult to envision, as the interaction with them is natural and familiar
to us and does not entail any risk to our safety. However, playful experiences
involving animals in zoos imply that the human and the animal have to be in
separate spaces for safety reasons. In addition, as we are not used to interacting
with these animal species, our playful interactions might not make sense in the
animals’ mental perception of the game, and vice versa. How could we create a
joint playful experience for users of different species with different perceptions of
their interactions and who cannot share the same physical space?

Mixed-reality games could come to the rescue in order to create a common game
with separate playful spaces in which the human interactions in its own space are
transferred to the animal space in a meaningful way, and vice versa [44]. For ex-
ample, humans could play using natural body interactions and movements in their
play area, which could be recognized by a Microsoft Kinect® tracking system as
described above. Human actions on their side of the game could be transferred
to the animals’ play area, for example to a digital device the animals like to use
during their games without human participants. A very promising interaction
modality on the human side of the game would be to use virtual or augmented re-
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ality devices, such as the Oculus Rift? or the Microsoft HoloLens®, to immerse the
human into the animals’ ecosystem. One step further would be to introduce more
immersive and embodied interactions for humans using omnidirectional treadmill
peripherals, such as the Virtuix Omni*, together with these virtual reality de-
vices. With these embodied interactions, humans could control elements within
the animals’ ecosystem and also experience feedback from the animals’ interac-
tions. For illustration purposes, let’s assume that the favorite toy of orangutans
in a zoo is a huge plastic ball, as several zoo animals have been observed playing
enthusiastically with these elements [374] (see Figure 7). The ball could have an
electronic inner rotor which allows it to be controlled remotely, like the Sphero®.
A human patient in a hospital could be using the Virtuix Omni for rehabilitation
purposes, moving inside a digital recreation of the orangutans’ ecosystem that
he is watching through the Oculus Rift glasses (see Figure 8). Similar to what
Metazoa Ludens [44] proposed with hamsters, the real movements of the human
could be transferred to the huge ball within the orangutans’ ecosystem, so the
orangutans could really chase and interact with the ball as they would usually
do. The movements of the orangutans inside their real ecosystem could then be
tracked by depth-based sensors or cameras mounted on flying drones, depending
on whether it is an indoor or an outdoor scenario. These movements would be
transferred to the avatar representation of the orangutans within the digital world
the human is observing through the Oculus Rift device. In this context, the goal
of the human within the game could vary depending on the welfare needs of the
animal playing: if the orangutan is physically active, the goal of the human could
be not letting the orangutan catch him (which means that the orangutan could
not catch the ball); if the orangutan participating in the game is detected to have
lost his appetite, the goal could be to lead the animal towards the food area, i.e.,
to move the ball towards the food. Regardless of the scenario, animals’ mental and
physical wellbeing must be a priority. As in indoor domestic playful environments,
the system would always ensure the participants’ welfare by monitoring their in-
teractions and body postures, introducing safety rules to impede risky behaviors,
stopping the activity if the animals show distress and keeping the playing time
within healthy boundaries.

2https://www.oculus.com/en-us,/rift/
Shttps://www.microsoft.com/microsoft-hololens/en-us
4http:/ /www.virtuix.com/
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Figure 4.8: Human using the Virtuix
Omni platform (image courtesy of Vir-
tuix).

Figure 4.7: Tiger playing with giant plastic
ball (image courtesy of Boomer Ball).

4.6 Conclusions

This paper describes the development of a tracking system for cats, humans and
objects for indoor playful experiences, based on the analysis of depth information
captured with a Microsoft Kinect® sensor placed top-down on the ceiling. The
depth-based tracking system is capable of detecting a cat’s location, body posture
and orientation. It can also track humans and physical objects moving inside the
tracking area.

Our immediate future work will be the integration of the three tracking modes
into a single tracker. We are also working on improving the accuracy of the cat
tracker by including temporal information from previous frames as well as studying
its performance using different classification algorithms. After this, we will focus
on the detection of human orientation, postures and gestures from a top-down
point of view. This would allow us to create an intelligent playful environment in
which the digital devices controlled by the system respond to the interactions of
both humans and animals, attending to the contextual information of their bodies.
We will also explore how this tracking system could be adapted to working with
other pets, such as dogs, and zoo animals, such as orangutans.

We have also outlined future research directions in the area of playful environ-
ments for outdoor scenarios as well as for animals beyond pets. On one hand,
we propose to explore outdoor tracking systems using drones and computer vision
algorithms for different purposes, such as creating playful outdoor activities or
learning animals’ behaviors in open spaces. On the other hand, we believe that
mixed-reality games for animals in restricted environments such as zoos could
provide benefits for both animals and humans. On the human side, these games
could play an educational role to raise awareness of the importance of wildlife
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preservation, as well as introducing more amusing ways of cognitive or physical
rehabilitation. On the animals’ side, these playful experiences would improve their
wellbeing by introducing new forms of mental and physical stimulation adapted
to each animal’s context and preferences.

Acknowledgments

Work supported by the Spanish Ministry of Economy and Competitiveness and
funded by the EDRF-FEDER, (TIN2014-60077-R). The work of Patricia Pons has
been supported by a national grant from the Spanish MECD (FPU13/03831).
Alejandro Catald also received support from a VALi+d fellowship from the GVA
(APOSTD/2013/013). Special thanks to our cat participants, their owners, and
our feline caretakers and therapists.



Chapter 5

Towards Future Interactive
Intelligent Systems for
Animals: Study and
Recognition of Embodied
Interactions

Patricia Pons', Javier Jaen', Alejandro Catala?

1ISST Group, Department of Computer Systems and Computation (DSIC),
Universitat Politécnica de Valéncia, Valencia, Spain

2Human Media Interaction, University of Twente,
Enschede, The Netherlands

Published in Proceedings of the 22nd International Conference on Intelligent User Interfaces,
pp. 389-400, ACM (2017). doi:10.1145/3025171.3025175

Abstract

User-centered design applied to non-human animals is showing to be a promising
research line known as Animal Computer Interaction (ACI), aimed at improving
animals’ wellbeing using technology. Within this research line, intelligent systems
for animal entertainment could have remarkable benefits for their mental and
physical wellbeing, while providing new ways of communication and amusement
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between humans and animals. In order to create user-centered interactive intel-
ligent systems for animals, we first need to understand how they spontaneously
interact with technology, and develop suitable mechanisms to adapt to the animals’
observed interactions and preferences. Therefore, this paper describes a pioneer
study on cats’ preferences and behaviors with different technological devices. It
also presents the design and evaluation of a promising depth-based tracking sys-
tem for the detection of cats’ body parts and postures. The contributions of this
work lay foundations towards providing a framework for the development of future
intelligent systems for animal entertainment.

5.1 Introduction

Interactive systems for entertainment and games have brought countless bene-
fits to human wellbeing in a wide variety of scenarios [85, 210, 237, 301], and
the incorporation of intelligent features into these systems has been observed to
strengthen their advantages and improve the user experience [63, 309, 318]. In-
teractive and adaptive playful experiences could have benefits not only for human
beings, but also for non-human animals - to which we will refer from now on in
this manuscript just as animals for the sake of clarity and simplification. Ani-
mals coexist with our technologically filled environments, and both domestic and
non-domestic animals show interest in our human-centric entertainment devices,
such as televisions, tablets and smartphones [113, 297, 352]. However, due to both
their different physical features and mental processes [197], current technologies
or interaction mechanisms might not be suitable for them if the design does not
take into account their capabilities. For example, interaction mechanisms that
may seem natural to us, such as direct touch finger manipulation, tend not to be
applicable to some animal species, e.g. birds or dogs. Following a user-centered
perspective, the currently growing research field of Animal Computer Interaction
(ACT) [173, 174, 222] considers animals as target users of digital systems and aims
to design and develop suitable animal-centered technology. One of ACI’s main
goals is to improve animals’ wellbeing and capacities by adapting technology to
them, in the same way that HCI has improved humans’ wellbeing by adapting
technology to address human needs: monitoring systems could help in the detec-
tion of changes in behavioral patterns and early detection of illnesses [214], remote
communication systems based on wearables and gesture detection could ease the
task of Search and Rescue Dogs [30], and specifically designed devices could help
medical assistance dogs to alert emergency services when their owner is at risk
[280].

A very promising area of research within ACI focuses on improving animals’
wellbeing by means of playful technology [17, 78, 258, 351, 363]. Play is one of
the most natural behaviors among all species [131], and it is especially important
for non-human animals. It teaches them behaviors they need to acquire in their
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adult life. It also helps to keep their minds and bodies active, reduces stress and
could be an indicator of well-being [258, 363]. At the present time there is a lack
of diverse and complete games for domestic animals, as these have not evolved
very much from the throw-and-catch interactions for dogs, or chasing interactions
for cats and their toys. Not only pets, but also animals in shelters or zoos need
enrichment activities to ensure their wellbeing [240, 342]. Although there are a
few proposals, such as electronic ball throwers for dogs or initiatives such as Apps
for Apes [10] which allows orangutans to play games on tablets, they present some
drawbacks. Firstly, the dynamics and interactive elements of the game do not
change based on the animal’s context and, secondly, when the animals are left
alone they are unable to play with the technological elements. Given that animals
need both personalized physical and mental stimulation [198, 347], single-toy, non-
adaptive and always human-mediated playful technology might not offer them all
the enrichment they need.

In order to cater these needs, intelligent systems for animal entertainment would
be a very promising way of providing new forms of mental and physical stimula-
tion [254, 258] as well as allowing animals to play by themselves, without requiring
a human to be present providing the technology. These interactive playful envi-
ronments could be comprised of multiple devices in order to provide multimodal
interactions and suit the needs of different animal species or even individuals within
the same species. As animals mostly rely on body language to express themselves,
the system could analyze the behavior of the animal and then manage those de-
vices to automatically adapt their responses to the animals’ embodied interactions.
This is usually what happens when for example a human is playing with her pet,
i.e., she observes the dog’s wagging tail and crouched position and interprets it
is time to throw the ball. In this way, engaging and innovative playful scenarios
could be created, which foster both mental and physical activity and improve the
animals’ wellbeing in several ways. For example, a digital game could consider
the position of an animal and its body posture in order to adapt the content of
the game to the behavior of the animal, e.g. if the animal is overexcited or tired,
the game speed could be slowed down, whereas if he gets bored, the system could
introduce new elements into the game to keep his attention. In addition, humans
could now intervene in these playful activities as participants, even remotely, and
not just as providers of the activity.

With the foregoing in mind, one of the first steps to develop suitable intelli-
gent environments for animal entertainment would be to understand how our end-
users, the animals, spontaneously interact with different technological stimuli and
behave with computer-mediated systems. This acquired knowledge would allow
the appropriate metaphors and artifacts to be selected when developing engaging
animal-centered interactions. The study of animals’ playful interactions with tech-
nology would also help us to design suitable mechanisms to unobtrusively extract
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contextual information so that intelligent systems could adapt their responses to
the animals’ interactions and preferences.

This work is a first step in this direction and proposes, to the best of our knowl-
edge, the first observational study which analyzes the interactions and preferences
of cats towards different technological artifacts. In this respect, we discuss how the
proposed technologies could be used effectively in future intelligent environments
for cats depending on the observed interactions and preferences. In light of the
observations, we also present the development and evaluation of a promising track-
ing system for the detection of the observed cats’ interactions within intelligent
playful environments. This is the first non-wearable tracking system capable of
detecting cats’ postures, body parts, location and orientation using depth-based
information. Overall, the results presented in this paper would provide very valu-
able foundations to inform the development of suitable intelligent environments
for animal enrichment.

5.2 Related Works

5.2.1 Technologically Mediated Playful Systems for Animals

Even before the field of ACI emerged, there have been several works studying
playful technological interventions for animals.

An exploratory study with dogs has been conducted in order to study the nature
of dog-tablet interactions with several pre-existing tablet-based games for animals
[15, 16, 17]. Results report that some dogs showed distress signs, reinforcing
the idea that adaptive user-centered designed games which really support the
animals’ preferences are required. In this regard, there are several studies focused
on specifically designed tablet-based games for cats. Cat Cat Revolution [224] is
a digital game for iPad which shows an animated mouse moving across the screen
the cat has to catch. The digital mouse can move randomly across the display,
or can also be controlled by a human. Felino [351, 352] is an interspecies game
designed using ACI principles. The game allows a human and a cat to play together
catching elements which appear on a shared tablet screen. The human can adapt
the game to the cat’s reactions and preferences. However, these works focus on
just one single game and interaction modality, and the human is responsible for
the adaptation of the game’s responses and features.

There have been several studies with non-domestic animal species which provide
several interaction modalities and devices in order to evaluate the animals’ spon-
taneous interactions and preferences with them. On one hand, specific devices for
elephants, such as different types of buttons and activators, are being developed
and evaluated [75, 79]. The goal is to select which mechanisms are preferred by
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the elephants to control playful features that will later on be introduced into their
environment. Playful interactions with orangutans have also been studied. One of
the enrichment solutions used in zoos has been the use of tablet-based games that
researchers or caretakers have to hold towards the animals’ enclosure [10]. The use
of touchscreens inside the enclosure has also been evaluated [240, 361]. Another
solution has been the design of specific tangible devices which make use of already
known metaphors by the orangutans, such as poking with sticks [142] or moving
objects [247], to produce sounds. However, within these works the human needs
to provide and/or take care of the technology and therefore animals cannot play
when they are left alone. And again, most of the provided devices do not account
for autonomous personalization and adaptation features.

Wirman [364] states that the study of animals’ playful interactions with familiar
objects could inform the design of playful and intuitive mappings to technological
objects. In our proposed observational study, we will analyze cats’ intuitive and
spontaneous behaviors with different technological artifacts that could be part of a
playful experience. This will inform the design of an intelligent playful system that
would adapt the reactions of its artifacts to the animals’ intuitive interactions.

To enable the system to autonomously adapt to the animals’ interactions, we
also need to define ways of extracting information from the animals’ observed body
language which gives us context on their intended behaviors. The next section
will therefore analyze current technology for animals’ body posture and behavior
identification.

5.2.2 Animals’ Behavior and Posture Recognition

Most of the works on animals’ behavior recognition rely on wearable sensors to
gather information about the animals’ postures and movements, which are then
processed using machine learning techniques. Canine Amusement and Training
[359] is a training system for dogs consisting of IR emitters attached to the dog’s
harness, and a Wiimote’s IR camera placed on the ceiling. The system detects
the location and posture of the animal by tracking the IR emissions of the harness
using the Wiimote. Another work has studied the recognition of motion-based dog
gestures — sit, spin, roll, jump, etc. — using a three-axis accelerometer attached to
the front of a service dog harness [328]. More recently, they have studied the use
of a dog collar with an accelerometer and gyroscope for the recognition of head
gestures on dogs [329]. In [158], dogs wear a tri-axial accelerometer on the collar
and, after being trained with a kNN classifier, the system is able to differentiate
between 14 activities and 2 postures. The work in [30] uses a similar approach by
placing more sensors along the dog’s harness and then applying machine learning
techniques to recognize up to five static postures and three dynamic behaviors.
They have also compared the performance of the classification algorithm using
supervised against unsupervised classification methods [360].
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However, playful scenarios require more freedom of movement and some ani-
mals might not feel comfortable wearing new devices that could somehow limit
their spontaneity. Although there are a few examples of non-wearable systems for
animals’ behavior recognition [148, 164, 323], these systems are only capable of
detecting the location of the animal but no postures nor body parts are detected.
In this paper, and after observing how cats intuitively interact with different tech-
nological elements, we will describe the design, implementation and evaluation of
a non-wearable system capable of recognizing cats’ postures, body parts, location
and orientation during a playful activity.

5.3 Playful Interactions with Technology

There is growing interest in studying animals’ playful interactions with technology
within the ACI community. In order to design user-centered systems which respond
to the animals’ interactions in an appropriate manner, first we need to study
how animals spontaneously interact with technology. Moreover, there are many
different technological devices and interaction modalities that could be part of an
interactive environment for animals. Depending on the species, the interest of
the animal in a specific stimulus/device might change. In addition, the animals’
personalities could also have an impact in these preferences [24, 239, 314]. For
these reasons, intelligent systems would be of extreme value in order to gather the
context of the interactive experience and adapt to it, i.e., learn what the animal
preferences are and adapt to its interactions in a suitable way.

In order to evaluate which factors could affect these interactions, which devices
would initially be more suitable, which are the observed interactions and how the
system could adapt to them, an observational study has been conducted in order
to evaluate cats’ interest in different kinds of technologically-based stimuli and
interaction modalities [253]. This section will describe in detail the conducted
behavioral study, the activities and interactions that cats performed with different
types of technological devices, an in depth discussion of identified cats’ spontaneous
reactions and interactions, and potential factors affecting the interaction. The cat
species has been selected due to the lack of technological suitable solutions for
them, however the methodology could be applied to study other animal species.

5.3.1 Observational Study

Subjects

Seven different cats participated in this study: 4 kittens of ages ranging from 2 to
4 months and 3 adults of ages from 2 to 5 years old. The cats were brought to the
study by private pet owners and some also came from a local shelter. The humans
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accompanying them were thus either their owners or their caretakers. All of the
cats were used to socializing with human-beings as well as with other animals.
All of them were once stray cats: four of them were adopted by their current
owners during the first six months of their lives, two are currently being cared for
in private houses and one was adopted after stays in seven different caretakers’
houses.

Technologically-based Stimuli and Interaction Modalities

In order to assess cats’ interest and spontaneous interactions with different techno-
logical elements, a list of potential appealing stimuli of different types was defined.
This decision process was discussed with experts in feline behavior and caretakers
in order to assess which stimuli (and technological devices) would potentially be
the most attractive ones for the animals. The first decision was to select which
senses would be stimulated, i.e., sight, hearing, smell, taste or touch. For cats,
sight and touch were the stimuli that both researchers and experts decided to in-
corporate into the first iteration of the study. Then, several technological solutions
capable of providing each of the proposed stimuli were outlined.

Sight and touch are interrelated factors when it comes to selecting a technological
device that addresses them. For example, a visual stimulus can be implemented
by a digital or a tangible object that is able to move around. Regardless of its
nature, an object can describe a trajectory in many different ways when it moves.
Thus, features such as the intensity, duration and length of an object’s movements
could make a difference in the cats’ perception and interest: when cats chase their
prey or play using chasing behaviors they sometimes require fast and energetic
movements of the prey/toy to jump towards it, while sometimes slight movements
of a toy/hand cause them to approach the object and touch it curiously. An
intelligent system should be able to replicate these interactions if they are detected
as engaging for the cat. Two movement dimensions were therefore considered: in-
place movements, i.e. slight, sudden movements of an object, and long distance
movements, i.e. long and fast movements which encourage chasing.

Equipment

The room in which the study took place was 11.80 m long and 7.20 m wide, with
a play area of 180 centimeters long and 200 centimeters wide of white cardboard
placed on the floor. However, the cats could explore the room freely and walk
away from the activity at any time in order to ensure their comfort and wellbeing.
A Microsoft Kinect® sensor was used to record video streams of depth and color
information from the cat’s movements during the sessions. This information was
later analyzed to identify play dynamics as well as common cat body postures
during play, as will be explained later on in this paper. The sensor was placed
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on the ceiling, facing down, at a height of 250 cm in the center of the projection
area, so depth and color streams from the defined play area could be recorded (see
Figure 5.1).
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Figure 5.1: Set-up of the observational study: play area and location of the projector
and depth sensor.

For the digital stimuli, a projector was used to display images on the floor of
the play area (see Figure 5.1). The projector was fixed to the ceiling at a height
of 260 cm. The supporting structure allowed the projector to tilt at an angle of
60 degrees. The projector applied keystone correction to the displayed images to
rectify the tilt angle. The projected images were 180 cm x 200 cm, and covered
the entire play area. The projected elements were in the form of cartoonish mice.
The size and color of the digital mice as well as the background color of the image
were adapted and pre-tested with two cats during preliminary sessions to ensure
that the cats were able to see them. After testing with different prototypes, the
final version consisted of yellow mice of approximately 5 cm x 5 cm on a black
background.

Two small robots were used for the tangible stimuli: a Sphero® (see Figure 5.2,
Left) and a Parrot® Jumping Sumo with a tangible toy attached (see Figure 5.2,
Right). The first robot, Sphero, is an electronic ball which can be controlled via
Bluetooth through an Android or iPad application. It also glows and its colors and
brightness can be changed. Sphero’s size, movement speed and luminosity make it
a viable option to capture a cat’s attention. The second robot, the Parrot Jumping
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Sumo, is not much bigger than Sphero but has wheels and does not resemble an
object the cats would be familiar with. It was selected because of the smoothness
and agility of its movements as well as its physical features: it has a retractable
piece on its back which allows a tangible cat toy to be attached to it, which could
make the device look more friendly or familiar. It can also be controlled through
an Android or iPad application via Wi-Fi. Both robots incorporated predefined
movements which varied in intensity and length: some of these were gentle and
strictly in-place, while others were energetic and entailed movement of the robot
a few centimeters. These predefined movements were included to study the type
of movements with tangible objects that could be potentially interesting for cats.
Both robots can be programmed through an SDK, which would allow them to
automatically move around the play area in future development stages of playful
scenarios for animals.

Figure 5.2: Sphero (left) and Jumping Sumo (right), the two robots used in the study.

Procedure

The study took place in a room in which the cat participants had not been pre-
viously. It was expected that the new environment would cause some distractions
during the experiment. However, it was not feasible to conduct this study at the
shelter nor at the cat owners’ house due to the set-up requirements. The cats
were given some time at the beginning of the session in which no technology was
activated and they could explore, recognize and mark the room. During the study
the cats could move and explore freely, and they could leave the interaction area
whenever they wanted to. If a cat showed boredom or frustration the activity
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was stopped and the caretaker or owner provided the cat with either a reward or
played with him and its favorite traditional toy. Ethical guidelines for ACI studies
were considered [175, 325].

During the session, at least one feline caretaker or therapist was present, who
helped to interpret the cats’ reactions, behaviors and preferences for each stim-
ulus. All the activities were presented to each of the subjects. The duration of
each activity varied according to the interest of the cat. During each activity, the
corresponding stimulus was triggered repeatedly for a certain time using a Wizard
of Oz approach: a researcher was controlling the technology in order to simulate
the reactions of an intelligent system when the animal interacts, following rec-
ommendations from the feline expert. Observational feedback was gathered from
each activity and subject. The total duration of each session was around one hour.
A camera with both depth and color sensors pointing down from the ceiling was
used to record the cat’s movements and body gestures during play.

Activities

e Activity 1: In-place movements with a single digital mouse. A single dig-
ital mouse was projected onto the ground performing in-place movements
consisting on slight, sudden movements around its original position.

o Activity 2: In-place movements with multiple digital mice. Several mice
were projected as it was suggested that the number of digital elements could
affect the interest of the animals: some animals might be interested in the
game with only one digital mouse, while others might require more elements
to attract their attention.

e Activity 3: Long distance movements with a single digital mouse. In this
activity, the researcher controlled the digital mouse and adapted the long
distance movements to the cat’s reactions in order to simulate a real chase:
moving the mouse towards or away from the cat and performing long move-
ments far away from the cat.

e Activity 4: Long distance movements with multiple digital mice. In this
activity, the digital mice were programmed to perform predefined movements
in the form of sinusoidal paths with random length and starting points. The
number of mice did not change during the activity. Each mouse started a
new movement from the final point of the last movement it performed so
that the mice did not disappear of the screen during the activity (see Figure
5.3).

e Activity 5: In-place movements with Sphero. Sphero robot controlled by
the researcher, performing different predefined in-place movements (rotation,
jumping, etc.).
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e Activity 6: In-place movements with Jumping Sumo. Jumping Sumo robot
controlled by the researcher, performing different predefined in-place move-
ments (rotation, turning around, spinning, etc.).

e Activity 7: Long distance movements with Sphero. Sphero robot controlled
by the researcher, performing long distance movements around the play area,
varying in intensity, length and path according to the cat’s reactions and
following the instructions of the caretakers.

o Activity 8: Long distance movements with Jumping Sumo. Same mechanism
as in Activity 7.

Figure 5.3: Different paths of the mice in Activity 4.

5.3.2 Results and Discussion

Although cats’ reactions and interactions were very different between individuals,
several similarities could be found especially when the animals engaged into playful
interactions with a specific technology. The results outlined in this section could
be used as initial rules an intelligent system could follow to start an appropriate
interaction depending on the characteristics of the animal user, such as age, size
and initial attempts to approach the technology.

In light of the observations, the cats’ age and size seemed to have influenced
their preferences. The adult cats did not show any refusing behavior towards any
of the tangible stimuli. However, three of the four kittens were insecure during
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their first attempts with the tangible stimuli, and finally the three of them played
to a greater or lesser extent with the smaller of the two robots, Sphero (see Figure
5.4), while they practically refused to play with the bigger one. The size of these
robots could have prevented the kittens from considering them a prey or even a
toy, and they only ended up feeling comfortable with the smaller robot. It could
be so because this robot, Sphero, is in the shape of an electronic ball, and kittens
may be used to playing with a real one. Only one of the four kittens played
almost immediately and with the same interest with the two robots, and this was
presumably caused by the inherent curious personality of this specific cat, as it
was the smallest of the four kittens and its size was likely to prevent him from
playing with this kind of elements. In general, smaller tangible elements should
be used for small cats, as these devices/artifacts must resemble a real prey the cat
would want to catch.

Figure 5.4: Two kittens playing with a Sphero®.

During the study, the adult cats showed more interest in tangible visual stimuli
than in digital ones. Age might not be a determinant factor in this case, as differ-
ent preferences between tangible and visual stimuli were observed in the kittens.
However, it was observed that the novelty factor of the digital stimuli may have
affected the interaction of some of the animals. Adult cats are used to playing
with laser pointers, and the visual digital stimuli used in this study might remind
them of traditional laser pointer games. Consequently, the novelty of the tan-
gible robots might have affected the degree of interest of these cats in favor of
the tangible stimuli. This shows that incorporating several technological elements
might help in keeping the animals’ interested. If the system detects the cat is not
interested in a specific device, it could change to a completely different artifact
(technology or interaction modality). Moreover, the system’s ability of changing
the behavior of the artifacts over time might play a very important role in main-
taining the novelty factor. In addition, as experts do not recommend laser pointer
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games, the visual digital stimuli included in this observational study should in the
future be accompanied by other kind of stimuli and/or rewards to complement the
activity and avoid the cat’s frustration for not being able to catch the light. Re-
garding the tangible stimuli, it was observed that incorporating familiar elements,
such as a common cat toy (see Figure 5.2, Right), to a robot’s physical structure
increased the interest of the cats in the stimulus, and the interactions with this
robot were focused on catching the toy rather than touching the physical structure
of the robot.

The familiarization factor should also be considered when introducing new ele-
ments into an animal’s environment. Some cats might need more time to familiar-
ize themselves with new stimuli and elements in order to show the same interest in
it, unlike other cats who quickly start the interaction. It appears from the obser-
vations that this was not an age-related factor. Two of the kittens immediately or
almost immediately showed interest in some of the tangible and digital interaction
modalities, while the other two did not show any interest in the digital stimuli. It
also took them some time to get used to one of the tangible stimuli, which they
eventually played with. This should be considered by the system when starting the
interaction. For example, if the body language of the animal indicates uncertainty
or shyness, e.g., the animal approaches the device slowly or does not approach,
the reactions of the technological artifacts should be smoothed to accommodate
to the animals’ familiarization pace.

The ability of the cats to keep eye contact with the source of the stimuli was
observed to be affecting their interest in the activities with digital elements. When
the cats were playing by chasing the digital mouse controlled by the researcher
(Activity 3), they eventually jumped or tried to chase the mouse. This caused
them to lose eye contact with their digital prey, which had been moved to another
place, and the cats were seen to be looking around for it. In this case, the researcher
could control the movements of the digital mouse, and placed it in a visible location
for the cat to maintain its attention. However, if the system was autonomous, the
lack of information on the cat’s position and orientation, i.e. the cat’s current
field of view, would force the mouse to move randomly across the play area. This
simple behavior would make the cat lose interest in the game or get annoyed. On
one hand, the inability to quickly locate the mouse might frustrate them and, on
the other, if the chase does not evolve intelligently and imitates a real chase, the
animal would get used to the activity very soon and lose interest. The same would
eventually happen with tangible stimuli if the robots were controlled randomly by
the system. Effective mechanisms which consider the animals’ location and visual
range should be developed with the aim of informing the evolution of the stimuli,
keeping the animals interest on the game and guaranteeing their welfare.

An interesting behavior was observed during the activities with visual stimuli.
As expected, the cats behaved with these stimuli as they would do in a real chase.
It is known that cats do not just run after their prey. They are very patient
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hunters, and usually sit or lie on the ground, waiting for the right moment to
catch the prey. For instance, the cat sometimes lay on the ground, ready to start
running, but waited until the mouse or robot moved towards him and then jumped
at it. Other times, the robot or mouse moved away from the cat fast, causing
the animal to run after it. During the activities with the single mouse or the
tangible robots, a researcher was controlling the movements of the objects, and a
professional caretaker was giving instructions on how to perform these movements
in order to gain the cats’ attention. This created realistic and amusing chasing
scenarios for the cat, which might not have been the same if the visual stimuli had
been performing random movements instead of adapting to the cat’s reactions.
In addition, sometimes the cat lost sight of the digital mouse, which moved very
fast or ended up behind the cat. In these situations, the researcher noticed the
cat’s confusion and moved the mouse into its field of view. As before, this would
have been impossible if the mouse movements had been randomized. Therefore,
if future playful environments for animals are aiming to be autonomous without
requiring human presence for the animal to play, they should find an intelligent
way to manage these scenarios. The following section will outline a promising
solution for creating intelligent, autonomous and engaging playful environments
which adapt themselves to the cats’ interactions.

5.4 Behavior Recognition Using Depth-based
Tracking

As previously discussed in the observational study, animals adopt characteristic
postures and behaviors during playful activities which will be useful to identify
and detect. When humans interact with an animal, either using a traditional
toy or a technological device as mediator of the interaction, the body language of
the animal and the aforementioned observed behaviors give a hint of what to do
next to foster the animal’s playful interaction or to understand that the animal
is not interested in the activity anymore. Intelligent environments must be able
to extract this contextual information and use it to evolve the game and create
adaptive playful scenarios. Some of these postures observed during the sessions
conducted with cats are described in Table 5.1.

These behaviors and postures of the animals during a playful activity are a very
valuable source of information for the evolution of the game, e.g., if the cat is ob-
served in a hunting position, the technological stimuli could be moved towards the
animal in order to trigger an engaging chasing behavior. Being able to automat-
ically recognize those behaviors and postures would provide suitable contextual
information required for the development of intelligent interactive games which
could run without requiring human supervision, autonomously adapting to the
animals’ interactions. Moreover, the automatic detection of the cat’s orientation
would allow enriching playful activities to be created in which the technological
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Table 5.1: Different cats’ postures observed during playful activities.

Postures ‘ Description
Standing The cat is standing on its four legs, head slightly higher than the body
Walking The cat is standing, head slightly bent forward and legs moving forward
Sitting The cat is sitting on its rear legs, without bending its front legs
Semi-sitting The cat is sitting on its rear legs but bending towards the front
Turning The head of the cat and its front part of the body are curving towards one side
Jumping The cat jumps on its back legs, head and front paws up, all body extended vertically
Hunting The cat bends towards the ground in an alert position
Lying down The cat lies on the ground on one side or on their paws

artifacts could use the cat’s area of interest as the region on which to deploy the
necessary stimuli to attract and maintain its attention. Determining the cat’s field
of vision at any given time, combined with the cat’s body posture and location will
allow us to create engaging and realistic activities. It will also solve the problems
described in the last section regarding the evolution and adaptation of the activity
in order to maintain the animal’s interest in the stimuli. As the system is envi-
sioned for playful interactive scenarios, non-wearable tracking systems would offer
more freedom of movement to the animals without affecting their spontaneous
interactions.

This section will therefore describe the design and development of a non-wearable
tracking mechanism capable of recognizing basic cats’ postures during playful ac-
tivities, as well as their orientation and location within the tracked area. A pro-
totype of the system was initially validated [257] to demonstrate its feasibility.
Therefore, this section will describe the design, experimental procedure and de-
tailed performance evaluation for the development of a tracking system for cats
capable of differentiating between different postures and body parts using both
supervised or knowledge-based classification mechanisms.

5.4.1 System Description

The tracking system has been developed using C#, Microsoft Kinect® SDK 1.8,
and EmguCV, an OpenCV framework for .NET systems which has been used for
image processing. During the sessions, a Microsoft Kinect® v1.0 sensor was used
as described in Figure 5.1 to record the cats’ movements and behaviors during
the activities. The camera and depth sensor provided an aerial view of the play
area (see Figure 5.5). The Microsoft Kinect® v1.0 sensor provides both color
(see Figure 5.5a) and depth streams (see Figure 5.5b). The tracking system will
only use depth information as input, so the color streams are discarded. FEach
depth frame provides, for each pixel, the distance in millimeters from the camera
plane to the nearest object in that particular pixel (see Figure 5.5b). Relying on
depth information allows not only to differentiate between different body parts
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of an animal within the image, as could be done by computer vision methods,
but also to exploit information about the location and depth of those body parts.
In this way, an implicit 3D representation of the animals’ body can be elicited.
This provides a lot more information to differentiate between postures in which
analysis of 2D images would not be conclusive. Moreover, these implicit 3D models
of postures could be used to construct behavior models, ethograms, or activity
recognition systems if temporal information and machine learning methods are
also used. In the obtained depth images, the contours of the cats can be clearly
observed as their depth values are greater than the floor’s depth, which is constant.
Instead, the depth pixels of a cat vary along its body, allowing a human eye to
differentiate between the different parts of the cat’s body just by looking at the
depth frame. In the same way, different cat postures can be observed to generate
different cat contours in the processed depth frames. For example, the cat’s depth
stream contour when sitting showed a smaller, square-shaped bounding rectangle
(see Figure 5.5d, cat on the bottom of the image), while the depth stream when
standing or walking showed a larger and rectangular-shaped bounding rectangle
(see Figure 5.5d, cat on the top of the image).

The first processing step of the algorithm consists of extracting the cat’s pixels
from the depth frame (see Figure 5.5b). In the current implementation of the
algorithm, which has been tested with prerecorded data, background segmentation
has been done by simply discarding from the image those pixels corresponding
to the ground, as the sensor was placed in a fixed position during the sessions
and therefore the distance to the floor was known (see Figure 5.5¢). However,
this approach can unintentionally remove the cats’ tail (as observed in Figure
5.5¢, cat on the lower-right corner of the image), which in some cases could be
a source of valuable information when creating richer posture descriptors. Thus,
more elaborated approaches for background segmentation should be incorporated

L Background Detect Extract Calculate
segmentation contours clusters orientation vector

Figure 5.5: Process of extracting the cat’s orientation and body parts: (a) color frame
(b) depth frame, (c) background segmentation, (d) cat contours, (e) clusters for head,
body and tail, (f) orientation vector.
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in order to overcome this current limitation and to allow for more flexible set-up
conditions. With the floor removed from the image, computer vision algorithms
are applied to the depth image in order to extract the cats’ contours, which now
appear as grey-scale blobs on the image (see Figure 5.5d). In this step, a cat’s
location within the tracked area can be determined by using the centroid of the
extracted contours as a 2D coordinate. Each detected contour is then processed
by a k-means clustering algorithm, which groups the pixels by their depth value
and relative position (see Figure 5.5e): pixels of similar depth which are located
together in the image would be grouped together within the same cluster. The
number of clusters was set to three in order to divide the cat’s contour into the three
most noticeable parts of the cat’s body, i.e. head, body and tail. The following
step of the tracking system would be the recognition of the cats’ postures and body
parts. For this purpose, the obtained clusters of each cat have to be classified into
either head, body or tail. Once the head is detected, its position in relation to the
body/tail clusters allows an orientation vector to be defined, from the center of
the body /tail cluster to the center of the head cluster (see Figure 5.5f), roughly
estimating the cat’s field of view. Moreover, not only the cats’ body parts can be
detected but also different body postures can be identified. Figure 5.6 shows six of
the eight cats’ postures described in Table 5.1 and their corresponding clustered
image, i.e., with the cat’s head, body and tail differentiated after running the
k-means clustering algorithm over the depth data.

Figure 5.6: Color, depth and clustered frames for different cats’ postures (a) standing
(b) walking (c) sitting (d) semi-sitting (e) turning (f) jumping.
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5.4.2 System Evaluation

The process of matching cats’ body parts to clusters and obtaining the posture
of the animal can be performed in two different ways. On one hand, supervised
training could be used to apply machine learning classifiers for the detection of
different body postures and recognition of the cat’s body parts. On the other
hand, we could use a knowledge-based approach and classify the body parts and
postures attending to the observed data set. Here we present an initial evaluation
of both approaches for the classification of the cat’s body parts into head, body
and tail, as well as the identification of the following postures: standing, walking,
sitting, semi-sitting, turning and jumping.

Supervised learning classifiers have been used for two different tasks. Firstly, to
recognize both the cats’ body parts, i.e., classify the detected clusters into head,
body and tail, and secondly, to classify the cats’ body postures. These two tasks
have been evaluated independently. For the classification of cats’ body parts, the
labeled dataset contained a total of 4266 feature vectors. Each feature vector
described a cat’s body part, having three classes, i.e. head, body and tail, and
therefore with 1422 feature vectors of each class. A feature vector describing a
cat’s body part was defined with the following features: width and height of the
cat’s contour, average depth, number of pixels and shape descriptors (second order
moments and Hu invariant moments). Table 5.2 shows the accuracy results of a
decision tree and a rule induction classifier using simple split validation (70% of
the data set used for training, stratified sampling). The rule induction classifier
obtained better average performance, however the decision tree showed higher ac-
curacy rates for the head and tail clusters. Both showed promising results and
would allow to estimate the cat’s orientation as for this it is only required to reli-
ably classify the head and one of the two other body parts. For the classification
of cats’ body postures, 1422 manually labeled feature vectors were used. Each
feature vector described a cat’s posture, containing the following features: width
and height of the cat’s contour, clusters basic info (centroid, average depth, and
number of pixels), distance between head to body centroids, distance between
tail and body centroids, distance between head and tail centroids, angle between
the vectors from body to tail and from body to head, depth differences between
clusters (head and body, head and tail, body and tail), with a total of 21 fea-
tures. Table 5.3 shows the accuracy results of a decision tree and a rule induction
classifier using k-fold cross-validation (100 validations, stratified sampling) when
classifying the aforementioned postures. Both classifiers performed relatively well,
although accuracy rates vary among postures. However, the rule induction classi-
fier performed better for almost all of the considered postures except for turning.

Supervised learning requires labeling the data, which is a time consuming task
that not all users would be willing to perform. For example, it would be unrea-
sonable to ask a cat owner to first train the system by labelling the data of her
own cat. In order to allow the system to easily adapt to cats of different breeds,
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Table 5.2: Classification of cats’ body parts using a supervised approach.

Body Parts | Decision Tree Rule Induction

Head 96.64% 84.63%
Body 46.69% 74.70%
Tail 89.93% 81.18%
Average 61.58% 82.20%

Table 5.3: Classification of cats’ body postures using a supervised approach.

Postures ‘ Decision Tree Rule Induction

Standing 72.62% 85.41%
Walking 75.12% 77.19%
Sitting 89.77% 92.90%
Semi-sitting 81.15% 84.78%
Turning 81.40% 80.19%
Jumping 92.31% 94.71%
Average 79.56% 85.50%

sizes and physical characteristics, it would be very beneficial if the tasks of label-
ing, training and deploying the model could be eased. Knowledge-based models
have already been considered in several works [167, 360] when the costs for the
preparation of datasets and training required in supervised learning are not feasi-
ble. Therefore, an exploratory study on the accuracy of the tracking system using
knowledge-based classification has been conducted in order to assess the suitabil-
ity of such an approach. First of all, an observational analysis on a sample of the
recordings and their corresponding clustered images was conducted. As opposed
to the supervised approach in which the classification of postures and body parts
could be independent, within the knowledge-based approach the identification of
each cluster depends on the posture being analyzed, and vice versa. For exam-
ple, in some postures their clusters’ characteristics were distinctive enough from

Table 5.4: Classification of cats’ body parts and postures using a knowledge-based
approach.

Postures ‘ Posture Accuracy Body Parts Accuracy
Sitting/semi-sitting 84% 99%
Walking/Standing 49.5% 74.5%

Jumping 69% 92.5%

Turning 53% 1%
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other postures and hence facilitated the classification, e.g., the average depth of
the head’s cluster is higher than in any other posture. In addition, the knowledge-
based algorithm will not differentiate between walking and standing positions, nor
between sitting and semi-sitting, as the differences between these postures are very
subtle and better understood by existing machine learning algorithms. After the
analysis, a customized decision tree algorithm was implemented which considered
the following parameters: dimensions of the cat’s contour, number of pixels for
each cluster and average depth for each cluster. The decisions on the tree are
made in terms of the observed average values for each feature on the data used
for the analysis, allowing a threshold for the variance of each of these values. This
classification algorithm has been evaluated for the sitting/semi-sitting, walking/-
standing, jumping and turning postures, as well as for classifying the different
clusters in each posture into head, body and tail. Table 5.4 shows the result of
the accuracy analysis of the knowledge-based approach conducted by extracting
200 random frames of each posture from the data set. Each of these frames was
processed offline by the tracker and the knowledge-based classification algorithm.
Regarding the posture, the results indicate the percentage of cases in which the
decision tree assigns the correct label for the analyzed cat’s contours. Regarding
the body parts, the results indicate the percentage of cases in which the algorithm
correctly identifies the head of the cat and its body and/or tail.

The results obtained using both supervised and knowledge-based approach are
very promising and demonstrate that reliable depth-based tracking systems for
animals can be developed for the classification of cat’s body parts and postures
within an interactive playful environment.

5.5 Conclusions and Future Work

This work has presented, to the best of our knowledge, the first observational
study on cats’ interactions and preferences towards different technological stimuli,
as well as the first non-wearable tracking system capable of detecting different
cats’ postures, body parts, orientation and location of the animal during a playful
scenario. With the promising results obtained, we are working towards the de-
velopment of a fully functional interactive intelligent system which integrates the
tracking system and the adaptation of the stimuli to the observed behaviors.

As future work, new observational studies with different devices and technologi-
cal artifacts, either off-the-shelf or specifically designed ones, should be conducted.
This would allow to assess whether different mechanisms provoke different inter-
actions and behaviors, which should be included into the repertoire an intelligent
playful environment would manage.
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Regarding the tracking system for the detection of cats’ interactions, it remains
to be studied whether just the detection of the aforementioned postures and move-
ments would be enough to create engaging playful scenarios, or whether more
postures should be detected. The detection of fine-grained interactions, such as
touching a digital projection or tangible robot, or even more subtle cues as ear
movements or tail postures, would not be feasible with the described system. Spe-
cific computer vision and machine learning algorithms should be implemented for
this purpose. In all cases, the use of more accurate depth-sensors in this kind of
tracking systems, such as the Microsoft Kinect® v2.0, would very likely improve
the recognition accuracy rates. In addition, an exhaustive evaluation of the current
system with different groups of machine learning classifiers, such as SVMs, Ran-
dom Forests or kNNs among others, would be conducted. Combinations of several
classifiers as well as feature selection mechanisms would also be considered.

The proposed approach for the detection of cats’ postures, body parts, location
and orientation could also be adapted to work with other animal species. A similar
approach could be followed when working with species with similar behavior and
anatomy, e.g. big felids, provided that the classification is adapted to the new
dimensions and features of the species. In terms of species with different behaviors
and/or anatomy, the tracking approach might change, and a prior observational
study to assess the species and individual preferences and behaviors would be
required. By conducting the presented behavioral study with cats, this paper
provides an important step towards a formal definition of a methodology for the
development of such interactive scenarios for animals. Moreover, the tracking
system would also be useful for monitoring tasks in which the system could detect
abnormal behaviors of the animals. It could also be used for training activities,
in which the system would detect whether the animal is performing the specified
posture correctly and provide a reward.

Humans should also be able to participate in this kind of playful scenarios, both
physically and remotely. In this regard, it would be essential to study mechanisms
to allow human participation in a seamless way. A similar tracking approach for
the detection of human interactions could be incorporated into the system, as
well as rules to allow natural interactions with the technological elements both
for the animal and for the human player. The detection of the technological
artifacts the system will manage could also be included as a feature of the tracking
system. Together with the detection of the animals’ posture and orientation, this
information would allow to perform more accurate reactions.

Overall, this paper has presented promising mechanisms to lay foundations for
the development of intelligent playful environments for animals, which would un-
doubtedly help to improve their wellbeing and quality of living by providing adap-
tive and stimulating interactive experiences.
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Abstract

There is growing interest in the automatic detection of animals’ behaviors and
body postures within the field of Animal Computer Interaction, and the benefits
this could bring to animal welfare, enabling remote communication, welfare as-
sessment, detection of behavioral patterns, interactive and adaptive systems, etc.
Most of the works on animals’ behavior recognition rely on wearable sensors to
gather information about the animals’ postures and movements, which are then
processed using machine learning techniques. However, non-wearable mechanisms
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such as depth-based tracking could also make use of machine learning techniques
and classifiers for the automatic detection of animals’ behavior. These systems
also offer the advantage of working in set-ups in which wearable devices would
be difficult to use. This paper presents a depth-based tracking system for the
automatic detection of animals’ postures and body parts, as well as an exhaustive
evaluation on the performance of several classification algorithms based on both a
supervised and a knowledge-based approach. The evaluation of the depth-based
tracking system and the different classifiers shows that the system proposed is
promising for advancing the research on animals’ behavior recognition within and
outside the field of Animal Computer Interaction.

6.1 Introduction

Technology is unquestionably changing our world and our lives every day. In this
ever-growing digital era, human beings are not the only ones who can make use
of technology. With an estimated 75 million households owning at least one pet
animal in Europe!, and more than 71 million pet dogs and 73 million pet cats in
USA?, animals are also a significant population coexisting with our technological
surroundings. Domestic dogs and cats have been observed using some of our
technological devices, such as smartphones or tablets, in their own way [16, 224,
351] and some zoos are also introducing touchscreens and tablet games for primate
enrichment [41]. All these animals could benefit from the technological advances we
have achieved throughout the digital revolution. However, animals have different
physical features and mental perceptions of the world, preventing them from fully
using and understanding our technology and interaction methods, which have been
designed with human requirements and characteristics in mind.

Recently, spreading research is addressing the aforementioned concerns within
the field of Animal-Computer Interaction (ACI) [173, 174]. ACI considers animals
as the target users of digital systems, and grounds on the development of computer
interfaces and digital systems specifically designed for them. Animal-centered tech-
nology could improve animal welfare and wellbeing in several scenarios: interactive
systems or devices could provide enrichment and stimulation for captive animals
in zoos [41, 79], digital and/or tangible games could foster physical activity of
animals in shelters and even entertain pets alone at home [113, 254], alleviating
stress and isolation.

In the era of computers and with the advances in computer vision and machine
learning techniques, a promising research line into ACI would be automatizing
behavior recognition on animals. Animals are not verbal communicators; instead,
they rely on body postures or sounds to express themselves. For these reasons,

Thttp: //www.fediaf.org/who-we-are/facts-and-figures.html
2http://www.petfoodinstitute.org/?page=PetPopulation
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ACIT studies are taking a big effort in developing technology for the automatic
recognition of animal behavior and body postures. The benefits this technology
could bring both to animal welfare and ACI research are countless. Firstly, it
could provide both objective measurement mechanisms and more reliable feedback
to inform the design and development of animal-centered technology. Second,
animal welfare could be evaluated using automatic behavior recognition paired
with machine learning techniques. This knowledge could be used to support the
detection of abnormal behaviors of animals, allowing early detection of illnesses
and other kind of problems which could be derived from an abnormal behavior.
Finally, body posture and behavior recognition could also be used to automatically
adapt the reactions of a system to the animals’ interactions [254, 258]. In this way,
animals could interact with systems on their own, improving animal wellbeing
when they are alone (at home, zoos, shelters, etc.).

Great advances are being done using wearable devices as a way of recognizing
animals’ body postures and activities. These works make use of the information
provided by accelerometers and gyroscopes attached to a wearable device such
as a collar or harness that the animal has to put on. The extracted raw infor-
mation from the sensors is then processed using machine learning techniques to
train different classification algorithms to recognize animals’ postures and activi-
ties. Depending on the activities and /or postures to be recognized, a wide range of
classification algorithms have been used, either as standalone algorithms or com-
bining them in a more complex learning process. However, there are animals who
are not used to wear harnesses nor other wearable devices and could find those
elements disturbing. Other animals, such as cats, have extreme agility and wide
range of movements, and wearable devices could limit their naturalness. There
are also animals to whom the use of wearable devices could pose a threat, such
as wild animals, zoo animals or protected species. In addition, while wearable
tracking systems might offer wider coverage area, they also require maintenance of
batteries and sensors and one wearable device can only track one animal at a time.
The use of non-wearable tracking mechanisms would be a promising complement
for analyzing behavior and body postures in cases in which the use of wearable
devices will not be feasible. These systems would allow more natural interactions
within technologically-mediated environments as the animals will not be required
to wear or carry any device, avoiding stress or affecting their behavior. Although
the use of non-wearable systems would be delimited to a specific tracking area,
they offer centralized maintenance and a single tracking device could provide in-
formation of several animals at a time. This information could also be used to
train different classification algorithms for the automatic recognition of animals’
postures, therefore providing the same benefits to ACI as the wearable approach
in terms of animal wellbeing.

This paper describes the development of a non-wearable depth-based tracking
system for cats and the promising results obtained by applying classification al-
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gorithms on the obtained depth information for the automatic recognition of the
animals’ body parts and postures. The use of depth information along with tra-
ditional computer vision techniques provides more information about the tracked
animal than using solely an RGB camera. By exploiting this information using
machine learning techniques and suitable classification algorithms, this approach
could be a promising starting point towards the automatic detection and analy-
sis of animals’ behavior without requiring the animal to use any wearable device.
This article is structured as follows: Section 6.2 analyzes previous tracking sys-
tems for animals based on wearable and non-wearable devices and their purposes,
and states the necessity of a new approach grounding on previous research on
non-wearable human-tracking systems. Section 6.3 describes the development of
a depth-based tracking system for cats in indoor scenarios. Section 6.4 reports
two experiments carried out to determine the accuracy of the system using both a
supervised learning process and a knowledge-based approach for the classification
of the cats’ body postures and body parts, describing the different classification
algorithms used and their accuracy rates. Section 6.5 explains how this tracking
mechanism could be applied in several ACI domains and how it could be coupled
with human and object tracking, and conclusions and future work are given in
Section 6.6.

6.2 Related Works

This section provides an overview on existing research about animal tracking fo-
cused on animal gesture and body posture recognition for different purposes using
both wearable and non-wearable tracking systems.

6.2.1 Wearable Tracking Systems

Several works have addressed the necessity of tracking animals in different scenar-
ios. The most common method to gather information about the animal has been
using wearable harnesses or collars with attached technological devices providing
information to the system in charge of processing the information. One of the
most basic methods for animal tracking in outdoor scenarios has been relying on
GPS or radio-frequency localization, attaching the emitter devices to a collar or
harness. These systems only give information on the animals’ location and have
been used by pet owners, mostly to assess their dogs’ locations and whether or
not they are in trouble [179]. This technology has also been used during hunting
activities with dogs, allowing the human leading the hunting activity to interpret
the movements of the dog in the field by following its signal on a handheld display
[235, 344].

However, several outdoor scenarios require more precise information about the
animals’ movements or body postures during the activity, and even some kind of
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communication from the animal to the human side. As an example, determining
the pose of the animal is of vital importance in the case of Search and Rescue (SAR)
dogs. Due to its agility and strong sense of smell, dogs are suited to perform SAR
tasks which are not always safe for humans, such as accessing small locations or
identifying potential locations of survivors after a catastrophe. Usually SAR dogs
have to work away from human sight, and it would be extremely useful for the
dog handlers if they could know the location and pose of the dog to determine
if the dog is trying to communicate some discovery, and to assess the physical
wellbeing of the animal. Recognition of animals’ postures and activities in this
kind of scenarios are usually performed using accelerometers, gyroscopes or other
inertial measurement units, and the majority of works are focused on dogs [30,
371]. In these works, differentiating clearly between what is activity and what is
a posture is usually difficult. A specific activity entails that the animal adopts a
specific posture, e.g. walking or jumping are different activities identified by their
posture, and eventually some postures are in itself an activity, e.g. sitting.

Most of the works based on wearable devices for activity/posture recognition
are based on the use of a tri-axial accelerometer located at the dog’s collar and
then apply classification techniques to the data obtained from the accelerometer
in order to recognize the activity /posture. There are several devices for dogs,
some of them even commercial, such as Whistle®3, FitBark®* or WagTag™
[346] which make use of a tri-axial accelerometer to perform basic activity level
recognition. However, these systems are only capable of indicating if the dog was
resting or moving and do not differentiate between different activities which involve
movement. In [158], dogs wear a tri-axial accelerometer on the collar and, after
being trained with a kNN classifier, the system is able to differentiate between 14
activities and 2 postures.

Within the FIDO project [133], researchers have been studying how wearable de-
vices could mediate the communication between working dogs and their handlers.
They have undertaken extensive work on providing dogs with suitable wearable
activators [132]. In addition, they have also considered to mediate this commu-
nication by recognizing motion-based dog gestures — sit, spin, roll, jump, etc. —
using a three-axis accelerometer attached to the front of a service dog harness [328].
More recently, they have studied the use of a dog collar with an accelerometer and
gyroscope for the recognition of head gestures on dogs [330].

The effectiveness of wearable harnesses with several inertial measurement units
located along the harness has also been studied. The work of Ribeiro et al. [274]
uses the angles of two accelerometers on different locations on the dogs’ harness
to develop an algorithm capable of estimating four poses including: standing, ly-
ing down, sitting, and walking. Other works [30, 34] extend this idea by using

Shttp://www.whistle.com/
dwww.fitbark.com
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more inertial measurement units located on the optimal locations of a dog’s body,
which have been determined attending to the algorithm’s performance and the
dogs’ comfort and physiognomy. Using the information provided by these units
and applying machine learning techniques, five static postures and three dynamic
behaviors can be identified. They have also compared the performance of the clas-
sification algorithm using supervised against unsupervised classification methods
[360].

Acceleration data-loggers are also a common and efficient way of detecting cats’
body postures and frequent behaviors based on movement [340]. Commercial
devices for cat activity recognition are also available, such as PawTrack®?, which
detects whether the cat is at home or outside, and offers GPS geolocation for
outdoor walks. However, it does not monitor any activity nor gesture. Cat@Log
[367] is a non-commercial but more complete device. It consists of a cat collar
device with several sensors: a camera, a GPS, an accelerometer, a Bluetooth
module, battery and micro SD card. The camera provides videos of the cat’s
view, while the accelerometer data is used for activity recognition such as sleeping,
jumping, walking or scratching.

Canine Amusement and Training [359] presents a wearable tracking system for
dogs not based on accelerometers. It consists of IR emitters attached to the dog’s
harness, and a Wiimote’s IR camera placed on the ceiling. The system detects
the location and posture of the animal by tracking the IR emissions of the harness
using the Wiimote. The detected postures and location are used by the system to
determine whether the dog is performing correctly the proposed training activities
offered by the system. Table 6.1 provides a summary of the existing approaches
for wearable tracking systems for animals and their most distinctive features: the
device being used for tracking, whether it works in indoor or outdoor locations,
and whether or not it detects the position of the animal within the tracking area,
its posture and/or its activity.

6.2.2 Non-wearable Tracking Systems

Although wearable devices are the most common way of tracking an animals’
position and posture, a number of non-wearable solutions have also been proposed.
Poultry.Internet [164] illustrates a remote communication system between a pet
and its owner, in which the owner is able to remotely obtain real-time information
on the location and orientation of its poultry inside the house backyard. This
system tracks the movements of the chicken using a camera and an electro-pad
located in the chicken’s leg to sense its muscle activity. Through camera images
they also detect the chicken’s head to find the orientation of the animal within
the backyard, but no postures are identified. In [148] computer vision methods
have been used to track the movements of animals inside a zoo environment using

Shttp://pawtrack.com/
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Table 6.1: Existing wearable tracking systems for animals and summary of features.

Related . Indoor / Position Posture Activity
Device Outdoor . e .
work use detection recognition recognition
Slwa;(ﬁ;l) T;?Q] Collar-worn GPS Outdoor Yes No No
S’al;l(?lnll;] {’[2?5] Collar-worn GPS Outdoor Yes No No
S\Slflllingz)(illil; E{Ifl] Collar-worn GPS Outdoor Yes No No
Whistle Collar-worn GPS Indoor and Yes No Basic
and accelerometer outdoor
FitBark Collar-worn Indoor and No No Basic
accelerometer outdoor
WagTag [346] Collar-worn Indoor and No No Basic
accelerometer outdoor
Indoor (possibly outdoor
(Ladha et Collar-worn if the device range . .
al., 2013) [158] accelerometer of frequencies No Yes Yes
allow it)
(Valentin, 2014) [328)] Accelerometer Indoor and No No Yes
on a harness outdoor
(Valentin et Sf)li?r_?untl ) Indoor and N Yes Yes
al., 2015) [330] coelerometer outdoor ° s s
and gyroscope
(Ribeiro et Two accelerometers  Indoor and N Yes N
al., 2009) [274] on a harness outdoor ° e ©
(Bozkurt et Tw lerometers
al., 2014 [30]; WO ACCCICTOMELELS ) 4,1 and
and two gyroscopes No Yes Yes
Brugarolas et on & harness outdoor
al., 2013 [34])
(Watanabe et Two collar-worn )
al., 2005) [340] accelerometers Indoor No Yes Yes
PawTrack Collar-worn GPS Outdoor Yes No No
Cat@Log [367] Collar-worn GPS Indoor and Yes Yes Yes
and accelerometer outdoor
(Wingrave et Harness with IR
Era ) emitters and Indoor Yes Yes No

al., 2010) [359]

Wiimote IR camera

multiple cameras, but again no body postures nor gestures are identified. No
wearable device is either used in Purrfect Crime [323], an interspecies digital game
In this case a Microsoft Kinect®® is used to detect the
position of the cats inside the play area, using the depth information provided by
this sensor. However, the system only detects the central position of the animal,
and no posture nor orientation are detected. Therefore, the interactive responses

for cats and humans.

6https://msdn.microsoft.com/en-us/library /hh855355.aspx
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of the system were sometimes erroneous, as not being able to identify where the
cat was looking introduced some interactions which were not really intended by
the animal.

To the best of the authors’ knowledge, none of the existent non-wearable systems
intended for animal tracking is capable of detecting body postures. In order to
address the aforementioned limitations that wearable devices present in several
application domains, there is a need for the development of tracking mechanisms
for animals not based on wearable devices which allow to detect body postures
as well as locating the animal within the tracked area. The following section
describes a promising non-wearable tracking system for animals based on depth
information. For the recognition of the animals’ body parts and postures using the
data provided by this depth-based tracking system, it has been essential to analyze
how different classification algorithms perform in this domain. Both supervised
and knowledge-based classification techniques have been tested, and the promising
results obtained will be described in section 6.4.

6.3 Tracking System

Within Human Computer Interaction, depth sensors have been successfully used
for gesture detection and posture recognition on human beings. A depth frame
of an image provides, for each pixel, the distance in millimeters from the sensor
plane to the nearest object in that particular pixel. Depth sensors, such as the
Microsoft Kinect®, have been very useful to detect and recognize volumes and
3D shapes from 2D images. Usually, these sensors are located in a vertical plane,
either in front of the user who is interacting or facing the scene to be analyzed.
However, recent works have located this kind of sensors on the ceiling to track an
open space area [23, 139, 140, 201], providing wider tracking areas and avoiding
occlusion due to elements in the room. Human gestures can be detected using
this set-up [20, 130, 168], and this configuration of the depth-sensor could also
be useful for animal tracking applications. The skeleton of animals such as cats
or dogs should be easily recognizable from above in several postures, e.g. sitting
or walking, if volumetric information of the image such as depth analysis is used:
the head could be identified as a volumetric shape different from the body and/or
tail, and depth information would also allow to locate the position of each body
part in a tridimensional representation space. In the case of other animals more
similar to human beings in terms of skeletal characteristics, such as orangutans,
similar approaches as the ones used for human gesture detection could be used.
Therefore, a depth-based tracking system would be a promising way of detecting
the animals’ location, posture and field of view [257, 260]. In the following sections,
a depth-based tracking system for the detection of cats’ body postures, location
and orientation is described. The tracking system has been developed and tested
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with cats as target users, but it could be adapted to work with other animal species
using a similar approach.

6.3.1 Equipment and Procedure

Several sessions with cats were carried out in which a Microsoft Kinect® v1.0
sensor was used to record video streams of depth and color information from the
cats’ natural movements during a period of time. During the sessions, cats moved
freely and were also encouraged to play with their owners, caretakers or small
interactive robotic toys. The Microsoft Kinect® was placed looking down from
the ceiling at a height of 250 cm, where it covered an area of approximately 200
cm long and 270 cm wide, as shown in Figure 6.1. 1. The tracking area was
a clear space with no furniture nor objects besides the toys/robots used for the
games. The Microsoft Kinect® recorded both color and depth video streams at
a rate of 30 frames per second with 640x480 pixel resolution. Ethical guidelines
for ACI studies were considered [325], and therefore the subjects were not forced
to interact and they could walk freely around the room. Cats were encouraged to
interact within the tracking area of the sensor by means of their owners/caretakers
drawing their attention to this area with toys or by calling them. However, as the
cat could move freely inside the room where the interaction took place, only the
moments in which the cats were within the tracking area were valid recordings.
These sessions allowed to obtain real data on common and spontaneous postures,
behaviors and movements, which were later analyzed and processed to develop
the depth-based tracking system. The tracking system has been developed using
C+#, Microsoft Kinect® SDK 1.8, and EmguCV, an OpenCV framework for NET
systems which has been used for image processing.

Kinect sensor

250 cm

Tracking area

270 cm

Figure 6.1: Set-up for the tracking system.
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6.3.2 Processing Depth-based Information

The Microsoft Kinect® v1.0 sensor provides both color (see Figure 6.2a) and depth
streams (see Figure 6.2b). The tracking system will only use depth information
as input, so the color streams are discarded. Each depth frame provides, for each
pixel, the distance in millimeters from the camera plane to the nearest object in
that particular pixel (see Figure 6.2b). In the obtained depth images, the contours
of the cats can be clearly observed as their depth values are greater than the floor’s
depth, which is constant. Instead, the depth pixels of a cat vary along its body,
allowing a human eye to differentiate between the different parts of the cat’s body
just by looking at the depth frame. In the same way, different cat postures can be
observed to generate different cat contours in the processed depth frames.

The first processing step of the algorithm consists of extracting the cat’s pixels
from the depth frame (see Figure 6.2b). In the current implementation of the
algorithm, which has been tested with prerecorded data, background segmentation
has been done by simply discarding from the image those pixels corresponding
to the ground, as the sensor was placed in a fixed position during the sessions
and therefore the distance to the floor was known (see Figure 6.2c). However,
this approach can unintentionally remove the cats’ tail (as observed in Figure
6.2c, cat on the lower-right corner of the image), which in some cases could be
a source of valuable information when creating richer posture descriptors. Thus,
more elaborated approaches for background segmentation should be incorporated
in order to overcome this current limitation and to allow for more flexible set-up
conditions. With the floor removed from the image, computer vision algorithms
are applied to the depth image in order to extract the cats’ contours, which now
appear as grey-scale blobs on the image (see Figure 6.2d). In this step, a cat’s
location within the tracked area can be determined by using the centroid of the
extracted contours as a 2D coordinate. Each detected contour is then processed
by a k-means clustering algorithm, which groups the pixels by their depth value
and relative position (see Figure 6.2e): pixels of similar depth which are located
together in the image would be grouped together within the same cluster. The
number of clusters was set to three in order to divide the cat contour into the three
most noticeable parts of the cat’s body, i.e. head, body and tail. The following
step of the tracking system would be the recognition of the cats’ postures and body
parts. For this purpose, the obtained clusters of each cat have to be classified into
either head, body or tail. Once the head is detected, its position in relation to the
body /tail clusters allows an orientation vector to be defined, from the center of
the body/tail cluster to the center of the head cluster (see Figure 6.2f), roughly
estimating the cat’s field of view. Moreover, not only the cats’ body parts can
be detected but also different body postures can be identified. A pseudo-code
description of the tracking, classification and clustering process is shown in the
following algorithms.
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Algorithm 1 Processing pipeline

Capture depth frame

Carry out background segmentation
Obtain contours

Call Algorithm 2

Calculate orientation vector

Algorithm 2 Cat clustering algorithm

Input: feature vector

Output: posture, head, body, tail
1: function CLUSTERING( featurevector)
2 Obtain unclassified clusters with k-means (k=3)
3: Match body parts to clusters and obtain posture
4: end function

Step 3 in our clustering algorithm (Algorithm 2) can be carried out in different
ways. In this work, a supervised training method and a knowledge-based classi-
fication system have been evaluated for the detection of both postures and body
parts. Both approaches will be explained in sections 6.4.1 and 6.4.2 respectively.
A dataset was created from the recordings in order to train and evaluate these
classification mechanisms. It was observed that the tracking device was providing
better images for one of the cats, probably due to its color, size and density of
the coat. However, with the current data it was difficult to quantify to which
extent each factor was affecting the tracking accuracy. To avoid introducing errors
due to such factors in the experiment, only images in which the cat contour was
correctly tracked and extracted were used for the experimental data. The dataset
is comprised of 1422 contours of cats in different postures, which were manually
labeled indicating the posture and the different body parts of the cat.

6.4 Classification Results and Discussion

A set of experiments have been conducted in order to determine the accuracy of the
system in the detection of a cat’s posture and the classification of its body parts.
The following postures were considered, and representative color and clustered
images of each of them can be observed in Figure 6.3:

e Standing: the cat is standing on its four legs, head slightly higher than the
body

e Walking: the cat is standing, head slightly bent forward and legs moving
forward
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L Background Detect Extract Calculate
segmentation contours clusters orientation vector

Figure 6.2: Process of extracting the cat’s orientation: (a) color frame (b) depth frame,
(c) background segmentation, (d) cat contours, (e) clusters for head, body and tail, (f)
orientation vector.

Sitting: the cat is sitting on its rear legs, without bending its front legs

e Turning: the head of the cat and its front part of the body are curving
towards one side

e Semisitting: the cat is sitting on its rear legs but bending towards the front

e Jumping: the cat jumps on its back legs, head and front paws up, all body
extended vertically

6.4.1 Supervised Classification of Body Parts and Postures

Supervised learning has been used to classify the three different body parts of a
cat’s contour into head, body and tail. The following features have been used to
describe each body part: width and height of the cat’s contour, average depth,
number of pixels and shape descriptors (second order moments and Hu invariant
moments). It should be noticed that the posture has not been considered a feature.
In this way, the algorithm can firstly classify a cat’s body parts regardless of its
posture, and then use that information to properly create the feature vector of
a cat’s posture as will be explained later in this section. The labeled dataset of
cats’ body parts contained a total of 4266 feature vectors (1422 feature vectors
of each class, i.e. head, body and tail) and the analysis was performed using
the RapidMiner data mining tool. Table 6.2 shows the accuracy of several base
classifiers tested using k-fold cross validation (10 validations, stratified sampling)
to analyze their performance, except for those marked with *, in which simple split
validation was used (70% of the data set used for training, stratified sampling).

Results show rather low average accuracy rates. However, it can be seen that
for several classification algorithms such as decision trees and random forest, very
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Table 6.2: Accuracy rates for base learners when classifying a cluster belonging to a
cat’s contour.

- rt .. sps
Decision Random Random Rule Suppo kNN  Naive Logistic
. . Vector .
tree tree forest induction . (k=4) Dbayes regression
Machine

Head 97.57% 42.98% 77.55% 84.63% 64.90% 61.46% 34.16% 49.23%
Body 47.44% 40.43% 50.82% 74.70% 59.37% 54.58%  29.63% 59.34%
Tail 93.00% 63.57% 85.29% 81.18% 73.29% 66.23%  59.65% 81.46%
Average 62.87% 47.17% 62.28% 82.20% 66.67% 60.64% 34.81% 60.33%

promising accuracy rates are obtained when classifying the head and the tail.
As we know that for each cat’s contour, there is only one head, tail and body,
the first two kinds of clusters could be identified using the learned classification
model and the latter one, the body cluster, would be the remaining one. To
demonstrate this hypothesis, a combined model has been built using a stacking
approach and considering the three best base learning algorithms for this data:
rule induction, support vector machine and decision tree. The resulting model,
combined using rule induction, has an average accuracy of 83.18% (head = 88.22%,
body = 77.75%, tail = 83.97%). As expected, it follows the prediction if the
output class is either head or tail, or classifies the cluster as body otherwise.
With the head correctly classified, the field of view of the cat can be roughly
estimated as an orientation vector from either the center of the body or tail to
the center of the head. Supervised learning has also been used to classify a cat’s
posture. The same dataset of 1422 manually labeled images of cats in different
postures was used. For each posture, the following features were considered: width
and height of the cat’s contour, clusters basic info (centroid, average depth, and
number of pixels), distance between head to body centroids, distance between
tail and body centroids, distance between head and tail centroids, angle between
the vectors from body to tail and from body to head, depth differences between
clusters (head and body, head and tail, body and tail), with a total of 21 features.
Base learners performed as shown in Table 6.3 using k-fold cross-validation (100
validations, stratified sampling) when classifying the aforementioned postures. As
can be observed in Table 6.3, rule induction was shown to be the best performing
algorithm considering average accuracy scores. However, some algorithms perform
better than others depending on the posture being classified. As an example,
classification of jumping postures has slightly better results using a kNN, random
forest or Naive Bayes classifier rather than rule induction.

Forward feature selection was applied on all base learners in order to discard
features that could introduce noise into the classification. Accuracy results for
the same cat postures are shown in Table 6.4. K-fold cross validation was used
to analyze the performance of all classifiers (100 validations, stratified sampling),
except for those marked with *, in which simple split validation was used (70% of
the data set used for training, stratified sampling). It can be observed that in few
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Table 6.3: Accuracy rates for base learners when classifying a cat’s posture.

Decision Random Random Rule Support kNN Naive Logistic
. . Vector .
tree tree forest induction . (k=4) bayes  regression
Machine

Standing 72.62% 50.65% 55.17% 85.41% 83.44% 85.32%  84.62% 84.62%
‘Walking 75.12% 51.35% 76.39% 77.19% 74.89% 74.55%  63.31% 71.43%
Sitting 89.77% 67.27% 85.71% 92.90% 89.08% 87.63%  90.86% 90.00%
Semisitting | 81.15% 58.76% 87.25% 84.78% 78.69%  86.57%  81.02% 78.12%
Turning 81.40% 42.07% 79.35% 80.19% 70.98% 71.68%  62.17% 73.78%
Jumping 92.31% 80.47% 96.84% 94.71% 93.66% 96.69%  96.97% 92.92%
Average 79.56% 55.84% 69.59% 85.50% 81.93% 83.32%  79.01% 82.05%

cases the average and individual accuracy rates are significantly improved, such as
in the random tree, random forest and kNN classification algorithms. The selected
features are different depending on the algorithm being used, hence it seems that
there are no noisy features and the best performing subset of features will depend
on the algorithm being used. With this approach, the kNN classifier not only has
the best average performance score, but also is the best classifier for four of the
six postures, and in the remaining two postures it is the second best performing
classifier.

Table 6.4: Accuracy rates for base learner when classifying a cat’s posture, using forward
feature selection.

Decision Random Random Rule Support kNN Naive Logistic

tree tree forest induction* Vector (k=4) bayes  regression*

Machine*

Standing 76.05% 63.06% 74.64% 88.64% 85.92% 92.98%  82.77% 73.81%
Walking 79.27% 59.56% 71.94% 80.60% 69.70% 87.83%  77.92% 79.03%
Sitting 91.33% 87.80% 90.75% 94.12% 83.61% 94.12%  96.64% 88.89%
Semisitting | 80.45% 74.80% 78.86% 82.61% 100.00%  84.67%  82.19% 77.50%
Turning 74.57% 62.42% 73.33% 76.81% 74.24% 87.32%  71.22% 83.78%
Jumping 93.56% 92.57% 97.01% 96.72% 96.61% 97.52%  96.52% 89.23%
Average 81.10% 70.74% 79.58% 86.62% 83.80% 91.22%  83.63% 80.05%

As a final validation, a combined model has been trained using a stacking ap-
proach, considering the three best performer classifiers (kNN, rule induction and
support vector machine) and combining them using rule induction. Forward fea-
ture selection has been applied to the combined model. The average accuracy
for this model is 88.50%, with the following class accuracy: standing = 87.32%,
walking = 80.56%, sitting = 94.00%, semisitting = 86.36%, turning = 89.47%,
jumping = 96.72%.

The obtained results are very promising and demonstrate that reliable tracking
systems for animals based on depth information can be developed using machine
learning algorithms for the classification of the cat’s body parts and postures.
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6.4.2 Knowledge-based Classification of Body Parts and
Postures

The process for supervised learning is time demanding as it requires to label the
data in order to construct the training set and build a suitable model to apply to
the new data. As this system is envisioned to adapt to cats of different breeds,
sizes and physical characteristics, it would be very beneficial if the tasks of labeling,
training and deploying the model could be eased. Other works have also considered
including knowledge-based models directly encoded in classification algorithms
for solving several problems [167, 360], when the costs for the preparation of
datasets and training required in supervised learning are not feasible. Therefore,
an exploratory study on the accuracy of the tracking system using knowledge-
based classification has been conducted in order to assess the suitability of such
an approach. If feasible, it could allow easy deployment and adaptation of the
system to new scenarios and users, i.e. cats of different sizes and breeds, with
minimal configuration requirements.

In order to develop such a system, an observational analysis on a sample of
the recordings and their corresponding clustered images was conducted. Different
cat postures were seen to generate different cat contours in the processed depth
frames, and the sizes and depth values of the different clusters also varied from one
posture to another. As an example, the cat’s depth stream contour when sitting
showed a smaller, square-shaped bounding rectangle (see Figure 6.3c), while the
depth stream when standing or walking revealed a larger and rectangular-shaped
bounding rectangle (see Figure 6.3a and Figure 6.3b). In addition, the pixels of
the sitting cat’s head had a significantly higher average depth than the pixels of
the rest of the body. This is observed in Figure 6.3c, in which the grey pixels of
the head are significantly darker than the pixels of the cat’s haunch. In contrast,
the cat walking in Figure 6.3b has an average depth of its head pixels very similar
to the average depth of the haunch and tail pixels. Another aspect to consider is
that the k-means clustering algorithm has been fixed to provide three clusters at
all times. Hence, the classification algorithm for the different body parts is the
one responsible of determining which one would correspond to the lower back of
the cat. This cluster, in most cases, corresponds to the tail. However, in some
cases in which the tail is not visible such as in Figure 6.3c, the detected cluster
physically corresponds to the lower back of the animal. These cases usually occur
when the cat is in a sitting posture. In this case, the head is clearly differentiated
from the rest of the body, and in terms of average depth it is undoubtedly the
highest cluster detected. Hence, in this posture only the detection of the head and
the body would allow the cat’s field of view to be determined. However, in other
postures the detection of the tail is crucial to determine the orientation of the cat.
For instance, determining whether the cat is looking north or south in Figure 6.3b
would be difficult if the tail was not detected, because the head is not clearly in a
higher position than the rest of the body.
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Figure 6.3: Cat’s postures and the corresponding depth and clustered image (a) stand-
ing (b) walking (c) sitting (d) turning (e) semisitting (f) jumping.

After the analysis, a decision tree algorithm was developed which considered
the following parameters: dimensions of the cat’s contour, number of pixels for
each cluster and average depth for each cluster. The decisions on the tree are
made in terms of the observed average values for each feature on the data used
for the analysis, allowing a threshold for the variance of each of these values.
Several simplifications have been made. Firstly, the algorithm cannot differentiate
between walking and standing positions, nor between sitting and semi-sitting, as
considering this basic information the average and threshold values overlap and
it is only possible for machine learning algorithms to build such an elaborate
classification. Therefore, this basic version of the tracking system is focused on
detecting sitting/semi-sitting, walking/standing, jumping and turning positions of
several cats at a time, and classifying the different pixel regions in each posture to
detect the head, body and tail of each cat. Secondly, with the supervised approach
it was possible to isolate the classification of postures from the classification of
clusters into cats’ body parts. It is not possible to do that in this knowledge-based
approach, as for the human observer the identification of each cluster depends on
the posture being analyzed, and vice versa. Third, and extra piece of information
has been given to the algorithm. If the decision tree cannot find the head of the
cat, information from the last previous frame will be used to find the closest cluster
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Table 6.5: Accuracy of the tracking system identifying the cats’ postures and body
parts.

‘ Sitting / semisitting Walking / standing Jumping Turning

Posture 84% 49.5% 69% 53%
Body parts 99% 74.5% 92.5% 1%

which was classified as the head in the last frame. The pseudocode in Algorithm
3 shows the basic behavior of the decision tree algorithm.

An accuracy analysis has been conducted extracting 200 random frames of each
posture and processing them offline by the tracking and classification algorithms.
Table 6.5 shows a summary of the results indicating the percentage of frames for
each posture in which the algorithm correctly identified the posture and body parts
of the cats respectively. Regarding the posture, the results indicate the percentage
of cases in which the decision tree assigns the correct label for the analyzed cat’s
contours. Regarding the body parts, the results indicate the percentage of cases
in which the algorithm correctly identifies the head of the cat and its body and/or
tail.

As it can be observed, the sitting position is one of the most distinctive ones as it
usually comprises a small area in which the head can be clearly identified and hence
the body parts are very easily classified and the orientation vector between the
head and body/tail can be almost perfectly traced. The algorithm also classifies
very well the cat’s body parts when jumping, although the classification of this
posture has a 31% error rate. This is mostly due to the moments in which the
jump is starting or finishing. In these cases, the threshold value established to
determine the jump, which is the difference in depth between the highest and the
deepest cluster, does not fit well. This accuracy rate could probably be improved
by adjusting more carefully this threshold. The algorithm had problems identifying
the walking/standing position as well as the turning one. Nevertheless, in both
cases the classification of the body parts offers promising accuracy rates and allows
to determine an orientation vector to estimate the animal’s field of view.

At this stage the knowledge-based classification algorithm would not be suitable
to provide very accurate posture classification in all cases. It is likely that the
decisions coded in the algorithm do not represent well the most characteristic
features of each postures as it has been a manual process based on observation and
codification. This is an issue that supervised classification algorithms are capable
of resolve, as it has been demonstrated by the results in section 6.4.1. However, the
knowledge-based classification algorithm presented in this section performs well in
terms of body parts classification, allowing to determine the different body parts
of the animal correctly with less training time than in a supervised approach.
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Algorithm 3 Knowledge-based decision tree algorithm

Input: cat’s contour size, clusters’ average depth, clusters’ number of pixels, clusters’ centroids,
head cluster’s centroid from last frame
Output: posture, head cluster, body cluster, tail cluster

22:
23:
24:
25:
26:
27:
28:
29:
30:
31:
32:
33:

43:
44:
45:
46:

1
2
3
4:
5:
6
7
8

9:
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:

: if (small bounding rectangle of the cat’s contour) then
if (difference between highest and deepest cluster > threshold) then
posture = jumping
head = highest cluster (cluster with smallest depth value)
body = intermediate cluster
tail = deepest cluster (cluster with biggest depth value)
else if (number of pixels of highest cluster < average tail max. size) then
posture = turning
tail = highest cluster (cluster with smallest depth value)
head = intermediate cluster
body = deepest cluster (cluster with biggest depth value)
else if (number of pixels of highest cluster < average head max. size) then
posture = sitting
head = highest cluster (cluster with smallest depth value)
body = intermediate cluster
tail = deepest cluster (cluster with biggest depth value)
else
posture = unknown
head = closest cluster to the head cluster detected in last frame
tail = furthest cluster from head
body = remaining cluster
end if
else
if (difference between highest and deepest cluster > threshold) then
posture = jumping
head = highest cluster (cluster with smallest depth value)
body = intermediate cluster
tail = deepest cluster (cluster with biggest depth value)
else if (number of pixels of highest cluster < average tail max. size) then
tail = highest cluster (cluster with smallest depth value)
head = furthest cluster from tail
body = remaining cluster
if (bounding rectangle of the cat’s contour within average turning posture dimensions)
then
posture = turning
else
posture = walking/standing
end if
else if (number of pixels of second highest cluster < average tail max. size) then
tail = second highest cluster
head = furthest cluster from tail
body = remaining cluster
if (bounding rectangle of the cat’s contour within average turning posture dimensions)
then
posture = turning
else
posture = walking/standing
end if
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47: else if (number of pixels of highest cluster > average tail max. size AND number of
pixels of highest cluster < average head max. size AND depth difference between highest
and second highest cluster is very small) then

48: posture = sitting/semisitting

49: head = highest cluster (cluster with smallest depth value)
50: body = intermediate cluster

51: tail = deepest cluster (cluster with biggest depth value)
52: else

53: posture = unknown

54: head = closest cluster to the head cluster detected in last frame
55: tail = furthest cluster from head

56: body = remaining cluster

57: end if

58: end if

Therefore, for a system to automatically recognize between different body pos-
tures of an animal with very high certainty, supervised classification algorithms are
preferred over a basic knowledge-based approach. If more complex systems are to
be developed, supervised classification algorithms are the recommended approach.
For example, they could provide very reliable information in monitoring systems
for animal welfare and behavioral pattern recognition, or remote communication
systems for dogs with occupations based on postures. Nevertheless, a knowledge-
based classification technique could provide satisfactory accuracy rates if other
types of information derived from the body parts of the animal are required, such
as determining its field of view or just detecting a specific part of the animal such
as the head. The next section will provide an overview of the different systems in
which classification algorithms as the ones presented would be a key component.

6.5 Applications within Animal-Computer Interaction

6.5.1 Behavior Recognition, Learning Behavioral Habits and
Welfare Assessment

Non-wearable depth-tracking systems as the one presented in this paper would
significantly contribute to the development of ACI research. ACI studies usu-
ally rely on the observational clues and expert knowledge provided by pet owners,
caretakers, zookeepers or specialists in animal behavior. They can provide insight-
ful interpretations about an animal’s body language by analyzing its posture and
movements, as understanding and analyzing the animals’ body language is one of
the potential ways in which ACI researchers can interpret the animals’ reactions
to a system. Therefore, a tracking system capable of detecting body postures,
together with expert knowledge on animal behavior, could have the potential to
automatize the interpretation of an animal’s responses to a digital system. Wear-
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able systems might not be used in all scenarios; hence, non-wearable technologies
would provide great advantages in this regard.

One of the main benefits of not using wearable devices would be the possibility
of creating systems capable of constantly monitoring an animal’s activity without
disturbing it nor modifying its habits. Complete animal tracking systems such as
the one presented in this paper coupled with machine learning algorithms would
allow us to learn behaviors and habits of individual animals during their usual daily
life. In this way, a personalized knowledge base could be obtained for each animal,
similar to the knowledge their human companions have about them. Through the
tracking system we could learn, for example, the habitual location and movements
an animal performs in a specific context, the amount of time a day it spends doing
physical activity such as walking or playing, and the intensity of this activity. This
knowledge base could be used to detect changes in behavioral patterns, such as
increasing/decreasing physical activity or resting time, therefore supporting early
detection of illnesses or other problems.

Zookeepers could make use of these systems in order to assess the wellbeing of
animals in zoos by means of detecting abnormal behavioral patterns. Automati-
cally detecting behaviors of animals in shelters could also alert the caretakers in
case that abnormal activity patterns are detected on an animal, allowing the care-
takers to take rapid action to foster the animal’s physical activity, dedicate more
time to that animal or prioritizing adoption for cases in which the animal does
not respond to those cares. In addition, this automatic behavior detection could
allow to create personalized profiles for each animal. When adopting, it is very
important that the personality of the animal matches the needs and personality
of the human beings who are adopting it. In this way, profiles of the animals’ per-
sonality could be extracted and presented to the adopters [4]. Finally, pet owners
could also use this kind of systems in order to detect whether their animals are
doing well while left alone at home, for example during working hours, and com-
municate remotely with them via cameras and microphones if abnormal behaviors
are detected.

6.5.2 Playful Environments based on Gesture and Posture
Recognition

Tracking systems such as the one presented in this paper have an essential role in
the development of future playful environments for animals. Current digital games
for animals have been usually tied to a specific device, human participation has
usually been limited to a “controller” or “assistant” role and there has been no
support for several animal participants playing together as differentiated players
[258]. However, traditional games with animals rely on a more natural and open
interaction, meaning that both animals and humans can move freely during the
game. Animals are used to playing by themselves or with humans, and in the
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latter case the human is an active and essential participant in the activity. In
addition, traditional games make use of the elements in the environment to enhance
the playful experience, not limiting it to the object itself but to the spontaneous
interactions between the players thanks to the mediating object.

Future technologically-mediated games for animals could therefore be conceived
as multimodal and multi-device systems, in which animals could play either alone,
in a group or with human beings in a natural way. If animals play by themselves,
the system should intelligently manage the different devices and objects in the en-
vironment in order to adapt the game to the animals’ preferences and interactions
[254, 258]. In order to keep the animals’ interest in the game, some kind of “intelli-
gence” is required. Random movements or actions of a digital element would cause
the animal to eventually lose interest in the activity [253, 260]. Hence, being able
to interpret an animal’s body posture and interactions in a similar manner humans
do is very important for providing proper actuations in the playful environment.
A tracking system capable of detecting a cat’s location, posture and orientation
coupled with the detection of digital objects and their movements would allow us
to create engaging and realistic games using technological artifacts which adapt
to the detected cat’s postures and field of view. As an example, we could think
of a game in which a cat chases a Sphero® (electronic ball, see Figure 6.4) con-
trolled by the system, but the movements of the ball are not random. Instead, the
Sphero® could also be tracked by the system and programmed to move depend-
ing on the detected context. Detecting the location of the cat inside the play area
would allow the game to start whenever the cat approached the electronic ball.
The detected cat’s field of view could be used as the region on which to deploy
and move the technological artifacts to attract and maintain its attention. Pos-
ture detection would allow the system to move away the toy if the tracking system
detects that, for example, the cat is crouched in a hunting position, waiting for
the ball to approach. The presented tracking system would have other advantages
in this regard, as not all animals perform the same interactions in play: during
a chasing game, a cat might prefer to wait patiently until an object approaches
him to catch it, whereas another cat might be more eager and prefers to run after
the object. Therefore, the tracking system could help to learn the specific play
dynamics and preferences of an animal during the game in order to adapt it.

If human beings are also participating, their interactions should also be consid-
ered an essential part of the game and the digital playful experience should be
as natural as traditional games. The automatic recognition of human gestures
by a top-down depth-based tracking system would allow humans to participate in
the game in a natural way for both the animal and the human, not being tied
to any specific device. Human gestures could be used to control the movements
or features of the digital elements in the play area, e.g. the human player points
at an element with his hand and then points to another place, and the element
moves in the direction indicated by the human. Some games could introduce spe-
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Figure 6.4: Kitten chasing a Sphero®.

cific gesture-based interactions, e.g. a competitive game between the animal and
the human in which a clapping gesture makes the system move a toy/cord for 10
seconds to distract the cat so the human can take advantage.

6.5.3 Tracking Systems for Zoo Enrichment and Open Spaces

Depth sensors for animal tracking are a powerful tool in order to help zoos improve
their current enrichment practices. Technology is being integrated into enrichment
activities at zoos worldwide, as it easily allows creating varied scenarios and cogni-
tive stimulation for the animal [80]. In these environments, animals are not allowed
to acquire and hold the technology themselves. Therefore, zoo enrichment activi-
ties based on technology would benefit from mechanisms that track and augment
the animals’ interactions with other elements in their environment. In this way, all
the technological devices could be placed outside the enclosure while the animal
interacts naturally with the augmented elements inside [252]. This also leverages
the need of a human caretaker being present to provide the technology. For ex-
ample, current studies include the use of depth sensors to detect the interactions
of orangutans with a projection on the floor [343]. Tangible elements inside the
environment have also been augmented using RGB-D sensors. By tracking and
detecting non-technological tangible objects, the system could produce responses
such as sounds based on the animals’ movements with those objects [247].

However, due to current limitations of the RGB-D technology, the tracking
system described in this paper is only suitable for indoor detection. Other methods
would have to be considered if we wanted to carry out animal tracking outdoors
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without using a wearable device, such as dogs in their yards or wild animals in their
habitats. In these scenarios, lighting conditions and required distance for optimal
tracking would make the acquisition of accurate information from the depth sensor
very difficult. In fact, current works for outdoor animal tracking usually rely on
computer vision techniques either from recorded videos from regular video cameras
[223], heat-cameras [336] or drone mounted cameras for survey population [122].
The use of drones for posture and behavioral tracking seems promising but still
presents many issues that could disturb the animals’ natural behaviors: distance
from the device to the animal, noise of the device, battery life, transmission rate
and range, etc. Although this is an interesting area, it requires deeper discussion
and consideration.

6.6 Conclusions and Future Work

A tracking system for cats based on depth information has been developed, and
two studies comparing its performance using both supervised and knowledge-based
approaches for the classification of cat’s postures and body parts have been pre-
sented. Results have shown to be very promising and therefore tracking systems
for cats based on depth information could effectively detect a cat’s location and
also use classification algorithms to recognize a cat’s postures and body parts.
Several applications have been envisioned for this kind of tracking systems and its
benefits for animal welfare and wellbeing have been outlined.

Our future work would be improving the tracking and classification system, for
example by introducing temporal information which could help to better differenti-
ate between several postures such as walking or standing, and allowing to register
paths and sequences of movements which are usually performed together. New
postures and behaviors could also be identified, and new experiments should be
conducted with cats of different sizes and breeds in order to contrast the results.
In this regard, improving the knowledge-based classification process could allow to
achieve fully adaptation of the system to different cats. For example, the tracking
system could automatically detect the size of the cat, in case it is a kitten, and
adapt the classifier to it without requiring the researcher or owner of the animal
to perform manual labeling of the data to train a new classifier, which is a very
time consuming task.

Some improvements could also be done regarding the detection of the cat’s field
of view. The orientation vector defined as a vector from the body/tail of the cat to
its head sometimes gives misleading information when the cat is turning its head
around. In these scenarios, the orientation vector might not be accurate when
determining the cat’s head orientation. Computer vision could then be used to
recognize the shape of the cat’s head and detect characteristic features, such as
nose or ears. This would allow the detection of the head orientation and hence
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correctly determining where the cat is looking at. Cats have a field of view of 200°;
therefore detecting the head orientation would be sufficient to provide a broad area
of around 100° centered using the head orientation vector, in which to locate the
technological intervention.

Another feature that will greatly benefit the tracking system in terms of flexibil-
ity and adaptation is automatic background segmentation. The tracking system
presented in this manuscript performed background segmentation assuming a fixed
position from the sensor to the floor, and within a clear space with no obstacles
nor furniture. However, from the initial frames of the tracking area without any
animals or humans in it, background segmentation could be applied to detect the
floor (i.e., deepest area in the image). Once the floor has been extracted from the
image, static objects with higher depth than the floor could be detected. This
would correspond to furniture, obstacles, etc. Once the area and obstacles have
been mapped, any new information with different depth than the one recorded in
the initial static frames would correspond to the player/s. This process would allow
the tracker to adapt to several scenario configurations without minor interventions
from the human, either researcher or owner /caretaker.

It should also be noted that for this study, the depth sensor was a Microsoft
Kinect® v1. It is known that the newer version of this sensor provides better
tracking accuracy. Hence, it remains to be studied whether this new sensor would
help to improve the results presented in this paper. Moreover, it could also help
to quantify and reduce tracking issues caused by the physical characteristics of
the cats, e.g. color, size, density of the coat, etc. In addition, it would be very
interesting to evaluate the tracking system with other animal species, not only four
legged ones, such as dogs, but also animals with very different skeletal character-
istics such as orangutans. The next step would be the integration of the tracking
system and the learned classifiers into an intelligent playful environment, as ex-
plained in section 6.5.2. In this way, the system could react properly according
to the detected behavior, creating engaging playful scenarios for the animal who
is playing. The proposed tracking approach for animals based on depth informa-
tion as well as the two studies on the performance of different classifiers in this
domain are a significant and beneficial contribution for advancing research within
and outside the field of Animal Computer Interaction. The outcomes of these two
studies will allow to improve the techniques for posture and behavior recognition
of animals using non-wearable devices, which will be used in the development of
systems to support animal welfare and improve animal wellbeing.
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Part III

Tangible User Interfaces for
Animal Enrichment






The non-wearable tracking system approach described in Part II shows promise
for advancing research on the recognition of animal behavior, and led to the explo-
ration of this NUI approach for the detection of other animal species. As animals
of different species behave differently and also have different physiological char-
acteristics, the ways in which a system extracts information from their behavior
would also differ. This part of the thesis therefore studies the application of the
proposed technological knowledge to create interactive spaces for different animal
species in a different context, i.e. orangutans in a zoo environment.

For this purpose, an initial design and study of the environment and species
was required in order to design a suitable NUI capable of adapting to the species-
specific behavior, anatomy, and location. This in turn led to the proposal and
design of tangible user interfaces for orangutans that would allow the animals to
manipulate everyday tangible objects from their environment in order to trigger
reactions from the system. A non-wearable tracking system was therefore designed
and developed to recognize the orangutans’ spontaneous interactions with such
objects in order to create an animal-centered enrichment experience for them.

DESIGN PROBLEM:
How to build interactive and intelligent playful environments for animals (and humans) based on NUIs?

( DESIGN:
Study how NUIs could be adapted to create
\interactive spaces for different animal species

DESIGN:
How do animals prefer to interact
with technology?

DESIGN:
How could interactive systems
incorporate these elements into

a playful environment?
EVALUATION: CB
Ch. Study how to support i

DESIGN: 8 suitable and natural

Create a system based on NUIs interactions for zoo animals
with tangibles for zoo enrichment

Figure 6.5: Problem decomposition of the work described in Part III.

145






Chapter 7

Tangible User Interfaces for
Zo0o Enrichment

Patricia Pons, Javier Jaen

ISST Group, Department of Computer Systems and Computation (DSIC),
Universitat Politécnica de Valéncia, Valencia, Spain

Published in Proceedings of the 2016 CHI Conference on Human Factors in Computing Systems
Workshops - HCI goes to the Zoo, pp. 1-4, (2015).

Abstract

The design of technological enrichment scenarios in zoo enclosures is usually lim-
ited by the kind of devices and technologies which can be used in order to preserve
the animals’ welfare. Due to the animals’ strength and spontaneity, technological
devices could be broken, swallowed or cause harm to the animal if manipulated
improperly. However, there are animals with innate dexterity in the manipulation
of tools and objects, such as orangutans. Instead of providing enrichment to these
animals using technological objects outside the enclosure and under the supervi-
sion of zoo keepers, we propose to explore the potential of using non-technological
tangible objects for primates as tools to interact within an interactive space. These
interactive spaces could be shared with zoo visitors, grounding on the common-
alities of humans and primates in terms of object manipulation to create both
an enriching experience for the primate and an educational activity for the zoo
visitor.
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7.1 Introduction

The use of tools is one of the most remarkable milestones in the history of human
kind. Nonhuman primates, such as orangutans, have also been observed creating
tools and using them for hunting [45] or having access to food [231], both in natural
and restricted ecosystems [292]. Moreover, they are capable of using objects in
their environment as tools for more general purposes: from instinctive reactions
such as using a stick to hit unknown objects to more logical behaviors such as
measuring a rivers’ depth using a long branch to touch the bottom. This shared
ability of primates, which has evolved differently between humans and non-human
ones, is one of a kind example to realize how similar we are and compare our
similar abilities and reactions.

The manipulation of tools or objects is frequently used as a form of enrichment
for primates in zoo enclosures, usually to stimulate them to get food rewards [356].
Toys and everyday objects of different shapes and materials are also used to foster
physical activity and appeal to animals’ innate playful behavior [65, 254, 258]. In
terms of enrichment, the use of interactive technologies into the zoo has opened
a whole new area of possibilities to create activities which improve animal wel-
fare while raising awareness of zoo visitors. However, current enrichment practices
based on technology differ significantly from the ones in which no technology is
used. One of the main reasons is the dangers and threats to animal welfare that
could pose letting spontaneous and powerful animals, such as orangutans, manipu-
late fragile technological devices. Therefore, one of the most viable options seemed
to be the use of touchscreen computers, as similarities between humans and pri-
mates led to the belief that their use would be easy for them [10, 29]. However,
in this kind of activities the interaction is not as natural for the animal as it is for
a human: the device has to be held by a zoo keeper near to the primate’s cage,
and the primate has to interact with the device through the bars of the enclosure.
Moreover, the primate has to understand the metaphors of the graphical interfaces
on the touchscreen in order to fully comprehend how the system works, or either
just interact with it and observe the reactions of the system [364]. Additionally,
the joy ends whenever the zoo keeper leaves: primates cannot use these enriching
elements when there is no human present. Furthermore, zoo visitors are not able
to participate in these activities, which usually take place out of the visitors’ side
of the zoo. This prevents visitors from observing with their own eyes how similar
we are to our primate companions and have a closer experience with endangered
species, which could be an insightful educational activity.

In this paper we propose a new approach to provide technological enrichment
for primates based on their innate abilities for manipulating tools and objects.
We also address how collaborative activities based on the manipulation of objects
could facilitate the interaction between humans and orangutans, raising awareness
of wildlife preservation in zoo visitors.
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7.2 Proposal and Research Agenda

A promising form of enrichment for primates which exploits their natural ability
of using tools/objects could be the development of digital interactive experiences
mediated by the use of non-technological tangible objects which primates can actu-
ally hold and manipulate [364]. In this kind of systems, primates could use regular
objects that they know and are used to interact with. The interactive experience
could be provided by analyzing and tracking the gestures and interactions of the
primate with the object/s and providing digital responses, such as projections on
the ground/wall, as reactions to these manipulations. In this way, natural behav-
iors and interactions of the orangutans would not be restricted or limited. These
natural interactions with the devices could inform the design of the interactive
experience, adapting the reaction of the system to better suit the abilities and
gestures of the animal with the object, and not the other way around. Moreover,
technological elements not only could offer enrichment for primates, but also for
primates and humans. The use of objects/tools, which is a common ability be-
tween both species, could facilitate interspecies communication when using similar
objects in a shared technological space [362], while raising awareness of humans
on the commonalities with our primate ancestors.

The first step towards the creation of these systems would be evaluating different
tangible elements regarding the natural interaction and interest of the orangutans
towards them, selecting the most appropriate ones. Then, the interaction of the
selected elements could be enhanced with digital responses. Through tracking
systems, we could learn which kind of interactions, gestures and responses the
orangutans perform in each game, their reactions and observed behavioral changes.
This will inform the redesign of the activity in terms of these natural gestures, in
order to make the interaction as natural as possible and adapted to what the
orangutan expects from it. Similar interactive spaces could be deployed on the
visitors’ side, in which visitors have to manipulate similar objects, triggering also
digital responses. In this case, the digital responses could have an educational
purpose, such as projecting a video of the orangutan using the same object in its
environment. The visitor could observe the orangutans’ intelligence and physi-
cal abilities and also reflect upon those behaviors by comparing orangutans with
human beings. The manipulation of tangible objects by a human visitor could
also trigger digital responses on the orangutans’ side to capture their attention.
In this way, a shared space could be created based on non-verbal communication
and/or mimicking based on the manipulation of the same objects and the digital
interactions of both human and orangutan. Collaborative tasks could then be
created, in which the orangutan and the human have to cooperate and use tool-
s/objects to achieve the goals of the activity, fostering communication between
species mediated by the objects they are manipulating.
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Table 7.1: Examples of tangible-mediated activities.

Collaborative activities

Individual activities between animal /human

Tangible tools

Produce sound as a re-
sponse to the gestures per-
formed with a tangible
object, different gestures
could play different sounds

e Plastic balls e Painting-like  application e Pong:  tangible objects

e Plush toys using a tangible element which both human and

e Sticks and projections on the orangutan use to move a

e Treat tubes ground /wall digital ball projection on

e Books e Whack-a-mole game using the floor

e Wooden a tangible object and pro- Puzzle: human and
bricks jections on the ground orangutan  use  blocks

to complete a puzzle
projection on the floor

Music creation: object ma-
nipulations by both the
orangutan and the human

would produce sounds

7.3 Benefits

The benefits of this kind of activities are manifold. On the orangutan side, new
ways of mental and physical stimulation will be offered by means of enriching inter-
active spaces. By introducing non-technological objects which enact technological
reactions on the system, a new road opens towards providing enrichment which
does not require human activation. The innate curiosity towards the system could
also be evaluated and used to inform further designs of zoo enrichment. On the
human side, it would be an educational activity for zoo visitors’, both adults and
children, who will realize the importance of the use of tools in the evolution of
primates, with obvious evidences on how close our species are in terms of abilities
and intelligence. Visitors experience will be enriched as they could engage into a
more direct interactive experience with the orangutans. This could create affec-
tive bonds towards the species and facilitate further implication of visitors into
conservation activities.

7.4 Conclusions

This paper proposes the development of digital interactive activities for primates
based on the use of non-technological tangible elements. The manipulation of these
objects would trigger digital responses of the system, such as digital projections.
With these scenarios, we aim at improving the wellbeing of captive animals by pro-
viding enrichment activities which happen inside the animals’ enclosure and with
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objects they can actually manipulate and examine. The responses of the system
will be based on the natural manipulations of the objects after careful exploration
of the most suitable elements and interactions for primates. Collaborative inter-
active spaces between primates and zoo visitors could also be developed, in which
tangible objects are used to mediate the interaction. Zoo visitors’ experience
would in this case be enhanced as they could interact with the primates during
these activities, potentially increasing their comprehension of the species and the
importance of nature conservation.
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Abstract

Orangutans show interest in sound-based stimuli, but the auditory enrichment they
are usually provided with is either based on human-music, or does not allow for
control and choice. In this work-in-progress paper, we describe the design of sound-
based enrichment by means of the manipulation of tangible non-technological el-
ements. In doing so, we demonstrate how Animal Computer Interaction research
can help in providing animals with more control over auditory stimuli, as well as
demonstrating and justifying a novel modality for interaction based on orangutan
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behavior within our ongoing study. We overview our proposed evaluation, iden-
tifying how — through embodying notions of control and choice in design - our
proposed system allows for orangutan use to inform ongoing development and
design of auditory enrichment.

8.1 Introduction

Animal enrichment is essential for providing captive animals with engaging and
adequate stimuli to “draw out their species-appropriate behaviors, thus enhancing
animal welfare” [64]. Zoos, in their role as conservational organizations, make huge
efforts towards providing captive animals with naturalistic as well as stimulating
environments [41]. Recently, the field of Animal Computer Interaction (ACI)
[173, 174] and zoo practices for animal enrichment have joined efforts towards the
design and development of technologically mediated enrichment activities [341].
Technology can offer a whole new range of opportunities for animal enrichment,
allowing for more rapid adaptation to new circumstances, specific individuals, and
easily introducing new activities within already tested systems, e.g. new tablet-
based applications for primates [10]. This rapid incorporation of new activities
offers the animals more opportunities for exploration and could help to maintain
their engagement and interest.

Auditory stimuli are a widespread form of environmental enrichment, particu-
larly for primates. However due to safety or environmental restrictions, primates
have little control over the provided stimuli and interaction has been restricted or
non-existent. As a result, enrichment is unable to account for species or individual
preferences. Several studies have tried to determine the best music stimuli for
different primate species, re-appropriating human-music for the purpose. These
studies either imposed an unsuitable physical set-up [188], did not allow for choice
or creation, or were focused just on musical pieces [275] and not sound stimuli over
which the animal has more control and choice.

ACT research can help overcome these limitations and provide primates with
more control, intuitive interactions and adaptations of these auditory stimuli. In
this work-in-progress paper we present the design of a digital sound-based auditory
enrichment, based on a novel interface which interprets the movement of non-
technological objects as digital input, overcoming safety and technology access
concerns. Instead of providing primates with what we believe it is music to their
ears, our novel interactive approach gives sound to their objects. In this approach,
orangutans can explore producing different types and variations of sound-based
stimuli by manipulating tangible non-technological objects [252]. By providing
control and choice over sound generation, the individual preferences of the animals
towards the sound-based stimuli can be studied.
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This paper consequently contributes; (1) an account of our animal-centered
design process for developing novel digital enrichment for orangutans in a zoo-
context, (2) a novel and promising approach for mediating animals’ interactions
with technology, and (3) a sound-based interactive system designed for orangutans
which embodies notions of control and choice in its design as a resource for co-
creation. We conclude by overviewing our proposed evaluation.

8.2 Related Works

There have been many studies analyzing the behavioral and physiological effects
of auditory-stimuli for primates in captive facilities, which provided contradictory
or non-conclusive results. Some studies reported decreased stereotypical behav-
iors when primates were listening to music [125, 335], others found no difference in
behaviors but instead on physiological measures [32], and some works found differ-
ences in both [169]. Several studies have also tried to analyze primates’ preferences
towards different genres of music, also without yielding consonant results. McDer-
mott et. al. [188] defined a physical set-up which conducted to a least-aversive
selection [276]. On the contrary, the work by Ritvo [275] provided orangutans the
opportunity to conduct a most-desired choice over different genres of music.

However, none of these works allowed the animals to control which kind of
music they were listening to. Moreover, the considered auditory stimuli were
human-based musical pieces, reflecting the imposition of human-centered enrich-
ment. Instead of music, sound-based stimuli could be more appropriate when the
appropriate levels of control and choice are afforded to the animal user. In an ACI
user-centered perspective, orangutans as target users should be the ones dictating
what music is for them. In fact, a recent attempt to create species-appropriate
music for cats using non-human centric sounds has shown promising results in
terms of cats’ interest in the auditory stimuli [305].

Within ACI, the use of sound-based stimuli with orangutans has been observed
to foster interaction and exploratory behaviors. Hermans and Eggen have devel-
oped a cylinder which produces automatically generated instrumental sounds when
rotated [111]. Although orangutans showed interest, they had no control over the
generated sounds. One step further, Wirman has proposed the development of a
game prototype for orangutans in which various poking sticks are used to explore
sounds [364]. In this promising work, the interaction has been designed based on
the observed preferences and interactions of the orangutans. This approach would
account for a more intuitive interaction, allowing the orangutan to focus more on
playful interactions and explorations of the system. The work presented in this
paper is aligned with this latter idea of exploration and describes the design of a
system that would allow to study how orangutans want to interact with auditory

155



Chapter 8. A Nowel Design Approach to Evaluate Orangutans’ Interest in Sound-based Stimuli

156

stimuli of different kinds, and which type of sounds they would prefer to interact
with.

8.3 Design Process

Here, we present the design process for the development of a sound-based inter-
active system for orangutans, following an animal-centered approach [173]. The
reactions and demonstrated preferences of the orangutans when using the system
will inform the design [142]. Zoo keepers also participate in the process with their
expertise and knowledge of the orangutan users. We divide the decision making of
our design process into three main areas: (1) the selection of tangible elements as
mediators of the interaction, (2) the technical challenges to support this kind of
interaction, and (3) the selection of suitable and potentially appealing sound-based
stimuli.

8.3.1 Tangible Interactions

Environmental enrichment devices (EEDs) are used across zoos as one of the main
forms of enrichment for animals. The use of tools and objects for enrichment
purposes is usually meant to simulate the animals’ eating and foraging habits in
the wild. Toys and everyday objects of different shapes and materials are also used
for providing amusement activities for the animals as well as mental stimulation.
Physical activity as well as social relationships are also fostered through the use of
objects in their environment. Moreover, there are several animal species, including
orangutans, with innate abilities and preferences towards the use and even creation
of their own tools [292].

Technology is extremely limited in supporting this mode of enrichment, partic-
ularly with primates who are extremely strong, potentially harming themselves on
deconstructed technology. Hence, orangutans do not usually have free access to
any technology inside their enclosure, instead being handled by a zoo keeper or
professional staff. This limits the time in which the animals have access to the
technology and impedes their control and choice over when to access the enrich-
ment, and how to interact with it.

The Kinecting with Orangutans project [343] provided digital enrichment to the
orangutans at Melbourne Zoo by utilizing a Microsoft Kinect device to create
touch-aware projections. In doing so, this project allowed the orangutans to inter-
act with the digital projections how they wanted to, and they were given regular
free access to the technology over the course of a month. This saw the orangutans
interact with the technology in numerous unexpected ways, such as with their
body, and also with objects (see Figure 8.1). This included: spreading wood-wool
(nesting material) over the projection, interacting with the projection with toys
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(plastic balls), which also afforded other means to interact (such as hanging from
the ceiling and ‘whipping’ the screen with a blanket to interact, or attaching a
tarpaulin from which the orangutan could hang to interact). These interactions
were unanticipated, but afforded by the touch-detection software.

Figure 8.1: Orangutan using objects to interact with projection

Based on this predisposition and intrinsic ability of orangutans towards the
use of objects, we concluded that a promising and novel approach for interacting
with technology would be the design of a system in which these non-technological
objects could afford digital interaction remotely, thus overcoming the safety and
physical constraints of technology with primates [252]. Such a system should allow
animals to manipulate and interact with everyday non-technological objects inside
their enclosure and obtain adequate digital reactions from the system based on
these interactions. These responses should be triggered by the system when the
manipulations happen from any location and posture within the interaction area.
The orangutans’ spontaneous manipulations of the object will not be limited or
restricted by specific interaction constraints. Moreover, the interaction should not
be limited to a specific object. Our proposed approach thus allows orangutans
to interact with the system using different elements they have around without
requiring to put any special artefact on the object. This novel approach for in-
teracting with digital systems would provide the animals with more control over
their environmental enrichment. Eventually they will be able to choose whether
and when they want to interact and in which ways by simply manipulating (or
not) the objects mediating the interaction.
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8.3.2 Technical Development

In order to augment the interactions with non-technological tangible objects, the
main challenge comprised how to remotely detect the movements of these objects.
An approach such as [257], using depth based information to detect postures was
not considered to be as effective with orangutans. A top-down approach from a
tracking sensor will not allow for the detection of the hands movements. Moreover,
orangutans are likely to manipulate objects from many different postures and not
always standing or sitting but also hanging or lying on the ground. Therefore, it
was decided that an approach in which the system tracks the objects would be
more effective and flexible.

After observing and discussing with Zoo Keepers which kind of everyday ob-
jects could be used to mediate the interaction, a wide range of colors, shapes
and textures were identified. We considered several approaches for object recogni-
tion [366], such as pattern matching. However, this approach would not account
for objects made of a non-rigid material. It would also make more complex the
recognition of the same object in different positions and rotation angles without
previous analysis of the object. The two main challenges to overcome were defined
as: allowing for flexibility in the range of objects to be used as mediators, and
allowing for easy and rapid incorporation of new objects into the system. We con-
cluded that performing object tracking based on color would be most suitable as
objects of different shapes and textures could be used. This technique also allows
tracking the object even when it is being partially occluded or handled by the
orangutan. Moreover, adding new objects to the system just requires to define the
main distinctive color of the object. The only restriction would be that this color
is different enough from the surroundings.

The developed system consists of a Microsoft Kinect® v2. This sensor captures
both color and depth information of the recorded area at a rate of 30 frames per
second, with pixel resolutions of 1920x1080 and 512x424 respectively. The software
has been developed using C#, Kinect for Windows SDK 2.0' and EmguCV? (a
NET wrapper for OpenCV). The Kinect sensor acquires both color and depth
streams of information. For each pair of color and depth frames, the system
converts the color stream to the Hue-Saturation-Value (HSV) color space. Then it
filters the HSV image using the HSV values of the object being tracked. Over this
image, which only contains the blobs of the object/s being tracked, it applies a
blob extraction algorithm to obtain the blobs representing the objects. With this
information, the Kinect SDK is used to determine the position and depth of the
tracked object within the image. At this stage, different modalities for producing
sounds can be triggered attending to the position and movements performed with
the object/s.

Thttps://msdn.microsoft.com/en-us/library /dn799271.aspx
2http://www.emgu.com/



8.8 Design Process

8.3.3 Sound-based Enrichment

Auditory stimuli are frequently used with Melbourne Zoo’s orangutans. This in-
cludes using electronic keyboards, harmonicas, iPad music applications, playing
sound from CDs or radio, and when accompanying projected movies. Keepers
and researchers widely report on primates’ curiosity towards sound-based stimuli
[111, 364]. In consideration of our interest in providing control and choice to the
orangutans, we concluded that the auditory stimuli should be open to exploration,
surprise, and engagement, based on how Zoo Keepers identified the opportunity
for such technology and prior work [142, 252, 364]. We considered stimuli from
simple notes or sounds to more complex compositions, without the condition that
it needs to sound “nicely” or be “harmonious”. Nature sounds were discussed, but
have been observed to increase vigilance behaviors in captive gorillas [229] due to
the fact that they could not locate the origin of the sound, and therefore were not
considered. Instead, the fact that the sound was familiar or recognizable to the
orangutans (all raised in captivity) was more important.

Several basic modes of producing sounds based on the manipulations or move-
ments of an object were initially implemented. These basic modalities were shown
to the Zoo Keepers to provide them with an idea of the capabilities the proposed
system could have, prompting discussion and brainstorming ideas of potentially
appealing auditory stimuli The Zoo Keepers’ knowledge about the individual per-
sonalities of orangutans and the way they interact or produce auditory stimuli
during everyday enrichment activities were an extremely valuable source of infor-
mation to inform the decisions of the sound modalities to be implemented and the
kind of sounds and mappings these modalities should offer. After discussion, the
following three different modalities for generating sound have been developed for
the evaluation of a proof of concept system:

e Noise: Noisy and clanking sounds are generated each time the object is
moved. Design decision: Orangutans have been observed producing noise
with objects around them.

e Progression: A melody is played while the object keeps moving. If the object
is not being moved, the melody is stopped. When the object is moved again,
the melody restarts playing from the last point it was stopped. Although
this would be closer to music than to sounds, in this case the melody does
not need to sound good (it could be stopped and replayed at the orangutans’
will). Volume variations of the sounds are also produced based on the speed
of the movements performed, i.e., if the object is moved fast the volume
would be increased, and if the movements of the object decrease in intensity
then the volume would be decreased as well. Design decision: Playing music
from CDs, radio or while projecting movies is a frequent form of auditory
enrichment at the Zoo and orangutans could recognize the melodies in this
modality.
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e Continuous: Different notes are generated continuously when the object is
within the tracked area. The notes change depending on the position of
the object and distance to the sensor. When the object is placed far away
from the sensor the notes produced are low-pitched, and vice versa. Volume
variations are also produced based on the speed of the movements performed.
Design decision: Orangutans are curious about new things happening in their
environment. Sound variations within this modality would foster exploration
and sustain the novelty factor.

Several sounds have been incorporated into each modality. It should be noted
that even though terms such as pitch and note are used here, and this might be
terms used by human beings to describe auditory stimuli, it is just a representation
for us to understand which changes in the sound stimuli are presented. We ground
on the knowledge that orangutans can distinguish between different sources and
variations of sounds [188, 205], hence notes with different pitch or melodies with
different rhythm should be perceived as different stimuli. These variations in the
source of the stimuli aim to provide variety in order to foster curiosity, engagement
and exploratory behaviors. As the movements of the tracked objects will trigger
different sounds, this would allow to study how orangutans prefer to interact and
manipulate the objects to, for example, replay a specific sound or keep moving the
object to discover new ones. Hence, we could also study which auditory stimuli are
more engaging based on the performed movements and analysis of their behavior.

8.4 Conclusion and Future Work

This work has presented a novel interactive approach for mediating interactions
within ACI. This approach is based on the use of non-technological tangible objects
as proxies to interact with the system. It could be broadly applied within ACI
to provide not only enrichment but also control over the environment for different
animal species. The developed solution is capable of tracking objects of different
shapes, colors and textures. This tangible approach has been applied to the con-
text of designing a sound-based interactive system for orangutans with the aim of
providing a more intuitive form of interaction for animals as well as more control
over their environmental auditory enrichment. An evaluation of the sound-based
interactive system will be conducted in order to study: (1) the application and
suitability of the proposed tangible interactive approach, (2) orangutans’ interest
in sound-based stimuli in terms of their interactions and explorations with the
system. The results of this study would help to discover similarities and differ-
ences between individuals when interacting with the sound-based stimuli in terms
of behavior, movement patterns and activity levels. The proposed interactive ap-
proach based on tangible elements would offer the orangutans more control and
choice over the provided enrichment, hence these results would inform the de-
sign of similar and more permanent installations for animal enrichment based on
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their preferences on auditory stimuli. It will also help to envision how intelligent
adaptations of the system could fulfill species and individual specific needs and
preferences [254, 258|.

The tangible interaction approach could be used not only for orangutans but
also for other species of animals with the ability of object manipulation, or in which
the use of objects is among their preferred interactions with the environment, e.g.,
other species of primates, elephants, big cats, etc. Moreover, tangible interactions
could not only be used with sound-based stimuli. Visual stimuli such as projections
on the ground or walls could also be triggered by the system, these projections
reacting according to the interactions of the animals with the tangible items. In
addition, this form of interaction could be used to provide animals with control over
their environment. Instead of using metaphors as buttons or activators, the use,
movement or placement of objects could be mapped to changes over environmental
features of the enclosure, such as lighting conditions or even playing sounds or
movies if it is found that the animal would like to have this option. Allowing
animals to have control over their surroundings in this kind of enclosures is one of
the keys to improving their welfare.

Collaborative activities with zoo visitors or remote interactions with humans
not present in the enclosure could also be envisioned using tangible metaphors to
interact with the system. The use of tools as mediators of the interaction could
be conceived as a way of connecting the human participant with the orangutan by
relying on the common ability of both species regarding object manipulations.

Acknowledgements

This work is funded by the EDRF-FEDER, Spanish MINECO (TIN2014-60077-R),
Spanish MECD (FPU13/03831) and Australian Government (Endeavour Research
Fellowship). The authors gratefully acknowledge the invaluable support of the
Microsoft Research Centre for Social NUI and Zoos Victoria.

161






Part IV

Interspecies Participatory
Design of Playful Interactive
Environments






Human-animal interactions have been shown to be beneficial for both parts of
the interplay [12, 13, 215], and technologically mediated experiences offer a whole
new range of opportunities in this regard, especially if we consider how important

it is that future generations raise their awareness and empathy towards the animal
species living in our world.

Once the animal side of the interaction has been explored, this part of the thesis
focuses on how to support children’s participation in interactive spaces for animals
by means of NUIs. For this purpose, several evaluations were conducted to allow
the children’s to co-design and participate in interactive and intelligent playful
scenarios for animals, and to assess the impact of these activities on improving
the children’s perceptions of animals and the children’s perceived wellbeing. The
insights gained through these studies helped to complete the development of an
interspecies interactive playful system that allows for remote interaction between

children and animals, as well as animals playing by themselves, that will be pre-
sented at the end of this part of the thesis.

DESIGN PROBLEM:
How to build interactive and intelligent playful environments for animals (and humans) based on NUIs?

DESIGN:

Create a system based on
NUIs to support humans
participation in interactive
spaces for animals

. DESIGN:
DESIGN: DESIGN:

P, How could interactive > H(?W do 'childr’en wa.nt to interact
evironment capab);e of systems incorporate these with amm.als 1a.ng|b]e preferred
playing autonomopus[y with elements into a playful devices using NUIs?
i 2
an animal and a robotic environment? EVALUATION:
device P> How do children envision

interspecies games with animals?

EVALUATION: EVALUATION:

Is the system usable by the animal?

Can co-design activities

J, improve children’s perceptions
EVALUATION: of animals?

How effective is the system in comparison to a

human-controlled interactive system? DESIGN:
Create an interspecies interactive
EVALUATION: system for animals and humans

What are the interactive -
behavioral patterns that emerged?

EVALUATION:
(EXTENSION) DESIGN & EVALUATION: Is the system usable by children
Create and evaluate a system capable of learning from EVALUATION:

children’s interactions with animals to improve the

Does the system help to
intelligent autonomous environment for the animal

improve children’s wellbeing?

EVALUATION: 3
Does the system help to
improve children’s relationships
with animals?

Figure 8.2: Problem decomposition of the work described in Part IV.
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Abstract

Interactive spaces for education are emerging as a mechanism for fostering chil-
dren’s natural ways of learning by means of play and exploration in physical spaces.
The advanced interactive modalities and devices for such environments need to be
both motivating and intuitive for children. Among the wide variety of interactive
mechanisms, robots have been a popular research topic in the context of educa-
tional tools due to their attractiveness for children. However, few studies have
focused on how children would naturally interact and explore interactive environ-
ments with robots. While there is abundant research on full-body interaction and
intuitive manipulation of robots by adults, no similar research has been done with
children. This paper therefore describes a gesture elicitation study that identi-
fied the preferred gestures and body language communication used by children to
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control ground robots. The results of the elicitation study were used to define
a gestural language that covers the different preferences of the gestures by age
group and gender, with a good acceptance rate in the 6-12 age range. The study
also revealed interactive spaces with robots using body gestures as motivating and
promising scenarios for collaborative or remote learning activities.

9.1 Introduction

Technology has been shown to be a promising and motivational tool for educa-
tional purposes with children. In this regard, over the last years there has been
a shift from desktop-based interactions between children and digital services for
learning, towards more ubiquitous and intuitive scenarios. This has favored the
emergence of interactive spaces for education aimed at fostering children’s natural
ways of learning by means of play, exploration in physical spaces and tangible ma-
nipulation [3, 100, 184, 200]. For these reasons, these scenarios are not just purely
virtual any more but instead are interactive spaces including advanced interactive
modalities, such as augmented interactions, and non-digital artifacts, such as tan-
gible devices of different kinds [28, 86, 306]. Among the wide variety of tangible
interactive devices that are available in these spaces, children find robots attractive
and intuitive. In fact, robots have been a popular research topic in the context
of educational tools. Interactive activities between robots and children have the
potential to foster physical activity, trigger creativity and provide a more engaging
learning experience [86, 288, 317, 338].

In order to provide users with more freedom and spontaneity in their interac-
tions, advances in Natural User Interfaces (NUIs) have been applied in interactive
spaces for adults [23, 69, 140, 331, 358]. Research on NUIs has widely covered
how adult participants would like to interact with such novel interactive spaces.
There is now a vast literature on gesture elicitation studies for adults in differ-
ent contexts [155, 202, 203, 245, 332], which also demonstrates that user-defined
gestures are usually better accepted by end-users [55, 203, 263]. On the contrary,
less research has focused on how children would prefer to interact in these scenar-
ios. In the particular case of robots, research has also studied how adults would
naturally interact using their full body for the navigation and control of these phys-
ical elements [43, 195, 226, 227]. However, few platforms for children offer gestural
and body language communication with these interactive elements. Gesture-based
communication with robots would be especially relevant within interactive spaces,
as for example, voice commands might not be accurate if there is ambient noise or
there are many children playing at the same time. In addition, current scenarios
in which children can interact using body language are usually based on virtual
environments, and the gestural languages have already been predefined by the de-
velopers. Therefore, studying how NUIs and body language communication could
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provide children with a more intuitive and motivational experience for controlling
tangible robots within interactive scenarios would be a promising research line.

To the best of our knowledge, this paper presents the first gesture elicitation
study with children regarding full body interactions to manipulate tangible ground
robots. The outcomes of this elicitation study are manifold: first, the study identi-
fies the preferred gestures and body language communication that children would
like to use in interactive spaces with robots. It also outlines the variability of
such gestures by age group and gender, proposing a gestural language that accom-
modates for the detected requirements. Secondly, the positive results from the
questionnaires reveal that interactive scenarios with robots using body gestures
are very promising and motivating for children. Finally, a set of future recom-
mendations based on the elicitation study and the postquestionnaire results is
outlined. These discussion aims to advance research in the design and develop-
ment of promising interactive spaces for children based on natural interactions.

9.2 Related Works

This section firstly reviews related studies on children’s communicative forms of
interaction within interactive spaces and with robotic systems. Then, studies
focused on gesture and full-body elicitation techniques with children are described,
highlighting the need for more participatory design processes with children in
these areas. Due to the limited number of gesture elicitation studies with children
regarding interactive spaces and tangible robots, we propose revisiting the related
work in this area focused on adult participants.

9.2.1 Children’s Communication with Robots and Interactive
Spaces

Child Computer Interaction (CCI) [124, 268, 269] research has expanded greatly
over the last decades, partly due to the realization that children’s mental models
are different from those of adults. Hence, interactive technologies for children that
aim to be successful need to adapt to these mental models and preferred ways
of interaction. In this process of understanding and adapting technology to bet-
ter suit children’s requirements, cooperative inquiry and participatory design with
children have been among the main pillars of the field [57, 59]. These methods
have been used in search of motivating and playful technology that encourages ex-
ploration and learning in children, and interactive spaces and robots have emerged
as very promising tools for this purpose [9, 123].

On one hand, interactive spaces are moving towards full-body interactions in
which children can behave naturally using their whole body to interact with the
system. This offers a more natural interactive modality while encouraging exercise
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and socialization. Back in 2000, the KidsRoom [27] and StoryRooms [3] proposed
interactive storytelling experiences for children that took place in an interactive
real world room. Over the years, advances in technology have made these immer-
sive scenarios more affordable and sophisticated. For example, interactive floors
such as iGameFloor [100] or Lands of Fog [200] allowed full-body interactions for
collaborative learning and socialization using computer vision techniques. Other
interactive playgrounds for children that considered full body interactions have
been the interactive slide [306], gesture-based digital games [95, 128, 236] and
hybrid digital and tangible games [28].

On the other hand, interactions between robots and children have been studied
from different perspectives and offering several interactive modalities. However,
few works have addressed embodied interaction techniques between children and
robots. Those works in which embodied metaphors are present are usually focused
on imitation and social interactions for therapy, e.g. socialization with robots for
children with autism [277, 278, 338]. Embodied interactions and body posture
have also been analyzed to detect children’s engagement and social interactions
with robots [110, 194, 288, 289]. However, all these studies consisted of interactive
modalities already pre-programmed by the designers, and the children had to
adopt them in order to interact with the robot. Some examples include verbal
communication [22], gesture imitation [277, 338], touch-based interactions [194,
278, 288] or tangible-mediated interactions [86, 209].

The proposed interactive modalities have been quite varied as regards children’s
control and manipulation of a robot. Topobo robot [265] required children to
perform physical programming by example, i.e. assembling the robot and record-
ing the desired movement by moving its physical parts, then playing the recorded
movements. LEGO sheets proposed a visual programming language for the LEGO
Programmable Brick, a physically assembled LEGO robot [92]. This allowed the
robot to be programmed with predefined sequences of actions, but did not provide
real time control of it by the children. A similar proposal was Robo-blocks [304],
which offered a tangible approach for programming a floor robot by assembling
physical command blocks. However, it offered only four basic actions: forward,
backwards, left and right. The Tangibot platform [86, 209] proposed a more collab-
orative real-time technological solution. It consisted of a tangible-mediated user
interface for kindergarten children to manipulate a mobile robot. The work in
[315, 317] also proposed a tangible interface for children in the form of a tricy-
cle to remotely control a robot. The movements performed on the tricycle were
mapped to movements of the tele-operated robot. However, it did have some tech-
nical limitations, as the child operating the robot could not perform fine-grained
interactions and could not move further when he reached a wall, etc.

There is thus a shortage of studies on how full body interactions that work
well in interactive spaces for children could be applied to manipulating robots in
such spaces. We believe the study of robot control by gestural communication
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in an interactive space will offer promising opportunities to develop motivating
and engaging technological scenarios. The following sections will review elicita-
tion studies on both children and adults to give a general idea of the range of
methodologies that could be applied for the purpose of this study.

9.2.2 Elicitation Studies with Children

Gesture elicitation studies with children have been used as a tool to include chil-
dren in the design process of a system [58, 59, 101] following a participatory design
approach [53]. However, the relatively few studies in the area mostly focus on more
traditional user input interfaces, such as tabletops [287] or digital videogames [127].

Regarding interactive surfaces, a methodology proposed by Wobbrock et al.
[365] within adult elicitation studies has been adapted to study how children de-
signed new gesture-based interactions on tabletops [287]. In this study, after ob-
serving an animation representing some referent action, the children were asked
to come up with a gesture to trigger that action.

Hoysniemi et al. [126, 127] conducted an elicitation study in which children
had to perform full body interactions to control a digital character in a virtual
game. This work used a Wizard of Oz elicitation technique, showing this is a
feasible methodology well accepted by children, despite the delay between the
child’s action and the reaction of the character.

With the emergence of depth-based tracking technology such as the Microsoft
Kinect sensor, gesture elicitation studies with children have also evaluated how
they would like to manipulate digital objects which appear on screen [49]. Such
systems allow for rapid prototyping and usually facilitate the gesture recognition
task with built-in frameworks. However, they still have limitations in terms of
open space tracking and gesture precision, which is a drawback for less restricted
scenarios.

In the context of interactive environments for learning, bodystorming techniques
have been used to elicit children’s full body interactions to improve their communi-
cation with the system [172, 293]. In these studies, children were asked to use their
bodies to represent possible actions and relationships between elements in order
to address issues related to air-pollution. Motivation was reported as high among
the participants, although the proposed gestures were more focused on represent-
ing the different actors of the scenario rather than solving the design challenge.
Although the authors acknowledge some of the representations cannot be directly
mapped to the final system, full body interactions were a powerful tool within the
participatory design process with children [294].
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9.2.3 Elicitation Studies with Adults

In contrast to the reduced number of works regarding gesture usability studies
with children, research focusing on gesture elicitation studies with adults has been
extensive.

The widespread use of handheld devices motivated a great number of studies for
eliciting natural gestures for mobile phones or tablets. Some of the works in the
area include elicitation studies to use the back of the mobile device as an input
[300], or use motion gestures to trigger actions on the device [284]. Considering
more collaborative and interactive scenarios, several studies have addressed how
users would like to interact with different devices in a multi-display environment in
order to transfer files or share content [155, 157, 298]. The methodologies of these
elicitation studies were in the form of interviews or guided tasks: the participant
was asked to perform a gesture after reading a description of the task or observing
a short image/video of the results for the proposed action.

Hand gestures for vertical displays (TVs or interactive walls) have also been
elicited using different approaches. For example, online surveys in which partic-
ipants propose gestures for a specific command using open-ended answers [55].
Another common procedure consists of the participant performing a gesture after
observing a short video demonstration of the proposed command [332]. And fi-
nally, Wizard of Oz methodologies, in which the referent action is initially shown
to the user and also is triggered while he performs the action [163, 202]. With
the emergence of tabletops, gesture elicitation studies were also conducted to elicit
user-defined gestures for interactive surfaces [66, 365]. Methodologies reported in
the literature using these platforms consisted of showing an animation of a referent
action to the participant, and asking him to perform a gesture that would prompt
that action.

Moving to more immersive interactive spaces, elicitation studies for collocated
interactions with wearables have also been conducted [138]. Regarding digital
games, full-body gesture elicitation procedures [151] required the participant to
play a digital game standing in front of a screen. Whenever the game script
stops and displays different options for the character to continue the story, the
participant is asked to perform a gesture that represents each option. User defined
gestures have also been elicited in Augmented Reality (AR) scenarios. Using a
head-mounted device, participants are shown an animation of the desired result
and then asked to perform a suitable gesture to cause that effect [245].

Several elicitation studies focused on adult manipulation of either humanoid
robots [225, 227] as well as flying drones [43, 226]. The methodologies adopted in
these studies usually follow a Wizard of Oz approach: (1) the user is shown a video
of the robot/drone performing a referent action or reads its description on a card,
(2) the user performs a gesture that represents the referent action, and (3) the



9.8 Elicitation Study

robot/drone performs the desired action. In addition, there is an overwhelming
amount of studies evaluating drone/robot manipulation techniques for adults, e.g.
hand gestures [154, 211, 291], full-body interactions [241, 290], wearables [313],
gaze [106], speech [70, 311], etc. This contrasts with the few works on the topic
with children as participants. For these reasons, and considering how well Wizard
of Oz elicitation techniques work for the user in several contexts, we propose a
Wizard of Oz elicitation study to evaluate how children would like to manipulate
a robot using full-body interactions.

9.3 Elicitation Study

The main goal of this study is to identify user-defined gestures to control and
move a non-humanoid ground mini-robot. This section will describe the study,
procedure and the results obtained. The research questions of this work may be
formulated as follows:

e RQ1: Is the performance of gestural communicative interaction with robots
affected by gender?

e RQ2: Is the performance of gestural communicative interaction with robots
affected by group age?

e RQ3: Are there any differences in the kind of gestures elicited by gender and
age group?

e RQ4: Is there any gestural language that provides agreement across gender
and age?

e RQ5: Is there any difference in the perceived enjoyment of the robot by
gender and age group?

e RQG6: Is there any difference in the perceived easiness of the elicitation task
by gender and age group?

e RQT7: Is there any difference in the motivation to play by gender and age
group?

e RQS8: Is gestural control of robots a promising tool for remote playful activ-
ities?

e RQO: Is gestural control of robots a promising tool for collaborative playful
activities?

Section 9.4 will review these research questions reflecting on the results of the
proposed study, with the aim of providing a useful discussion that helps future
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researchers in the field to design and develop suitable interactive spaces with robots
for children.

9.3.1 Participants

The participants were 61 children from a public primary school (Col-legi Public
Vicente Gaos). The participants were classified into three different age groups:
early, medium and advanced stage of primary education. The first group (G1)
were 21 children (14 boys and 7 girls) aged 6-7 years old (Mean (M) = 6.24,
Standard Deviation (SD) = 0.436). The second group (G2) were 20 children (10
boys and 10 girls) aged 9-10 years old (Mean (M) = 9.25, Standard Deviation
(SD) = 0.444). The third group (G3) were 20 children (10 boys and 10 girls)
aged 11-12 years old (Mean (M) = 11.45, Standard Deviation (SD) = 0.605).The
sessions were conducted during school teaching hours.

Before starting the elicitation study, the children were asked whether they had
previously used the Microsoft Kinect sensor when playing videogames. Most of
them did not know the device before the session, however several children reported
having played games with this or a similar sensor: 5 children in G1, 2 children in
G2 and 10 children in G3. The children were also asked whether they had previous
experience with robots or drones of any kind. In this regard, 4 children in G1, 3
children in G2 and 5 children in G3 reported either owning or having played with
a robot/drone before. However, the interaction modalities with such devices had
been based on controlling the device with a smartphone/tablet, but never with
NUIs such as body tracking.

9.3.2 Set-up

The study was conducted following a Wizard-of-Oz approach. A Microsoft Kinect
v2 sensor was placed on a table, facing a play area of 200cm wide x 300cm long
in which the activities took place. The device video-recorded the activity of the
participants for subsequent analysis. The robot used in the study was a Parrot
Jumping Sumo mini-drone, placed initially in front of the Kinect. The children
were required to stand behind the robot facing the Kinect sensor to start the
session, but they could move freely within the play area during the rest of the
activity. The researcher stood behind the play area manipulating a smartphone
to control the robot (Figure 9.1).



9.8 Elicitation Study

Figure 9.1: Sketch of the Wizard-of-Oz set-up.

9.3.3 Procedure

Each child was asked to perform three tasks, with no previous training for any of
them, in order to elicit the gestures that children would naturally want to perform
to control the robot in each scenario. Task 1 consisted of eliciting gestures for
specific and discrete movements of the robot. For this purpose, a set of 11 common
actions for controlling mini-robots was randomly presented to each child (using a
balanced Latin Square) to avoid order effects. Table 9.1 shows the 11 actions
and a brief description of each one. Each child was asked to come up with a
gesture for each of the actions of the robot described in Table 1. For each action,
Wobbrock’s procedure was followed: (1) the robot performs a specific movement
while the child observes, i.e. the referent, (2) the child is asked to perform any
gesture or movement she wants so that the robot performs the referent action, i.e.
the sign, (3) once the child starts to perform the gesture, the wizard (researcher)
starts moving the robot according to the specific referent while following the child’s
gesture.

In contrast to Task 1, Task 2 and Task 3 required the children to perform a
series of gestures over time in order to move the robot continuously following a
predefined path on the ground marked with colored cardboards (42cm x 59.6 cm).
All children were asked to perform both tasks, alternating the order between the
participants to avoid ordering effects. The path in each task was designed to study
the different modalities in which a child could give orders to a robot depending
on the type of movement she wanted to perform. In Task 2, the path was formed
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Table 9.1: List of actions (referents) the mini-drone can perfom.

Action of E?;‘errzl;l(z; Code | Description
Move forward F The drone advances forward
Move backwards B The drone advances backwards
Turn left L The drone turns left on-site
Turn right R The drone turns right on-site
Move left | ML | The drone turns left while advancing
Move right | MR | The drone turns right while advancing
Speed up SU The drone speeds up while it advances forward
Speed down SD The drone slows down while it advances forward
Jump J The drone performs a jump
Stop S The drone stops moving
Spin SP The drone turns around several times

by three straight segments, including one left turn and one right turn (see Figure

9.2).

Figure 9.2: Path from Task 2.

Task 3 consisted of an irregular path, including one left turn, one right turn and

three special cardboards (see Figure 9.3). On the blue cardboard, the children had
to make the robot spin (SP) or jump (J) and on the orange cardboards, they had
to make the robot speed up (SU).

During Tasks 2 and 3, the children could perform gestures to give the robot any
signs they wanted, for example, they could stop it and prevent it from leaving the
path, or correct its trajectory if they thought that the robot might leave the path.
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Figure 9.3: Path from Task 3.

After the three tasks, the children were asked to fill in a brief questionnaire [267]
on their opinion of the activity, the control of the robot and potential improvements
(see Table 9.2).

9.3.4 Results

Time Performance

Table 9.3 and Figure 9.4 sums up the average time the participants spent on each
task by age group and gender. Start and end times for each task were computed
from the time the researcher told the child that he had control of the robot to the
time when the robot stopped moving after the child’s last sign.

In the youngest age group (G1), the female participants spent on average more
time than the male participants on each task. However, no statistically significant
differences were found between genders in G1 according to the Mann-Whitney U
test (T1: U = 41.000, p = 0.550; T2: U = 38.000, p = 0.411; T3: U = 25.000,
p = 0.073). In G2, the girls spent on average more time than boys only on Task
1, however there were no significant differences according to the Mann-Whitney
U tests (U = 31.000, p = 0.151). Male participants spent more time performing
the activity in Tasks 2 and 3. No significant differences were found in Task 2 (U
= 43.500, p = 0.622), but Mann-Whitney U tests showed statistically significant
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Table 9.2: Postquestionnaire and answer options.

Code ‘ Question Answer Options
How much did you . .
Q1 enjoy the game? 5-point Likert scale
How easy was it to . .
Q2 control the robot? 5-point Likert scale
Would you like to play with
Q3 the robot in school again? Yes / No / Maybe
Would you like to play with
Q4 the robot out of school again? Yes / No / Maybe
Q5 How would you like Robot in the same room /
to play again? Robot in a different room
Q6 Whom would you like Alone / Friends /
to play with again? Family / Other
What would you change in
Q7 the game to make it better? Open answer

Table 9.3: Time performance (seconds) for each task by age group and gender.

‘ ‘ Task 1 Task 2 Task 3
Gl F | £ =267.29, 0 =71.679 x = 23.86, 0 =12.240 = 43.57, 0 = 16.772
M | z =240.71, 0 = 54.109 =z = 18.00, ¢ = 5.144 i = 32.43, 0 = 15.210
G2 F | £ =224.40, 0 =57.707 x = 19.30, 0 = 5.774 = 23.60, 0 = 4.477
M | £ =191.00, 0 = 32435 = = 21.70, 0 = 9.141 :E = 35.70, 0 = 21.308
a3 F | £=173.90, 0 =19.393 =z = 23.20, 0 = 5,554 33 = 29.90, 0 = 11.406
M | x =168.10, 0 = 28.544 x = 18.30, 0 = 3.234 = 29.60, 0 = 10.426

differences by gender in Task 3 (U = 23.5000, p = 0.044). In this case, the Box-
and-Whisker plots for this task show two outliers in the male participant group,
corresponding to two boys who spent considerably more time on Task 3 than the
rest of their colleagues. In G3, the female participants spent more time on average
on all tasks. While no statistically significant differences were found for Tasks 1
and 3 (T1: U = 41.000, p = 0.496; T3: U = 49.500, p = 0.9), they were found
between female and male participants in G3 for Task 2 (U = 22.5000, p = 0.037).
Although no outliers were identified in the Box-and-Whisker plots, this difference
could be explained by analyzing the performance of the two female participants
who took more time at this task. In both cases, the researcher performing the
Wizard-of-Oz approach had difficulties understanding the intended meaning of
the children’s gestures. Nevertheless, considering the three age groups together,
no statistically significant differences were found between the male and female
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Figure 9.4: Time performance (seconds) for each task by age and group gender.

participants in any task, according to Mann-Whitney U tests (T1: U = 415.500,
p = 0.528; T2: U = 343.500, p = 0.093; T3: U = 440.500, p = 0.788)

Mann-Whitney U tests were also performed to detect statistically significant
differences between age groups in each task. There were no differences between
age groups regarding the average time spent on Task 2 and Task 3. Statistically
significant differences were found only in Task 1 between all groups: G1 and G2
(U =122.5, p = 0.022), G1 and G3 (U = 30.500, p = 0.000), and G2 and G3 (U
= 89.000, p = 0.003).

Gesture Taxonomy

This section describes the taxonomy of gestures elicited from the study and the
distribution of the observed gestures in the taxonomy by age group and gender.
Table 9.4 sums up the gesture taxonomy derived from this study, which has been
influenced by the taxonomies used by Wobbrock et al. [365], Karam and Schraefel
[147] and Obaid et al. [227]. We manually classified all gestures in Task 1 according
to the dimensions body parts, type and form, while Task 2 and Task 3 were used
to classify the gestures according to the viewpoint dimension.

The children were free to perform any gesture or movement they wanted to
for each action of the robot in Task 1. Hence, they could move anything from a
hand to their whole body, e.g. walking besides the robot. Their elicited gestures
have been analyzed regarding the body parts used to perform each action in Table
9.1 according to the taxonomy in Table 9.4. The three different categories in
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Table 9.4: Gesture taxonomy.

. The gesture is performed with one
One side
hand, one arm or one leg
Body Two sides The gesture is performed with both
parts hands or both arms
The gesture is performed using the whole body,
Full-body .
or a combination of hand/arm and leg movements
The children indicates the movement the robot has
Deictic to follow, either by pointing at its final destination
or by performing a dynamic movement indicating
the path/movement to be followed
Type Teonic The gesture Vlsué'xlly dfaplcts the moveme.nt to
be performed or is a visual metaphor of it
Mimickin The children imitates the
cxing movement of the robot
The gesture has no direct mapping
Abstract with the robot’s movement
After a short preparation phase in which the
Static user prepares the desired gesture, this
Form gesture does not entail movement
Dynamic The gesture entails movement
. The gesture is performed from the
User-centric , . . .
Viewpoint user’s point of view (egocentric)
Th 5 is perf f h
Robot-centric e g7ebtu1Te is per ormed from t e
robot’s point of view (allocentric)

which gestures can be classified attending to the body parts involved are: one
side, two sides or full body interaction. As can be observed in Figure 9.5, most
of the children used either one-side gestures or full body interactions, and this
happened across all the different actions of the robot (see Figure 9.7). Gestures
involving both sides of the body, such as using either both hands or both arms,
were less frequent. According to the Pearson Chi-Square tests performed on the
662 gestures classified in Task 1, there is a statistically significant association
between the participant group (children’s age) and the preferred body parts they
used to perform the gestures (x (4) = 46.222, p = < .001). Post hoc analysis
with adjusted Bonferroni correction showed that full body interactions were less
frequent in children in G3 than in younger children in G1 (x (2) = 38.001, p = <
.001) and G2 (x (2) = 30.920, p = < .001). In addition, children in G3 used both
sides of their body statistically more frequently than children in G1 and G2 (p =
< .001). There was also a statistically significant association between gender and
the preferred body parts (y (2) = 10.265, p = .006). In this regard, Figure 9.6



9.8 Elicitation Study

shows that girls tended to use their whole body more frequently to interact (43%
of girls against 36% of boys), while boys tended to use just one side of their body
(52% of the boys against 40% of the girls).

100%
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0%
Gl 2 G3 Gl 2 G3 Gl 2 G3 Gl G2 G3
Body parts Type Form Viewpoint
H One side u Two sides Full body  mDeictic H Iconic Mimicking
Abstract ® Dinamic Static Robot centric ~ User centric

Figure 9.5: Taxonomy distribution according to age groups.

Another relevant aspect to consider within the elicitation study was the type of
metaphors or abstractions the participants used in their gestures to give meaning
to a specific action (or referent). This was somehow a new definition of a shared
non-verbal language between the participant and the robot. One of the main goals
of this study was to identify the type of gestures children would feel more natural
to use when “speaking” to a robot by body language. The gestures were classified
into four different types (see Table 9.4): deictic, iconic, mimicking and abstract.
Deictic gestures are those in which children point with their fingers to a specific
location or direction and may involve movement. In this case, the children point
and trace the path the robot has to follow to perform a specific action. Iconic
gestures are metaphoric gestures that imply either a direction, speed or visual
depiction of the movement: moving the hand rapidly, moving the hand/arm from
left to right, etc. Mimicking gestures are those in which children perform the same
movement as the robot, as if they were showing the robot how to do it. Abstract
gestures have no direct mapping with the direction, speed or movement of the
action.

According to the Pearson Chi-Square tests performed on the data, there was
a statistically significant association between the participant’s age group and the
type of gesture the children performed (x (6) = 48.014, p = < .001). Post hoc
analysis with adjusted Bonferroni correction showed statistically significant differ-
ences between G1 and G3 (x (3) = 44.253, p = < .001), and between G2 and
G3 (x (3) = 30.133, p = < .001). Children in G3 usually performed more iconic
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Figure 9.6: Taxonomy distribution according to gender.

gestures than children in G1 and G2 (p = < .001). Mimicking gestures were rarely
used by children in G3 (p = < .001), while children in G1 and G2 made similar
use of them. There was also a statistically significant difference between female
and male participants regarding deictic gestures (x (3) = 15.506, p = .001). Girls
tended to use deictic gestures statistically less than boys did (p = .002), as can be
observed in Figure 9.6. Figure 9.8 also shows the distribution of gesture types for
the different actions and age groups.

The form of the gestures could be static or dynamic. Static gestures do not
entail movement after an initial preparation phase in which the child places him-
self in the desired posture/gesture, e.g. horizontal still arm towards the front to
indicate forward movement, as in Figure 8. Instead, dynamic gestures accom-
pany the posture with movement, e.g. moving arm and hand from right to left
to indicate movement in that direction, as in Figure 9. Figure 9.5 shows that
children barely used static gestures and that all three age groups preferred dy-
namic gestures. However, the children in G3 used static gestures slightly more
than the younger groups, and post hoc analysis with adjusted Bonferroni correc-
tion showed statistically significant differences between G1 and G3 (x (1) = 6.509,
p = 0.011) in this regard. Girls used dynamic gestures (94.44%) more frequently
than boys (88.24%) on average. However, there was no statistically significant
difference between genders, according to Pearson Chi-Square tests (x (1) = 1.415,
p = 0.234).

The viewpoint dimension was a very interesting aspect to evaluate. According to
the taxonomy, a robot-centric gesture is one in which the sign is given according
to the robot’s coordinate system, e.g., the robot has to move towards the left
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side of the room and it is already facing the left wall, hence the user performs a
Forward gesture such as in Figure 8. On the other hand, user-centric actions are
given according to the user’s coordinate system, regardless of the orientation of the
robot, as in Figure 9.9b. The referent actions provided in Task 1 started always
with the robot in the same position and orientation, and it was difficult to assess
whether children were considering a user-centric or a robot-centric point of view,
as both coordinate systems mapped to each other in this initial configuration. In
order to assess children’s preferences towards robot-centric or user-centric gestures,
we manually classified this dimension in Task 2 and Task 3 for each child (122
samples). The nature of tasks 2 and 3 was different from the elicitation activity
in Task 1 as the referents in Task 2 and 3 were not discrete actions of the robot.
Instead, in Tasks 2 and 3 the children had to move the robot over a predefined path
on the ground. This allowed us to observe clearly which coordinate system they
adopted as reference for their interactions, as well as whether they changed the
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gestures they were performing in Task 1 to new ones better suited to the nature
of these new tasks.

Overall, the children usually adopted a user-centric view, with an increase in
the adoption of a robot-centric view with age. According to the Pearson Chi-
Square tests performed on the data, there was a statistically significant association
between the participant’s age group and the viewpoint the children adopted (x
(2) = 16.473, p < .001). Post hoc analysis with adjusted Bonferroni correction
showed statistically significant differences between G1 and G2 (x (1) = 6.797, p
= 0.009) and between G1 and G3 (x (1) = 16.222, p < .001). This confirms
that the observations in Figure 9.5 are statistically significant: no children in G1
used a robot-centric view, while 15% of the children in G2 and 33% of children in
G3 preferred this viewpoint instead of a user-centric one. In relation to gender,
on average girls adopted a user-centric view (96.30%) more frequently than boys
did (75.00%). In this regard, Pearson Chi-Square tests confirmed a statistically
significant difference between female and male participants regarding the adopted
viewpoint (x (1) = 10.382, p = 0.001).

Children were free to use the gestures they wanted for Tasks 2 and 3, even if those
gestures were different from the ones they had elicited during Task 1. Children
usually performed the same or very similar gestures between Task 1 and Task 2,
and between Task 1 and Task 3, with only 34.43% of children changing most of
the gestures they had defined in Task 1 in these two new activities. However, once
they had established these new gestures for either Task 2 or Task 3, children kept
those gestures the same between Tasks 2 and 3, with only 5 children changing
again the set of gestures between tasks.

Gesture Language

This section describes the gestural language elicited from the children’s gestural
data collected during Task 1 of the study for controlling a ground mini-robot.
The selection of a suitable gesture for each control action took into account the
agreement levels among the children’s defined gestures. The process of selecting a
suitable gesture for a control action is as follows:

e For each control action a we identify a set P, that contains all the proposed
gestures.

e The proposed gestures in P, are then grouped into subsets of conceptually
identical gestures P;i...~, where ¢ is a subset that contains conceptually iden-
tical gestures and N is the total number of identified subsets. A conceptually
identical gesture can be either the same identical gesture, or a gesture that
entails the same movement and meaning, e.g. moving left hand from left to
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(a) Robot-centric gesture. (b) User-centric gesture.

Figure 9.9: Example of robot-centric and user-centric gestures.

right would be conceptually identical to moving left hand with extended left
arm from left to right.

e The representative gesture for the control action « is identified by selecting
the largest subset P;.

To further evaluate the degree of agreement among the participants regarding
the selected user-defined sets, we followed the process proposed by Wobbrock et
al. [333, 334] and used AGATe software to compute an agreement score for each
control action.

Table 9.5 reports the agreement levels for each action by participant group. The
gestures with the highest agreement rates among all the participants were Jump
(J), Stop (S), Spin (SP), Forward (F) and Backward (B). On the other hand,
agreement rates for gestures involving turns (L, R, ML, MR) and speed changes
(SU, SD) were quite low. However, it was observed that for those actions with low
agreement rates, there were two or three gestures with similar frequencies instead
of a single preferred gesture. For example, for ML and MR actions, around 15-23%
of the time the children chose to move their hand or arm from left to right (or
right to left), while 16-20% of the time they chose to draw a curve in the air. By
considering the two or three most frequent gestures for each action, we were able
to provide a consistent and robust gestural language that conforms to almost 50%
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of the participants in the three age groups. The most frequent gestures for each
action are illustrated in Figure 9.10 with their respective frequencies.

Table 9.5: Agreement level of gestures for the different actions proposed in T1 by
participant group.

Action G1 G2 G3  All groups

F 0.176 0.142 0.111 0.125
B 0.205 0.179 0.153 0.155
L 0.057 0.089 0.042 0.070
R 0.052 0.147 0.042 0.081
ML 0.138 0.053 0.089 0.098
MR 0.067 0.053 0.042 0.061
SU 0.186 0.100 0.084 0.104
SD 0.076  0.053 0.037 0.048
J 0.390 0.337 0.195 0.309
S 0.071 0.184 0.263 0.161
SP 0.090 0.189 0.147 0.133
Average 0.137 0.139 0.110 0.122

Postquestionnaire Results

After the three tasks, children were asked to complete a postquestionnaire about
their experience and thoughts. The questions are reported in Table 9.2, and this
section outlines the main results.

Regarding question Q1, all the children in G1 and G2 and almost all those in
G3 reported that the activity with the robot was “Great”. Only three children in
G3 did not select the highest option in the Likert scale, however they also reported
a very positive experience. Overall, the activity seemed to be very amusing and
enjoyable for the children (see Figure 9.11). According to the Mann-Whitney U
test, there were no statistically significant differences between age groups (G1-G2:
U = 199.5, p = 1.000; G1-G3: U = 178.5, p = 0.069; G2-G3: U = 161.5, p =
0.083). In addition, there were no significant differences by gender in any age
group (G1: U = 49.0, p = 1.000; G2: U = 45.0, p = 1.000; G3: U = 35.0, p =
0.067).

The children were also asked about the perceived easiness of controlling the
robot (Q2). Most of them reported that it was extremely easy (see Figure 9.12),
especially those in G1 (aged 6-7 years old). None of them found it difficult and
only one child from G2 ranked this task as having a normal difficulty level. The
Mann-Whitney U test showed no significant differences by gender in any age group
(Gl: U = 455, p = 0.480; G2: U = 43.5, p = 0.891; G3: U = 43.0, p =
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Figure 9.10: Gestural language with most frequent gestures for each action and occur-
rence frequencies.
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How much did you enjoy the game?
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Great Very good Good Normal Bad

Figure 9.11: Results for Q1 in the postquestionnaire by participant group and gender.

0.565). Regarding age groups, Mann-Whitney U test revealed statistical significant
differences between G1 and G2 (U = 113.5, p = 0.002) as well as between G1 and
G3 (U = 103.0, p = 0.000).

20 How easy was to it control the robot?
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"Super" easy Very easy Easy Normal Difficult

Figure 9.12: Results for Q2 in the postquestionnaire by participant group and gender.

Another important aspect to consider was whether the children would like to
play with the robot again and in which contexts. Figure 9.13 and Figure 9.14
show that they were very enthusiastic about playing with the robot again either in
or outside the school, without significant differences. In addition, the robot used
in the experiment had a camera that allows the user to observe on a screen what
the robot is seeing in real time. This supports remote control of the robot: the
user could give commands to the robot without having visual contact with it, but
could guide it thanks to the built-in camera. This interactive scenario would be
really useful for situations in which children cannot leave their physical location,
as in the case of long-term hospitalized children. Hence, Q5 was aimed towards
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exploring the acceptance of children towards this kind of remote activity in order
to design such a playful experience. The two interactive modalities with the robot,
i.e. on-site vs. remote, were explained to all children in the questionnaire in order
to ask them whether they would like to play with the robot again in the same
room, control it remotely from a different room, or both (Q5). Figure 9.15 and
Figure 9.16 show that most of the children were curious about exploring this kind
of remote interaction, mentioning that in this way they could spy on their friends
while they are in classroom, or they could use the robot to move things around
and bring them to another person. The children in all the groups either preferred
to play again only with the remote version, or marked both modalities, which
opens a promising path towards the development of remote interactive systems for
children based on NUISs.

Would you like to play with the robot in school again?

ge——
-
0% 20% 40% 60% 80% 100%

EYes mNo ' Maybe

Figure 9.13: Results for Q3 in the postquestionnaire by participant group.

Would you like to play with the robot out of school again?

Gl
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G3
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EYes mNo ° Maybe

Figure 9.14: Results for Q4 in the postquestionnaire by participant group.
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How would you like to play again?

0% 20% 40% 60% 80% 100%

B Same room Different room Both

Figure 9.15: Results for Q5 in the postquestionnaire by participant group.

Another promising opportunity for gesture-based control of mini-robots would
be to create collaborative activities that foster educational values such as collab-
oration, communication, trust, etc. For these reasons, the children were asked
whether they would like to play alone or with other people, such as friends, family
or others (Q6). They were able to choose several options in this question. Figure
9.17 shows the histogram of each answer per participant group and gender. As
can be observed, the shape of the distributions by age group and by gender are
similar. Most of the children reported they would like to play with their friends,
family and even others (instructor, teacher, etc.). The ones who preferred to play
alone were mostly boys and only two girls preferred this option. However, only
six out of these 10 children chose the solo option only, while the remaining four
indicated they would also like to play with their friends or family.

At the end of the session, children could also propose any changes that they
would like to incorporate to the game or the robot (Q7). Several children re-
ported that they would love to have several robots and be able to play with their
friends. Some children commented they would like the robot to have more actions,
and others asked for bigger or more complicated paths as well as incorporating
obstacles.

9.4 Discussion and Future Recommendations

The study explored the comprehensive set of research questions defined in Section
3 with the aim of advancing research and improve the development of future ges-
tural languages for children depending that are suitable to their capabilities and
preferences. This section will review the defined research questions in Section 3,
providing recommendations for future designs.



9.4 Discussion and Future Recommendations

How would you like to play again?
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Figure 9.16: Results for Q5 in the postquestionnaire by gender and participant group.

‘Whom would you like to play with again?
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Figure 9.17: Results for Q6 in the postquestionnaire by participant group and gender.

The answer to RQ1 (whether there are time performance differences by gender)
is negative. Although there were differences in G1 and G3, they were explained by
either communicative issues in the Wizard-of-Oz approach or outlier participants.
Moreover, considering the three age groups together, the time performance using
gestural communicative interactions with robots was similar for all the partici-
pants, regardless of gender. This is a promising result as it allows us to define a
gestural language that could be used by a large population.

Regarding RQ2 in Section 3.4.1, significantly statistical differences regarding
time performance were found in Task 1 between all age groups. However, these
results are still positive as no differences were found in Tasks 2 and 3, which took
place later. It seems that all the participant groups required different lengths of
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time to become familiar with the robot and the gesture signs they were defining,
which can be explained by differences in cognitive skills relative to their age [242].
However, once they got used to the device after Task 1, all the groups exhibited
a comparable time performance in Tasks 2 and 3, which involved controlling the
robot and giving it signs to move over a predefined path. In this regard, finding a
suitable gestural language would mean that children of different ages in the 6-12 age
range could perform equally well if provided with the appropriate communicative
metaphors, in spite of their different cognitive and motor skills.

The elicited gestures were analyzed according to the taxonomy in Table 9.4
in order to answer RQ3 (whether age and gender influenced the kind of gestures
according to the taxonomy). In this regard, several differences were found. For ex-
ample, younger children preferred mimicking gestures while older children tended
to produce iconic gestures instead. This is also related with the younger children’s
preferences for full-body gestures, because these full-body gestures usually mimic
the robot’s movements. In addition, the form and viewpoint of the elicited gestures
was also affected by age. Overall, the children clearly preferred dynamic gestures
and a user-centric viewpoint. However, as they get older there is an increase in
the percentage of static gestures and they start adopting a robot-centric viewpoint
more frequently. This latter effect has also been observed in other studies with
children [49, 243]. Regarding gender differences, girls used fewer deictic gestures
than boys, but adopted a user-centric viewpoint more frequently than their male
counterparts. This could be due to gender differences in the abstraction of space
and previous exposure to technological activities that entail spatial representa-
tions, such as playing videogames or controlling a robot [312, 337]. In addition,
boys preferred to use just one side of their body to interact, while girls tended to
use their whole body.

Despite the differences by age and gender, the set of gestures in Figure 9.10
that emerged from the elicitation study can allow for all the aforementioned dif-
ferences. In this respect, the answer to RQ4 is affirmative, as we proposed a
gestural language that provides agreement across gender and age. Implementing
the two or three most common gestures for each of the proposed actions would
allow to account for the different communicative modalities found. For example,
either mimicking or iconic movements could be performed for most actions. This
could support progressive change from mimicking gestures to iconic ones due to age
differences. Regarding body parts, we could implement each of the iconic gestures
in our gestural language with two versions: one hand/arm or two hands/arms. In
this way, each action would have a full-body gesture as well as gestures that can
be performed with one or two sides of the body. This would cover a wide range
of preferences depending on age and gender, as shown in RQ3. Considering the
form, less than 20% of the elicited gestures were static, and most of those hap-
pened in the preferred gesture for the Stop (S) action, which has been included in
the gestural language. Therefore, most of the gestures in the proposed language
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would be dynamic. The speed of the movement would also be considered in order
to allow for actions such as SD, which consists of similar, but slower, gestures as
F. Perhaps the most complicated decision would be whether to use a user-centric
or a robot-centric viewpoint. Our findings are consistent with the results of [49,
243], which described how children gradually change from egocentric to allocentric
gestures over time. In the age range considered in this study, the majority of par-
ticipants used a user-centric viewpoint even in the oldest age group. However, if
we also want to adapt to the robot-centric viewpoint preference, a possible solution
is to have an initial “analysis” phase before the real interaction starts. This phase
would consist of simply asking the child to move the robot along a predefined
path, as in Task 2. Automatic analysis of the child’s gestures during this initial
test would allow classifying the user within the taxonomy. With this information
on the user’s intuitive preferences, the system could give more weight to a specific
set of gestures among the ones in the proposed language. For example, if we detect
that the user prefers a user-centric viewpoint with full body interactions in the
analysis phase, the viewpoint would be set to user-centric while gestures a) and
d) would have more relevance than gestures b), e) and f) (see Figure 9.10). It
remains to be studied whether the increase in robot-centric viewpoint preferences
continues to rise in children over 12 years old.

Answering the research question that considered the impact of age and gender
in the perceived enjoyment of the robot (RQ5), the results show that there are no
differences and that overall enjoyment was rated very highly.

Regarding differences in the perceived easiness of the elicitation task (RQ6), the
results showed no differentiation by gender. In terms of age differences, although
age group G1 rated this aspect slightly more positively than G2 and G3, the
overall assessment was extremely positive. These positive results confirm that the
Wizard-of-Oz approach provided the desired effect in the participants, allowing
the children to perform the gestures that came most naturally to them. As the
children were defining their own gestures, it was also expected that they found
it easy to control the robot if the Wizard-of-Oz was correctly carried out. These
results will be compared with future results of children using the gesture language,
once it has been implemented in the robot. Using these results as a ground base
will help to decide whether the implementation of the proposed gesture language
suits children’s expectations.

The motivation to play was also reported as very positive, without significant
differences by gender or age (RQ7). Almost all the children reported they would
like to play with the robot again, either at school or outside school. The fact that
they would like to play with the robot again even outside school could indicate
that they perceived this activity as a playful experience. Powerful interactive sce-
narios for learning could therefore be developed by making use of this intrinsically
motivating technology.
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Regarding RQ8 (whether robots can be considered as a promising tool for re-
mote playful activities), the answer is affirmative. The postquestionnaire answers
to Q5 shown in Figure 9.15 and Figure 9.16 demonstrate that children are mo-
tivated to use the robot in a remotely controlled scenario. This triggered their
curiosity towards exploring areas out of their sight, and imagining fun scenarios
in which they could use the robot to spy on their classmates, etc. This aspect,
in combination with the social component of collaborative playful scenarios with
robots, could help to create highly motivating learning activities.

In response to RQ9 (whether robots can be considered as a promising tool
for collaborative playful activities), the results of the postquestionnaires showed
very positive perceptions (Q6, see Figure 9.17). This motivates the design and
development of collaborative scenarios between children, or even between a child
and his parents/teachers. Such scenarios could use the gesture-based control of a
robot as a tool towards pursuing a collaborative goal that promotes educational
and social values.

Another interesting aspect that emerged during the study was that the children
were so immersed in the activity that they frequently forgot about the tracking
technology. In other cases, even though they had been introduced to the tracking
device at the beginning of the experiment, several children thought the tracking
system was in the robot’s camera. Consequently, they sometimes placed them-
selves not facing the Kinect sensor in order to interact directly with the robot.
There is thus a need for interactive spaces with several sensors capable of detect-
ing and responding to variable and natural movements of the children who are not
aware of where the tracking mechanisms are while they play.

Comparing the children’s elicitation study for drone interaction in this manuscript
to previous work in gesture elicitation for drone interaction with adults [43, 226],
it can be observed that both children in this study and adults in previous works
[43] tend to consider the drone as an animate being, sometimes even speaking to it
as if it was a pet. In addition, children performed a more varied set of gestures to
interact with drones than adults in previous studies [43, 226]. While adults usu-
ally performed gestures using just one or two hands/arms [43, 226], children had
a divided preference between those gestures and full body interactions. Adults do
not usually move their whole body to mimic the robot’s movements, while when
designing for children this should be an essential gestural communicative modality.
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9.5 Threats to Validity

Although this study obtained very interesting results, several precautions must
be taken before generalizing these results to other contexts. Despite the fact
that the elicitation study is intended to allow children to perform any kind of
gesture that feels more natural to them, previous background may condition their
responses. For example, children who already own a drone/robot or who have
previous experience with videogames, robotics, etc. may have developed their
own spatial representations and semiotics. However, this is hard to isolate in
current elicitation studies, as children of this age range are now highly exposed to
technology.

In addition, the experiment involved only one interactive robot. The physical
attributes of the robot could also have played a role in the specific gestures the
children performed. For example, some of the children commented that the robot
resembled a pet, and the robot was fitted with a camera that clearly indicated
its orientation. Hence, the performed gestures could also have been influenced
by these attributes, so that using a different robot, e.g. a spherical one with no
marked orientation, may produce a different set of gestures.

We believe all these threats to validity could be addressed by performing a new
set of experiments to validate the proposed gestural language with different types
of ground robots.

9.6 Conclusion and Future Work

This paper describes the first gesture elicitation study with children using full
body interactions to control tangible ground robots. The children’s preferred ges-
tures and body language communication with robots in interactive spaces were
identified. This has resulted in the definition of a gestural language that accounts
for the outlined variabilities of such gestures by age group and gender, which also
showed a good acceptance rate in the studied age range. The children were found
to be highly motivated towards the activity and the easiness of the interaction was
rated as very positive. The next step will be the validation of the proposed ges-
tural language in terms of accuracy of the gesture tracking, usability and learning
curves for children with a Kinect sensor.

The encouraging results obtained from the questionnaires revealed that interac-
tive spaces with robots using body gestures could become promising collaborative
scenarios. We have now started a study in which pairs of children collaborate in
controlling a ground mini-robot to achieve a common goal. The results of this
study are expected to provide further information on collaborative learning activ-
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ities with robots using full-body interaction. Moreover, the children’s perceptions
of the easiness and social aspects of the activity will also be evaluated.

A further aspect that emerged from the postquestionnaires was the children’s
curiosity about remote interaction. In this respect, we are designing an interactive
space for hospitalized children who might not be able to leave their room, such
as those in pediatric transplant or oncology wards. Remotely controlling a robot
could help these children to explore spaces outside their room or even socialize
with other children or adults, thus helping to generate positive emotions during
their stay and foster relationships and communication with their teachers/par-
ents/companions. Although animal therapy is often used in hospitals to improve
the patients’ wellbeing, children in oncology wards cannot usually benefit from
such an experience due to their condition. For this reason, this will be an inter-
disciplinary study in which children could use the proposed gestural language to
remotely control a robot to play with an animal located outside the hospital. We
believe the intuitive nature of controlling the robot by gestures and the ability to
play with an animal in real-time will greatly benefit the mental wellbeing of young
patients in these difficult situations.
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Abstract

While animals’ playful interactions with technology are gaining attention, little
research within Animal Computer Interaction has addressed how humans’ would
like to participate in such games. This paper presents a study in which chil-
dren designed interspecies games between humans and animals, with and without
technological artifacts. The resulting designs helped to start understanding how
children perceive and want to participate in such playful interventions. By means
of semiformal interviews, drawings and questionnaires, the factors that might be
shaping their designs have been outlined. In addition, the design activity in it-
self revealed as a promising tool to foster critical thinking and unveiled potential
educational activities aimed at strengthening children relationships with different
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animal species. The resulting designs also serve as groundwork to develop playful
interventions between children and animals.

10.1 Introduction

The field of Animal Computer Interaction (ACI) [173, 177] has observed a signifi-
cant growth of studies focusing on animals’ playful interactions with technology [5,
78, 254, 258, 260, 350, 361]. Play is an innate and natural activity that has emerged
as a mechanism within ACI to include animals as designers of the animal-centered
technology ACI pursues [142, 253, 349, 352]. Play can also generate enjoyable
experiences, leading to the improvement of animals’ wellbeing [363]. In fact, play-
ful interactions with technology can foster cognitive and physical stimulation for
non-human animals, but also for humans as well [131, 216, 217]. In this regard,
technologically mediated games between humans and non-human animals have
the potential to foster relationships and strengthen bonds between humans and
animals in several ways.

While ACI is already studying how animals would like to participate in playful
scenarios [76, 247, 349, 352, 361], few works have addressed human perceptions
about their participation in such playful contexts. If we aim to design playful
systems for animals and humans so that their shared experiences can create bonds,
both the animals’ and humans’ needs have to be taken into account. Following
a user-centered approach on both ends of the interaction would allow creating a
playful experience that is meaningful for all the players. Hence, both animals and
humans should be active participants and co-designers of the playful interactions.

The design of playful scenarios can also help to raise awareness on good or bad
practices about the use of technology with animals. Pet owners, zoo visitors, or
humans willing to interact with an animal might not even be aware of the benefits
technologically mediated games can provide to either domestic or non-domestic
animals. It is therefore essential that we understand what human users envision
when we talk about technologically mediated games with animals. In addition,
humans’ perceptions when designing the system would allow us to detect miscon-
ceptions, ethical issues and learning opportunities. This is even more important
to consider in young generations who will shape and use future digital systems.
Hence, children participation in the design and use of an interspecies playful activ-
ity with animals might be a promising tool to foster critical thinking and improve
their relationships with different species.

This work consequently presents a study in which hospitalized children had to
design two interspecies games between a human and an animal of a given species.
The aim of this work is to analyze how children perceive the animal participant,
its abilities and participation in the game based on its species, and study the
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different factors that affected how children shaped the game and the technology
for the proposed scenario. The outcomes of this paper are manifold. Firstly, the
way in which children relate and empathize with different animal species affects
their social cognitive developments. Therefore, this design activity and the children
reflections over their designs would help to strengthen the relationships between
children and animals. Second, studying children perceptions about different animal
species helped to detect whether different educational activities might be needed.
Finally, animals have been widely used in hospitals to improve the wellbeing of
patients based on the positive effects they evoke. However not all patients are able
to interact with therapy animals. Focusing this design activity on hospitalized
children allowed to identify which kind of technological games could be created for
them so that they can remotely interact with an animal, helping to improve their
wellbeing during their hospital stay.

This paper firstly describes several works regarding human perceptions of animal
technology. Then, the design study and results are reported, followed by a discus-
sion about the results and future opportunities. Finally, the main conclusions and
immediate future work are summarized.

10.2 Related Works

10.2.1 Participatory Design with Children

Participatory design [207, 208] with children [58, 59] has already been the focus of
discussion within the field of Child Computer Interaction (CCI). Including children
as co-designers helps to create more suitable and engaging final products for them.
Many works have addressed ways to include children as active designers of the
systems they are going to use [73, 109, 126, 287]. Several works have identified
that children do not feel comfortable with video cameras [57], while they do like
to use cut outs and drawings to represent their thoughts [109, 266]. In addition, a
semiformal structure along the cooperative design process is recommended [101],
while the activity should be fun and as short as possible [266].

Due to the novelty of the ACI research field, there are no previous studies
regarding children participation in the design of technologically mediated games
for animals, nor their attitudes towards such games. Therefore, this work proposes
the use of participatory design techniques with children for such goal.
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10.2.2 ACI Playful Interactions and Human Perceptions

Related studies within ACI have focused on adults’ viewpoints of animals using
several types of technology. The Kinecting with Orangutans project [343] has
examined zoo visitors’ perceptions of orangutans using an interactive system. Us-
ing a projector and a Microsoft Kinect sensor outside the orangutans’ enclosure,
researchers were able to track the orangutans’ interactions over digital elements
projected on the ground of their enclosure. Interviews with zoo visitors revealed
that by watching the orangutans physically interact with the technology, humans
showed cognitive, emotional and motor empathy. The emergence of diverse degrees
of empathy towards a species provides a promising framework for the creation of
engaging interspecies encounters.

The authors in [117] discussed how data gathering within ACI studies usu-
ally relies on information provided by the animals’ owners. However, owners do
not always have sufficient background regarding animal behavior. Therefore, the
information they provide to the researcher might not always be reliable. By pro-
viding dog owners with a behavioral information sheet, results showed that the
information gathered from the owners was 33% more reliable as they were better
informed for providing contextual information about their dogs’ emotion. These
results evidence how a better-informed human user would help to create better
animal-centric systems.

The work in [17] stresses the need for careful use of tablets with animals and
the importance of humans being responsible and aware of the kind of technology
they give to their pets. The authors identified several types of dog-tablet playful
interactions, in which the observed behaviors ranged from enjoyment to overstimu-
lation. The need for careful use of tablets raised awareness on the possible dangers
that could emerge if owners do not understand the impact of such interactions. As
a follow up work, the authors studied human attitudes towards dogs using tablets
[18]. Their preliminary results indicate that preexisting opinions on dog-tablet in-
teraction may influence one’s judgement. Therefore, more efforts should be done
in understanding human perceptions of technology for animals. This would fa-
cilitate the ideation of better plans for reshaping biases and misinterpretations,
which would eventually help humans to design and provide better technological
scenarios for their animals.

Another study has focused on the perceptions of designers towards ants after
a workshop session in which the designers had to create “escape rooms” for the
insects [353]. The designers showed changes in their perceptions and attitudes
towards the insects during the workshop, such as increased sensitivity and inter-
est. Moreover, Jorgensen and Wirman [142] state that humans’ participation as
co-designers of an animal’s playful activity with technology promotes the develop-
ment of more inclusive and suitable games. We believe this is even more important
in the case of interspecies games in which the human would also participate in the
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activity. Hence, this paper situates children in the role of co-designers and future
players of interspecies games with animals. Through the proposed design activi-
ties, this study aims to highlight how children envision such games, unveil their
perceptions towards different animal species and analyze how to raise awareness
on the importance of considering animals as equal participants.

10.3 Designing Games for Animals

10.3.1 Participants

Participants were hospitalized children from Hospital Universitari i Politecnic La
Fe in Spain. The hospital has its own school for the pediatric wing and attends
children from primary and secondary school. In this study participated 28 children
(14 boys and 14 girls), with ages from 5 to 13 years old (Mean (M) = 9, Standard
Deviation (SD) = 2.037). The sessions were conducted during teaching hours of
the school.

There were two groups of participants. The first group (NT) conducted the
activities proposed in the study without any restrictions in the design (6 boys and
7 girls, ages from 6 to 13, M = 9.69, SD = 1.932). The second group (T) had only
one condition: they should use at least one technological artifact in each of their
designs (8 boys and 7 girls, ages from 5 to 12, M = 8.40, SD = 1.993). They were
given a set of technological devices they could use, but they were free to propose
new ones or invent new features and affordances. The following subsection will
explain in detail the procedure and materials used in the study. These were the
same for both participant groups, with the only difference that group T had to
include the technological aspect in their designs.

10.3.2 Procedure and Materials

Each child performed the activity individually with the researcher. The sessions
were of approximately 20-30 minutes depending on the child level of detail of the
explanations and pictures. Each child was asked to design two games, each game
with a different animal.

For a game design, the child was given a cutout of a girl or a boy, meant to
represent herself, and a cutout of the animal participating in the game. In addition,
plenty of cutouts of other children, adults and animals of several different species
were available on the table for their use in case they would like to add any other
human and non-human animals to the scenario (see Figure 10.1). A white A3
sheet was given to the child for each design. They could glue the cutouts they
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Figure 10.1: Cutouts used in the design activities.

wanted to the design sheet, and they could also draw anything they wanted to use
in the game with color pencils.

For each design, the child fills in a brief prequestionnaire about the animal,
previous knowledge and feelings. Then, the design activity began and the child
could draw, glue and use anything available on the table to represent the game
on the white sheet of paper. During this activity, the researcher conducted a
semiformal interview with the child in order to understand the game and guide
the design process. The audio of the interviews was recorded and analyzed after
the sessions. This allowed the researcher to focus on the child without taking notes
during the interviews. It also created a more comfortable space for the children.
Some of the questions asked by the researcher to guide the design were: Where
are you? Where is the animal? How will you play? What will you do? What
will the animal do? After the child finished the design, they answered a brief
postquestionnaire.
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Table 10.1: Classification of animals presented in the study.

‘Quadrupeds Felids Anthropocentric Aquatic Winged Reptiles

Domestic Dog Cat Child / Adult Fish Bird / Parrot Snail / Lizard
wild Elephant Tiger  Gorilla / Orangutan  Dolphin ~ Owl / Eagle  Snake / Crocodile

10.3.3 Experimental Design

The animals for which the children designed games are classified in Table 10.1. This
classification was not meant to be extensive nor cover all kind of animals. Instead,
it includes animals that children might be familiar with, such as domestic animals
or animals which can be usually seen at the zoo or TV. This personalized taxonomy
divided the animals in six different categories attending to their behavior, anatomy
and “likeability”. Each child designed two games for two animals in the same
category, i.e., dog and elephant, fish and dolphin, etc. This allowed to study
whether there were any differences between games for domestic/small animals and
animals usually seen in zoos or in the wild.

The prequestionnaire was meant to assess the initial knowledge and feelings
about the animal before designing the game. It was comprised of four open-answer
questions and seven Likert questions (see Table 10.2 and Table ), of which five are
shared with the postquestionnaire. Both the prequestionnaire and the postques-
tionnaire had a common section with five questions (see Table 10.3) inspired in the
Fun Toolkit questionnaire [266]. These shared questions allowed to study whether
the perceptions of the children regarding the animal changed after the design and
elicit the reasons for those changes. Table 10.4 shows the remaining questions of
the postquestionnaire. Four of them were open-answer questions intended to make
the children reflect on how their design could be improved and think about how
the animal would enjoy or perceive the game. However, they were free to leave
them blank if they did not have any ideas or thought their design was adequate.
There were also three Likert questions to assess whether they thought the game
would be fun for both animals and humans, and if they were interested in knowing
more things about the animal after the activity.

Table 10.2: Questions before the game design activity.

‘ Prequestionnaire ‘ Code

Have you seen this animal before? Where? | PQ1

Open answer What does he eat? PQ2
questions Where does he live? PQ3
How does he play? PQ4

5-point Likert Do you think this animal likes to play? PQ5
questions Would you like to play with it? PQ6
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Table 10.3: Questions to be asked before and after the game design activity.

| Shared questions | Code
How much do you like this animal? | SQ1
. . Do you think it is beautiful? SQ2
5-p(:::;tizlrl::rt Do you think it is friendly? SQ3
1 Do you think it is intelligent? SQ4
Does it scare you? SQ5

Table 10.4: Questions after the game design activity.

Postquestionnaire ‘ Code

Do you think you could change something in the

game to make it more fun for the animal? How? TQl
Do you think you could change something in the
game to provide more physical exercise to the an- | TQ2
Open answer imal? How?
questions Do you think you could change something in the

game to make it easier to use/understand for the | TQ3
animal? How?

Do you think you could make the animal learn

TQ4
things with your game? How? Q
Do you think you will enjoy playing with the an-
. . TQ5
imal to this game?
5-point Likert | Do you think the animal will enjoy playing with TQ6
questions you to this game?
Do you want to know more things about the an-
. TQ7
imal?

10.3.4 Observational Findings

This section reports some general relevant aspects regarding the use of technology
in the two participant groups. The first group of participants (NT) were free to
design any kind of game they would like, without mentioning if they should or
should not include technology within the game and how. This degree of freedom
allowed observing that children did not naturally include technology in games
designed for and with animals. They rather designed situations that they are
accustomed to see in TV documentaries or at the zoo, or even used their own past
experiences with a specific animal to design the game. Only two children in this
group included technology in their designs: P10 depicted two children playing a
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videogame console, and P7, who might not have understood well the activity in
the first place, designed a tablet-based game in which one of the characters was a
snail.

Children in the NT group were asked after the two designs whether they would
consider including technology as part of the game. None of them seemed con-
vinced about including technology within the design, either because they could
not envision how this could be done or because they expressed concerns about
the animal breaking the technology or being unable to use it. For instance, P1
designing for a cat and a tiger commented: “Perhaps with a tablet... but the cat
would break the robot. And the cat cannot use the tablet. A robot for cats could
be invented.” After this, P1 described a possible gym for cats using machines and
objects to encourage them to chase the objects, jump and exercise. However, when
asked about this idea being used for tigers, P1 was not sure that it could work
well in such case. P4 and P8, designing for birds, were also asked about the use
of technology. P4 commented that using a drone may cause that the bird fights
with it. P8 said that it would be very difficult for a bird to use a tablet, and the
animal could eventually break it. Regarding the use of robots, P8 mentioned that
the bird “would grab it but it would break it as well”. Therefore, it was observed
from the interviews that most of the children in NT group showed certain degree
of sensitivity towards the suitability of the technology regarding the animal species
being considered. However, P7 in the NT group said that the animals (snake and
snail) could play a tablet-based game, without thinking much about the physical
traits of the animal nor showing interest in explaining how would that game be.
Besides, P10 said that he would play a videogame with a gorilla, describing the
gorilla as an anthropomorphic friend.

By contrast, children in the second group (T), who were specifically asked to
choose technological devices for the game, showed two different approaches. On
one hand, there were children who considered the animal as a friend, sometimes
even taking an anthropomorphic view of the animal and did not express those
concerns during the design of the game (same as happened with P10 in the NT
group). On the other hand, there were children who carefully revised the different
technological devices proposed by the researcher trying to choose the most appro-
priate one for the given animal. The technology chosen by the children as well as
the game dynamics they designed were based on different aspects the children con-
sidered important, as can be observed in the designs, such as the animals’ physical
traits, their habitual location and behaviors, etc.
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10.3.5 Design Results

In this section, we present several aspects that emerged after reviewing the de-
signs and interviews with the children following a thematic analysis with the data.
Several examples of the games they envisioned are also reported.

Physical Location and Physical Boundaries

Both groups of participants did not depict any physical boundary between them
and the animal in the case of domestic ones, except for two: a parrot drawn within
a fence in a zoo enclosure, and a fish in a fish tank. The majority of the designs
for the domestic category showed the animals in non-restricted areas such as the
house, a park, a yard, the sea, etc., and the children placed themselves close to
the animal.

Regarding wild animals, the designs showed a different situation. In nine of the
26 designs with wild animals, the animal was depicted inside a zoo enclosure and
the child was located on the other side of the fence or physical barrier they had
drawn (see Figure 10.2a). Interestingly, only two of those designs corresponded
to the group in which technology was used, while the other seven drawings were
from the NT participant group. In the remaining 17 designs, there was no physical
boundary and the animal was depicted in a naturalistic environment. Two different
contexts were identified: (1) In five of those designs, the child was in the same
scenario as the animal without any physical division but the game was designed
in such a way that either the child was hidden or the animal was motivated to
move away from the child (see Figure 10.2b). Usually, this latter case involved the
use of a technological artifact the child was managing, driving it away from the
animal: a race between a snake and an RC car, a crocodile who had to follow a
drone carrying meat, or a gorilla following a small robot. (2) In twelve of those
designs, the animal was envisioned as a friend capable of understanding the child’s
intentions and the game, without any concerns about danger: gorilla and child
racing to get a banana, tiger listening and dancing with a musical robot, owl and
child playing hide-and-seek, or eagle playing friendly with a drone. Figure 10.3
presents a summary of these findings.

Animals’ Physiological Traits

It was observed that in many designs, especially the ones involving technology,
the children tried to match the physical traits and abilities of the animal to the
dynamics of the game and the selection of the technology to be used.

Within the 26 designs from the NT participant group, 24 of them depicted an
interaction between the child and the animal that either replicates behaviors they
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(a) Child feeding an elephant at the zoo with a physical fence
between them.

Ba%

(b) Child hiding from tiger in the wild while controlling a drone.

Figure 10.2: Examples of different physical locations and boundaries.

usually see happening with that animal (14), or that match the animals’ physical
traits with the goal of the game (10). In the first case, many games involved wild
animals depicted in zoos, and the interaction was feeding the animal or giving it
commands (feed an elephant, give vocal instructions to a tiger, and ask a dolphin
to go through a ring). However, the same could be observed also with domestic
animals, which were depicted in naturalistic scenarios being fed by the child, e.g.,
bird, owl, fish, or playing common games such as fetching an object, e.g., cats and
dogs. In the latter case, some designs were a race between a crocodile and a child
in two separated pools, a race between a gorilla and a child climbing up a tree to
get a banana, or a child taking a walk mounted on an elephant.

Regarding the T participant group, sixteen of their designs matched the techno-
logical artifact with the physical restrictions the animal could have when using it.
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With physical boundaries B Without physical boundaries

T2 T: 11

Figure 10.3: Physical boundaries in the designs.

Wild

Physical boundaries

Domestic

For example, tablets or mobile phones were avoided, as the animals might not be
able to use them with their paws, beaks or hands. Instead, the children preferred
to use RC cars or small ground/aquatic robots for the non-flying animals (Figure
10.4a), while choosing drones to interact with flying ones (see Figure 10.4c). Some
examples: cats, dogs, a snail, a tiger and even a gorilla who had to chase a small
robot controlled by the child, two birds who had to follow a drone controlled by the
child, and fish playing with small robots that could work under water or over the
sand at the bottom of the sea. The remaining ten designs involved technology that
might not match properly with the animals’ characteristics. For example, three
designs were about birds chasing a ground robot controlled by the child. Two
designs used tablets, one for a parrot and the other one for a lizard. In the first
one, the child acknowledge that the parrot will not be using the tablet; instead,
the child would select and play videos on the tablet so that the bird could watch
them together. The lizard design was inspired by an Internet video the child saw,
in which a frog tries to eat ants from a tablet-based game. He proposed to help
the lizard by also touching his own tablet in a collaborative fashion. It turned out
that the food aspect was a recurrent topic also in the T participant group. Two
designs, one for a tiger and another one for a crocodile, proposed to use a drone
controlled by the child that the animal had to chase. In the crocodile design (Fig-
ure 10.4b), the drone would be carrying meat so that it would be a feeding exercise
for the animal. In the tiger game (Figure 10.2b), the drone was not carrying meat
initially, however during the postquestionnaire the child proposed such addition
in an attempt to make the game more appealing for the animal.

Regarding the four designs, two from each participant group, concerning chil-
dren as the other species participating in the game, the proposed games were
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Figure 10.4: a) Race between a snake and RC car, b) Child using a drone to fed the
crocodile, ¢) Eagle playing with drone controlled by child.

the following: two of them consisted in both children playing with a videogame
console, another design was a play tag game with drones, and the last one was a
role-playing game without any kind of technology. Figure 10.5 presents a summary
of these results.

Observation vs. Participation

Another aspect to consider was the degree of participation in the game of both
players, the human and the animal. In three of the designs, the child was depicted
just as an observer while the animal was playing. Those designs were: a child
watching an eagle at the zoo, a child watching an elephant interact with a pro-
jected light and a child watching a snail on top of a remote control to see what
it causes on a robot connected to it. Several designs showed a limited degree of
interaction of the children, such as just feeding the animal (4), giving it vocal com-
mands (1), watching through a camera the animal is carrying (1), and activating a
technological artifact for the animal (2). The rest of the proposed games showed a
high degree of participation from the children, especially in the designs involving
technology, as the child was the one controlling the technological device used in
the game as a mediator to interact with the animal (23). The remaining 20 designs
from the NT participant group showed: the child using a non-technological arti-
fact to interact with the animal (6), or both players performing the same activity

209



Chapter 10. Interspecies playful interactions: children perceptions of games with animals

210

Physiological traits

B Games with humans

¥ Game matches animals' physical traits

Game does not match physical traits

Figure 10.5: Matching of physical traits.

(14). Some examples of this latter case were racing to catch food with a gorilla
or a crocodile, walking together with an elephant or a dog, playing hide-and-seek
with an owl, untangling yarn balls with a cat, among others. Figure 10.6 outlines
the detected degrees of participation.

Even though children were free to include as many animals and human players
as they wanted, the activities they envisioned were usually for one animal and one
human at a time. Only nine out of the total 54 designs included more than two
participants, and in some cases they were only observers. For example, one child
designed a game in which a fish had to catch an electronic robot in the water (see
Figure 10.7a). She depicted herself with two of her cousins. Each of them had its
own tablet and robot, and they were playing with several fish at the same time.
Another child designed a game in which birds had to catch a ground robot he
was controlling, but he started to add plenty of birds to the design, and eventually
another robot so that they could all play, and even other animal species (see Figure
10.7¢). The remaining designs included: two games from the same child in which
there were relatives and friends just watching her play, a child playing with two
friends, two games in which animals of different species were depicted but not
participating in the game (see Figure 10.7b), and two games where animals of
different species were depicted and interacted with the child.
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Figure 10.6: Degree of participation.

Figure 10.7: a) Three children playing with three fish, b) Animals observing, c¢) Several
animals playing.
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Anthropomorphism € Species Awareness

A common situation that emerged in both T and NT participant groups was that
the children tended to anthropomorphize the animal to some degree. The clearer
examples of such case were that in four designs with wild animals (2 T, 2 NT) the
children explicitly described the animal as a non-dangerous friend. They designed
the game in such a way that the animal was capable of understanding the goal
of the game and the child’s intentions, and willingly play with the child (Figure
10.8a). Some designs were catching the ball with an orangutan or being thrown
into the trees by an orangutan and swinging with him in the vines.

There were 31 games (17 NT, 14 T) based on fostering animals’ natural behav-
iors, exploiting the innate curiosity of the animal or replicating situations children
have seen previously happen with that animal. Some designs involved wild ani-
mals following an object that carries meat, domestic pets catching an object or
device, children feeding the animal or just observing the animal behave and move
naturally.

The remaining 19 designs (7 NT, 12 T) showed games that require some un-
derstanding of the rules from the animal, or some kind of motivation so that the
animal actually participates in the game in the friendly way the children described.
For example, several children designed games for birds or fish outdoors that re-
quired the animal to catch an object, follow it or even play and return it to the
child. This is something unusual, as these animals would probably run away from
people. Other designs in this category include playing hide-and-seek with an owl,
having a conversation with an elephant using a translation tool (Figure 10.8¢), a
race between a snake and a RC car, or a race between a crocodile and a human.
Such designs assume that the animal understands what he is supposed to do and
that it is interested in doing it. When children were asked about how they would
get the animal to understand them, their answers were quite varied. Some answers
were that the animal was indeed their friend, that they would first need to do some
training with the animal using rewards, that the animal was already trained, and
some of them said that they would explain the game to the animal although they
did not know how.

The species and behaviors of domestic animals versus wild animals also played
an important role in kind of game the children designed. For example, nine out
of 13 children in the NT group designed games with different dynamics for the
domestic and the wild animal they were given, e.g. playing fetch with a dog and
a stick versus throwing food to an elephant in a zoo. Within the T participant
group, only three children kept the same play dynamics for both animal species,
e.g. bird or eagle that have to catch an electronic device. Ten children in this
group changed the goal of the game depending on the animals’ species, and two
children in this group could only design a game for one species.
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Animal-centric vs Human-centric Games

Children were asked to design games they would like to play with a specific animal,
and yet some of the games had a clear human-centric perspective. For example,
one of the children designed a game in which a snail was to be placed on top
or a remote control that activates a small moving robot. The child expressed
he wanted to “see what it does”, meaning that it would be fun to see what the
movements of the snail cause on the robot. However, in this game the animal is not
even aware of its participation in any kind of activity. This scenario of potential
involuntary participation can be observed repeatedly among several designs. For
example, one child draw a dog that was wearing a camera in its collar. This
allowed the child to observe where the dog was, and what was it doing in case
the dog escaped, helping him to find his pet. However, the dog was not aware
of the camera nor participated in an explicit way. A girl described a game in
which both a cat and herself had to untangle several balls of yarn, and the one
who finished first won the game (Figure 10.8b). Despite that the game has been
designed considering cat’s innate behaviors, the goal of the game is human centric
as it is unlikely that the cat understands the need of untangling the balls as fast as
it can. Another example are three designs from different children that depicted a
crocodile following a drone with meat, a tiger following a ground robot with meat,
and a tiger following a drone. In all three cases, the children were controlling the
devices but the animal did not seem to be aware that he was involved in any kind
of activity. It was rather its predisposition towards eating or its curiosity that lead
the animal to get involved in such game without being aware of it. Nevertheless,
as reported in the previous subsection, several designs implied that the animal
was a friendly being regardless of its species and behavior. Therefore, several
designs that might initially seem to present an involuntary participation from the
animal could be grounded on the idea of a common understanding of both players
regarding the rules of the game. The postquestionnaire answers regarding the
perceived animal’s fun within the game will help to better identify how children
understood the animals’ participation in such designs.

10.3.6 Questionnaire Results

Children filled out a questionnaire before and after each design, whose contents
are described in Table 10.2, Table 10.3 and Table 10.4. This section reports a
summary of their answers.

Before each design, children were asked a few questions regarding their knowl-
edge about a specific animal (PQ1 — PQ4). In addition, they were asked two 5-
point Likert scale questions (PQ5 and PQ6), which answers ranged from 1- Nothing
to 5-A lot. When asked whether they believed the proposed animal would like to
play (PQ5), results were quite similar between domestic (M = 3.83, SD = 1.20)
and wild animals (M = 3.62, SD = 1.20). Their answers were more dependent to
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Figure 10.8: a) Child racing with a gorilla to get a banana, b) Child and cat playing
to untangle yarn balls, ¢) Translation app to speak with an elephant.

the category of the animal: quadrupeds were considered more likely to play (M =
4.25, SD = 0.89), while reptiles (M = 3.11, SD = 1.62) were considered less likely
to participate in the game. Regarding whether they would like to play with the
proposed animal (PQ6) children showed similar enthusiasm for both domestic (M
= 3.83, SD = 1.40) and wild animals (M = 3.50, SD = 1.68). Again, the category
of the animal seemed to be influencing their results, being quadrupeds the most
popular (M = 4.75, SD = 0.46) and reptiles the least interesting ones (M = 2.67,
SD = 1.50).

After each design, the children were asked about the perceived fun of the hu-
man and the animal when playing the game they had described. The quantitative
results for questions about human fun (TQ5) and animal fun (TQ6) for the two
participant groups T and NT are reported in Figure 10.9. Overall, children con-
sidered that the games they designed were more fun for the human than for the
animal. This could also be observed in the postquestionnaire interviews, in which
several children expressed their concern about this matter. For example, partici-
pant P26 said that “perhaps the animal does not know that he is playing and might
be scared, so I do not know if it would be having fun...”. Another participant, P1,
also commented that she was not sure that the tiger would be having fun “because
if he cannot understand me. .. ”, after what she suggested: “Perhaps if I give him
his favorite food, when he learns what he has to do he would like it because he
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Figure 10.9: Postquestionnaire answers to perceived human and animal fun by category
and type of animal.

would be eating, and tigers like eating”. Overall, games designed for wild animals
were on average reported as less fun than the ones for domestic animals in both
groups of participants. One of the reasons could be the familiarity the children
have with the species. In fact, designs for domestic animals were usually based on
their natural behaviors or on replicating games that those animals usually play.
Differences in animals’ perceived fun could also be observed between species, e.g.,
the least fun games for the animal were perceived to be the ones for reptiles and
birds. When asked about whether they would like to know more about the animal
(TQT), children’s answer were quite positive. Most of the children answered that
they would be quite interested in learning more things about domestic animals (M
= 3.79, SD = 1.59), while for the wild animals they showed greater interest (M =
4.12, SD = 1.28).

Figure 10 shows the comparative results of the questions children answered
before and after each design (SQ1-SQ5) in order to rate their perception about
each animal in terms of how much they like the animal and how beautiful, friendly,
intelligent and scary they considered it to be. Results show that children on
average had a slightly more positive opinion about whether they like the animal
after the design activity (SQ1), regardless of its species. They also showed a
slightly more positive opinion about the animal’s friendliness after the designs
(SQ3), and they perceived the animal to be a bit less scary after the activity,
especially in the case of wild animals (SQ5). The perceived intelligence of the
animal (SQ4) was also higher for some species after the designs, as can be observed
in Figure 10.

After the designs, children were encouraged to think about how they could
make the game more fun for the animal, make the animal exercise more, make
the game more easily understandable/usable for the animal, or make the animal
learn something (TQ1-TQ4). Frequently, they were not sure on how to answer
such questions, or after thinking a bit about it they just said the game was fine
as it was. However, in several cases this exercise of reflection raised very interest-
ing conversations. For example in TQ1, sometimes the children said they could
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Figure 10.10: Pre and post questionnaire answers to perceived aspects for the different
animal categories.

improve the game to make it more fun but they were not able to explain how.
Other times children described a new rule or feature of the game that would make
it more challenging and therefore more fun to play, e.g. a faster robot, a robot
that can go up the trees, involve another animal so that they have company. It
is interesting that the most common answer was to add food or food rewards to
keep the animal interested in the game over time or to make it want to participate
in the activity.

Since many of the games involved the animal following an object, most of the
answers to question TQ2 were that the animals were already doing enough physical
exercise. In those cases in which the children believed that the animal could
exercise more, some of their suggestions were to throw the object/device further
away or move the device faster.

Thinking about making the game more easy to use or more understandable for
the animal was definitely a challenge for the children (TQ3). Some of them realized
during that part of the interview that perhaps the animal was unable to understand
what it was supposed to do to participate in the game, and acknowledged that
to the researcher. As has been discussed in the previous section, several designs
fostered the animal’s natural predatory/exploratory behaviors, such as following
or catching an object. There were also designs based on what children are used to
see when people interact with that specific animal species, e.g. dolphins in zoos
or dogs playing fetch. In these designs, children’s answers were usually that the
animal would intuitively know what to do, even more if there was meat involved.
In those designs in which the children considered that the animal would not easily
understand what to do, they proposed several ideas. Some of them suggested to
provide an example to the animal, such as another animal doing the same thing
or a video of an animal performing the required behavior. Others explained they
would train or teach the animal, usually using food-based rewards. Furthermore,
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some children described how they would use food to make the animal aware that
it had to follow a specific path or object. A couple of children even suggested
unrealistic scenarios such as “speaking the language of the animal” to explain the
game to them. However, none of the proposed ideas was the redefinition of the
goals of the game, changing the game dynamics nor the interactive artifacts. They
instead looked for ways of making the animal adapt and understand the game.

Question TQ4 gathered children’s opinion about whether the animals could learn
something during the game (TQ4). This question was meant to assess whether the
children conceived the game as a space in which the animal could learn new skills,
or they instead tried actively to make the animal learn and respond to commands.
This second case would also imply that the children consider the animal within
the game as an entertainment for themselves and not as an equal and genuine
participant. Results showed that children usually did not try to teach commands
to the animals, which is a very positive outcome. Just in four designs, children
reported that the animal could learn how to pay attention or learn new tricks.
In some of the answers to TQ3 children proposed to train the animal to make
it learn how to play the game, but they did not considered that process as the
animal learning something new but rather as a tool to play the game afterwards.
Answers to TQ4 showed that most of the children considered the game as a tool to
help the animals enhance their skills, such as running faster, having more dexterity,
being able to smell their prey and follow their tracks better, etc. Even two children
commented that the game could help the animal to have a better behavior towards
humans, such as not biting nor attacking people.

10.4 Discussion

10.4.1 Improving Relationships

The children joined the activity with interest and were overall very participative
and motivated. Even though sometimes they expressed hesitation or surprise
when the specific animal species for the design was revealed, they eventually came
up with ideas and also expressed their doubts. Despite the fact that animals in
the wild category were regarded as more scary or even some of them dangerous,
children seemed to be more excited when designing games for them. However,
games for wild species were also perceived by the children as less fun for the
animal. The reason could be that it was more difficult for the children to envision
a game for such animals, as they have not had any previous experience interacting
closely with those species or they do not know any other behavior from the species
rather than being fed or hunting their food. In fact, one of the things that stands
out the most when analyzing the designs is the recurrent use of food and food-
based rewards for different purposes. Food has been used in the designs for just
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feeding the animal, but also for making the animal aware that there is some kind
of interaction starting, draw its attention to some point or make the animal learn
what he is supposed to do using a reward system. This was especially frequent in
the case of wild animals. The reason might be that the activities in which children
see some kind of interaction between a human and those animals are usually based
on feeding the animal or making the animal perform a specific action they have
been trained to. In order to help fill these gaps, more emphasis should be done on
providing children with educational activities that focus on showing the animals’
abilities and spontaneous behaviors without relying on food-based interactions.
Zoos, in their role as educational spaces, could for example focus on enrichment
activities for animals aimed at awakening the interest of the young public and
increase their sensitivity and empathy towards the species [343] while learning. In
this regard, technology could provide a powerful mechanism to create an immersive
experience in which children could participate in that playful activity with the
animal.

Another key aspect is that several children were capable of identifying from their
designs that the animal might not understand the game, but were not able to adapt
it properly. They rather tried to make the animal understand their supposed goal
within the game. In other cases, some children might not have been aware of
the implications the game had for the animal and designed human centric games.
Given the motivation of children towards this kind of design activity, these could
be redefined to present a guided design process that helps children reflect on their
decisions and understand how to provide better interactions for the animals, with-
out limiting the human participation. Based on the positive postquestionnaires
opinions that showed an increased likeliness and perceived friendliness of the ani-
mals, these design activities could be a promising tool to help raise awareness and
improve relationships in interspecies games.

10.4.2 Collaboration

Few designs showed collaboration between different children or animals at the
same time. In fact, only a couple of designs depicted more than one human
interacting with an animal within the game. Usually, the designs involved one
child interacting with an animal at a time. The nature of the activity could be
either observational, collaborative or competitive, e.g. observe/feed the animal,
the animal follows an object controlled by the child, or the animal and child
compete for the same goal. However, many of the designs could easily incorporate
a social component for the children, such as rankings between friends based on
how well they performed. Perhaps even games in which several children have to
interact with different animals and work all together towards a same goal can
be designed, fostering collaboration between humans and animals all together.
The scores in these games could be based on goals that promote empathy and an
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ethical interaction with the animal, encouraging children to create a strong bond
with them while learning and enjoying.

10.4.3 Remote Interaction

The children always depicted themselves in the same physical location as the an-
imal. None of them designed a scenario in which the children was in a different
place than the animal. Perhaps this is a more complicated scenario for them to
envision, as they are not aware of the technological possibilities. Currently, chil-
dren can observe animals in prerecorded videos, TV documentaries, live streams,
or even using remotely controlled cameras [84]. However, they have not interacted
before with an animal that is located far away from them using a technological
device. This kind of remote interactions, if carefully designed, could allow the
children to connect with their pets at home, or even with species that are not
commonly accessible, such as wild animals in zoos. This would be a powerful and
motivational tool to learn about many different species in an immersive experience.
In addition, this kind of remote interactions for hospitalized children can provide
positive effects for the children’s wellbeing during their stay. These designs must
not forget about the animal’s requirements, and could for example provide clues
to the children on what to do during the game so that they can learn along the
way in which ways the interaction is beneficial for the animal, what the animal
wants and how should we interact with them to be respectful.

10.4.4 Threats to Validity

There are several aspects in this study that may have influenced the results. First,
the number of participants that designed games for the same category of animals is
relatively low. It was sufficient for the purpose of this study in order to gather ob-
servational findings. However, a greater number of subjects is required to conduct
a more detailed statistical analysis of the results. Second, given the particularity of
the environment in which the experiment was carried out, children’s mood or be-
havior might differ from other environments such as home or school. Nevertheless,
children were observed to enjoy the activity, they were not long-term hospitalized
children and the pediatric school is meant to be a welcoming and friendly space for
them. Finally, the thematic analysis conducted over the results was performed as
objectively as possible. However, due to the researchers’ background in HCI and
ACI, perhaps some categories have been underrepresented or could have another
interpretation.
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10.5 Conclusion and Future Work

This paper has presented a study in which children designed interspecies games
between humans and animals with and without technology. Results showed that
children found easier to design games for domestic animals, by reflecting on com-
mon activities with such animals due to their familiarity. On the contrary, games
for wild animals were harder to envision. Although many of those games were
based on fostering the animals’ natural behaviors, children frequently used food as
a mechanism to encourage the animal to play. This exposes the need for developing
educational activities oriented at children that help them bond with non-domestic
animals and discover their natural behaviors without relying on food-based inter-
actions. The design process also seemed to positively affect children’s opinions
about animals, improving the perceived friendliness, intelligence, scariness and
likeability of the animals after the activity. It also helped children to reflect on the
suitability of their design for the animal. While some of them understood their
design was human-centric, few were able to change it to a more animal-centric one.
Therefore, this kind of design activities reveal as a promising tool to encourage
critical thinking, and we aim to redesign the process in order to guide children to-
wards a better understanding of animals as co-players, which would help to greatly
improve their relationships with animals.

In addition, the game dynamics observed in the designs will help to develop
interspecies technological games for children and animals, with the added benefit
of having both children and animals as co-designers of the game. These games will
be used by hospitalized children so that they can remotely interact with animals
in zoos, shelters or daycare facilities. Therefore, these systems will also provide a
suitable interactive activity for an animal who might also require further stimu-
lation. The game could also present children with hints or information about the
animal, and the most suitable activity or way of interaction with them by detect-
ing the animals’ behaviors and actions during the game [255, 257]. Such playful
interactions could improve both animals and humans’ wellbeing in their respective
contexts, while creating strong bonds between species.
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Abstract

Play is an essential activity for both humans and animals as it provides stimulation
and favors cognitive, physical and social development. This paper proposes a
pervasive playful environment that allows hospitalized children to participate in
remote interspecies play with dogs in a canine daycare facility, while it also allows
the dogs to play by themselves with the pervasive system. The aim of this playful
interactive space is to help improving both children’s and animal’s wellbeing and
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their relationships by means of technologically mediated play, while creating a
solid knowledge base to define the future of pervasive interactive environments for
animals.

11.1 Introduction

Play stands as one of the most natural and inherent behaviors among human and
non-human animals. As Huizinga described in his Homo Ludens, “Play is older
than culture, for culture, however inadequately defined, always presupposes human
society, and animals have not waited for man to teach them their playing” [131].
The nature and importance of play have been widely studied and emphasized over
the years. One of the main aspects of play is that it is fun, and this is the main
source of motivation for all sorts of animals, including humans [108].

In our digital society, we have evolved play, making it even more appealing with
the development of technological innovations that allow us to enhance our playful
interactions with newer and more varied experiences. From the very first arcade
videogames and video consoles with traditional joysticks and gamepads, to the
latest playful environments based on Natural User Interfaces (NUIs) [8, 27, 127],
the spaces in which playful interactions take place are becoming more and more
ubiquitous [100, 166, 306]. What remains constant in all these innovations around
play is that although its inherent nature may have several purposes that are not
yet completely understood [19], it remains essential for cognitive, physical and
social development [93], especially in the case of children [93].

Nevertheless, humans are not the only species using technology to improve their
playful experiences: non-human animals are also experiencing a digital revolution
with emerging research around technology to support animal play [75, 247, 260,
343, 349, 361], in what has been coined as the Animal Ludens revolution [254,
258]. Over the past years, the field of Animal Computer Interaction (ACI) [173,
174, 178] has gained a lot of attention, proposing the design and development of
technology for animal use following a user-centered approach. The main goal of
ACI research is to improve the animals’ wellbeing by designing suitable technology
for them. Playful interactions of animals with technology have been extensively
studied [142, 258, 351, 363], as they can help to improve the animals’ wellbeing,
reduce stress, and provide the animal with physical and mental stimulation [258,
363].

Technologically mediated play can therefore provide many benefits for both chil-
dren and animals, such as alleviating stress and anxiety. This is especially relevant
when these individuals are exposed to high loads of emotional stress and insecu-
rity. On one hand, this is the case of hospitalized children, who can experience
social and emotional issues due to the hospitalization experience and the illness
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itself. On the other hand, there are millions of domestic pets and wild animals
in zoos or sanctuaries who have to spend long periods alone, which might cause
them boredom, distress and feelings of isolation. Technology has been used sepa-
rately in both domains to provide children and animals with mental and physical
stimulation to help alleviate these problems. However, technology could also be
used to support children playing together with animals. In this case, the bene-
fits of playful technology would be added to the positive effects the relationship
between animals and patients may have on both actors [12, 13, 136, 215]. This
would add a completely new range of possibilities to help improve both children’s
and animals’ wellbeing. The only major drawback is that not all hospitalized chil-
dren can receive the visit of therapy animals or companion animals, due to their
clinical condition. Hence, we believe it is essential that technology could allow for
remote playful interactions between humans and animals, especially in the case of
humans and animals who are unable to spend time together or cannot move from
their physical location.

This paper proposes a pervasive remote interactive system that allows hospi-
talized children to play with the dogs in a canine daycare facility by remotely
controlling a small robot located in the facility with the dogs, as well as dogs
playing by themselves with the system. The proposed playful interspecies system
aims to (1) help improve the children’s wellbeing during their hospitalization, (2)
foster a healthy relationship between children and animals by means of play, and
(3) provide physical and mental stimulation for animals at home, in shelters or in
daycare facilities. The outcomes of this work are manifold. First, to the best of
our knowledge, this is the first remotely controlled system that allows children to
play with animals physically separated from them. Secondly, the effects of these
playful interactions have been evaluated for both children and animals, allowing us
to detect usability issues for both species, and to assess the impact of the interac-
tion on children’s perception of animals. Finally, a comparison was made between
the child-controlled robot system and a pervasive system that autonomously plays
with the dog. This allowed the definition of future steps and recommendations
for the development of intelligent playful environments for animals capable of pro-
viding an engaging and meaningful experience for the animal, advancing research
within the ACI field.

11.2 Related Works

This section contains a review of the current literature regarding interactive playful
systems for hospitalized children and animals, highlighting the importance of cre-
ating technology to support and foster human-animal relationships using pervasive
scenarios that allow for natural interactions for both animals and humans.
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11.2.1 Applications for Hospitalized Children

There have been many studies in the literature in which the use of game technology
has helped reduce the negative impact of hospitalization on children and improved
their wellbeing inside the hospital [144]. While most of these works use traditional
computers and monitors, handheld devices are gaining attention [144]. These
devices are more suitable for children with physical discomfort/impediments as
they are less physically demanding. In addition, mobile devices allow to create
more ubiquitous applications which children could use in their own hospital room.

Several works have studied the combination of animal therapy and games in
hospitalized patients, observing their positive effects on morale and stress reduc-
tion in kids [145]. However, introducing live animals into a hospital is not always
possible, and different approaches are needed to provide similar effects on the pa-
tients’ wellbeing. Several works have replaced real animals with robotic ones, such
as a rabbit [25, 26], a parrot [299], a teddy bear [135], a mammoth [97, 98], or cats
and dogs [150]. Other studies involve real animals that do not necessarily have to
be present at the hospital. Zootopia [1, 2] is a tangible-based game that allows
children to explore live videos of animals. It consists of a board representing sev-
eral ecosystems with their respective animals. When the child places a toy with an
RFID tag in front of an animal on the board, a live video stream is played showing
this animal in a real zoo. However, the camera cannot be controlled, which results
in many empty-screen moments. HabitApp [84] proposes a tablet-based applica-
tion that allows children to control the cameras located in a zoo environment to
actively observe animals at the children’s will. Although these works allow for
exploration and observation of real ecosystems outside the hospital in real time,
none of them permits direct interaction with the animals or their ecosystem. Being
able to remotely play with the animals in real time would add a very powerful new
dimension to these activities with regard to improving the children’s motivation
during their hospital stay.

11.2.2 Playful Applications for and with Animals

Playful interactions of animals with technology have been one of the main lines of
research within ACI [254, 362]. These technologically-mediated playful experiences
for animals usually involve a human participant who either controls the activity
or plays together with the animal.

Felino [351] and Cat Cat Revolution [224] proposed a tablet-based game for cats
in which the animal has to catch some creatures that appear on the screen. The
human can adapt the elements that appear in the game to the cat’s preferences
[351] or move them around to play with the animal [224]. A similar approach
is the use of tablet-based applications for zoo enrichment. The Apps for Apes
[10] project consists of a set of applications that orangutans can play with on
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a tablet. However, a zookeeper outside the enclosure has to hold the tablet for
the orangutan and the interaction is therefore quite limited. The Kinecting with
Orangutans [343] project goes one step further and allows the orangutans to play
with elements projected onto the ground of their enclosure, using projections and
depth sensors, thus allowing the animal to interact more naturally. Non-wearable
tracking systems have been proven very useful to allow natural interactions of
the animals within a more pervasive game scenario [247, 257, 343]. Purrfect crime
[323] also proposed the use of depth sensors and projections to create digital games
for animals and humans. In this game, both the animal and the human have to
catch digital birds projected onto the ground. The human uses a remote control
to point and drag the birds, and the cat can move freely around the space while
the depth sensor captures its position.

Most of these works require the human and the animal to be in the same physical
space. One of the very few works that allows a human to play remotely with an
animal is the Playing with Pigs project [5]. In this project, the human uses a tablet
application to move a visual digital element that appears on a wall-screen in a pig
enclosure. The goal is that the pig touches the digital elements with its snout and
reaches a desired target area. The human does not need to be physically present
with the pigs to play with them. However, although this was a novel idea, it has
not been developed further. Another example is LonelyDog@Home [129], which
allowed a human to connect over the internet to a web camera and remotely feed
her dog, as well as throw a ball to the dog. Although it is one of the first works
within ACT and allows remote interaction, the playful activity is quite limited, as
the human can only throw the ball towards the same place all the time.

There is thus a clear need to evolve interactive spaces for animals and humans
towards a more pervasive solution [254, 257] in which the animal can move freely
around the space and the playful interactions can be more varied. In addition,
some animal species such as dogs or cats might prefer tangible devices to play
with [260, 349]. As the current digital experiences do not offer these affordances,
the use of tangible devices for animals within these playful interactive systems
would be a promising opportunity.

11.2.3 Designing to Improve Relationships between Humans
and Animals

ACIT research has recently begun to explore how technology could help to improve
the relationships between humans and animals [248, 326, 343, 351]. Several works
have studied the perceptions of humans towards animals’ interactions with tech-
nology in different contexts. For instance, discovering how pet owners perceive
their dogs’ reactions towards technological devices can help to raise awareness of
good or bad practices in digital interactions of animals with technology [18, 117].
On the other hand, animal conservation organizations aim to provide empathic
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responses of visitors in order to foster interest in wildlife, and technological instal-
lations have shown to be promising in this regard [111, 343].

The design of playful technology for animals with an animal-centered design
perspective has also allowed humans to empathize more with the animal species,
helping to create stronger concern and bonds. This has been shown not only when
the designers of the playful scenario are experienced researchers [142, 349, 353,
361], but also when the human has no previous design experience at all, such as
children [248].

Humans have described these playful activities with animals, from their design
[142, 248] to their realization [224, 343], as “useful spaces to reinforce their rela-
tionships and to create new forms of communication with the animal” [224]. As
the world is becoming more interconnected, these communicative spaces do not
need to happen in the same physical space. By expanding the horizon of playful
shared spaces towards remote and pervasive scenarios, the benefits of such playful
experiences could be extended to other populations that have physical constraints.
In the case of playful experiences for humans and animals, remote scenarios would
allow them to experience a bonding activity without the limitation of being to-
gether in the same place.

11.3 Technological Platform

This work proposes the design, development and evaluation of a remote playful
system in which children can control a tangible robot to play with an animal in a
different location. Additionally, on the animal side of the interaction, a pervasive
system has also been developed capable of controlling the robot autonomously to
play with the dog without human intervention.

The selected technologies for both the human and the animal in the proposed
remote playful game should be aimed at facilitating the interaction by adapting to
the user’s physical and cognitive characteristics. In the case of children, previous
work by the authors showed that within a co-design activity children envisioned
technologically mediated games with animals as a playful scenario in which the
child was in control of a robotic element the animal could play with [248]. The
children’s user interface will therefore consist of a mobile application they could
use even from their own bed at the hospital. In the case of animals, previous work
has shown that purely digital stimuli might not have all the effect that tangible
elements can provide for some species [252, 260, 349], such as grabbing, touching,
biting, etc. In this regard, our proposed system will use a tangible robotic ball to
interact with the animal. In addition, for the non-human mediated game between
the system and the dog, a non-wearable tracking system would allow the animal to
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behave more freely and with more spontaneity [255, 257]. For this, a non-wearable
tracking system capable of detecting the dog’s movements has been implemented.

The playful remote system proposed and evaluated in this paper consists of two
separate applications that communicate remotely over the network (see Figure
11.1). We deployed a Sphero® robot and a Microsoft Kinect® v2 sensor in the
canine daycare facility to record the play area and track the dogs’ movements. A
.NET streaming server was developed to record images from the sensor using the
Microsoft Kinect® SDK 2.0 and C#. A Universal Windows Platform application
was also developed using the Sphero® SDK for UWP, which allows any available
Sphero® robots around to be discovered, connected and sent basic commands via
Bluetooth. The Sphero® UWP controlling application exposes a UWP AppService
on the computer on which it runs, with which the .NET streaming server can
communicate with to request its services when running on the same machine.
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Figure 11.1: System deployment and set-up.

On the client side, we developed an Android application that connects to the
streaming server from any location on the network, receiving and displaying real
time images from the daycare facility on the screen of the mobile device. This
Android application is installed on a mobile phone and used by children at the
hospital. Once the client application connects to the server and starts receiving
images, it displays them on the screen along with four buttons to control the
Sphero® robot (see Figure 11.2). When the user presses a button on the Android
application connected to the server, the corresponding command is sent to the
server at the canine facility in real time. The server then transfers the command
to the Sphero® AppService requesting it to move the robot with the selected
command. The Sphero® UWP application then communicates with the robot via
Bluetooth and sends the moving command to it (see Figure 11.3). The experienced
average delay of the system is 280 ms (o = 132.5 ms).
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Figure 11.2: Hospitalized child controlling a Sphero® to remotely play with a dog in a
canine daycare facility.

11.4 Observational Study on Children

This section describes the observational study conducted on hospitalized children
using the remote interactive application to play with a dog. The aim was to
evaluate the playful experience of children in terms of usability, enjoyment and
effectivity in terms of improving the animal-human bond.

11.4.1 Participants

The participants were hospitalized children from the Hospital Universitari i Politéc-
nic La Fe in Valencia, Spain. The hospital has its own school in the pediatric
wing to which children from primary and secondary school can attend, although
the pediatric oncology patients usually need to stay within a designated area. The
sessions of this study were therefore conducted either in the pediatric school room
or in the child’s own room at the hospital. Twenty-one children participated in
the study (11 girls and 10 boys, 15 children from pediatric school and 6 children
from pediatric oncology), with ages from 4 to 15 years old (Z = 9.43, o = 2.66).

11.4.2 Methodology and Procedure

Each child performed the activity individually with the researcher. The sessions
lasted approximately 10-15 minutes, according to the child’s interest in the system
and the time needed to answer the postquestionnaire.

At the start of the session, the researcher briefly introduced the activity to the
child, explaining that she was going to control a robot using a mobile application
in order to play with a real dog located in a canine daycare facility nearby. Once
the researcher had introduced the activity, the child received the mobile phone
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Figure 11.3: Communication between applications.

with the application already connected to the server and streaming images from
the canine facility. Each child was allowed to use the application for 5-10 min-
utes, with no initial training, and was then encouraged to explore what happened
when she pressed the buttons displayed on screen. While the child was using the
mobile application, the researcher filled in an observational template, also noting
observations and any verbal feedback the child might give.

After the game, the children filled in a brief postquestionnaire about the animal
and the activity, consisting of 5-point Likert questions based on the Fun Toolkit
questionnaire [266] (Figure 11.4). These questions identified usability issues, the
children’s perceptions regarding the animal, assessing whether they enjoyed the
game and if they thought the game would be a positive experience for the animal
as well. Table 11.1 shows a summary of the questions the children answered after
the activity.

Figure 11.4: Example of the 5-point Likert scale answer options.
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Table 11.1: Postquestionnaire 5-point Likert questions and open answer question.

Postquestionnaire Code
How much did you enjoy playing with the animal? Q1
Would you like to play with the animal again? Q2
Would you like to play this game with other children? Q3
Do you think the animal enjoyed playing the game with you? Q4
Do you think playing this game is good for the animal? Q5
Would you like to know more about the animal? Q6
Would you have liked to have more animals playing together? Q7
How much do you like this animal? Q8
Do you think it is friendly? Q9
Do you think it is intelligent? Q10
How easy was it to control the robot? Q11
What would you change in the game to enjoy it more? Q12

11.4.3 Observational Results

One of the first observations of most of the children was their positive surprise
when they saw the animal moving and reacting to the robot’s movements they
were performing. Even after the activity had been explained to them, describing
that the dogs were actually in the canine facility so that they could play with
them, some children asked again to confirm whether the video was being received
in real time. One of the children’s most frequent questions was the name of the
dogs they were playing with, and a few of them asked questions such as “What is
the dog doing there?” or “Are there more dogs around?”.

Overall, the children easily learned how to control the robot with precision. Only
three children were observed to have issues with the application. One of these was
four years old and was the youngest in the study, another had a restricting physical
condition and required an assistant to hold the mobile phone for her, while the last
reported she did not like dogs and showed little interest in the activity in general.
Few issues were reported by the children during the activity, and these mostly
involved difficulties in controlling the robot when it went out of the camera’s field
of view. Only one child complained about the delay in the image and another
reported that the robot moved too slowly.

Only five children were observed to be frustrated or expressed a certain degree
of annoyance when the dogs did not react as they were expecting. In spite of
this, they kept trying to move the robot to capture the attention of the dog, or
stopped playing with the robot and just observed the dogs move around. Most of
the children did not complain about the dogs’ behavior and even when the dogs
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did not play with the robot the children were keen to keep trying new movements
to see whether they could make the dog play.

Almost all the children showed signs of joy and amusement from the beginning
of the activity: smiling, laughing, commenting aloud what the dogs were doing,
calling the animals by their names and talking to them as if they were in the same
space, etc. In a few cases the children were more neutral in their reactions: one
was not interested in the activity, another was highly concentrated, another did
not seem excited as she was playing with a dog that was not very playful, and in
one case the child was experiencing physical discomfort due to her condition.

The researcher rated each child’s perceived interest in the activity on a 5-point
scale. Overall interest in the activity was really high, with an average of 4.5
points (o = 0.75). These results can be compared to children’s answers to Q1 in
the postquestionnaire (Section 11.4.4, Table 11.2), showing that they were highly
motivated towards the activity and enjoyed the experience.

11.4.4 Questionnaire Results

After playing remotely with the dog using the Android application to control the
Sphero robot, the children were asked to fill in a brief postquestionnaire containing
eleven Likert scale questions and one open answer question. Figure 11.5 shows the
results of the Likert scale questions listed in Table 11.1, while Table 11.2 contains
the mode, mean and standard deviation for each question. It can be observed that
more than 50% of the answers to all the questions were rated with the highest
scores (4 or 5), with low standard deviations (< 1.5 points).

Table 11.2: Mode, mean and standard deviation of children’s answers in the postques-
tionnaire.

QL Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 QiI1

Mode 5 4 5 ) ) ) 5 5 5 5 4
Mean 4.24 4.05 3.67 3.57 419 438 448 448 448 395 3.33
o 0.77 116 143 129 0.81 102 098 108 1.03 140 1.39

The first three questions were intended to assess the children’s overall enjoyment
of the activity. In Q1, they were asked to rate their enjoyment in playing with
the animal with the mobile application. 80.96% showed great enthusiasm for the
activity and rated their enjoyment very positively, with either four (Very good) or
five (Great) points. In fact, none of the children rated their enjoyment with one
(Bad) or two (Not great) points, even when the child was seen to be distracted
or not very interested in the activity. When they were asked whether they would
like to play with the dog again using the remote mobile application (Q2), their
answers were even more positive than in Q1. Most were willing to repeat the
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Figure 11.5: Postquestionnaire results from the Likert scale questions.

playful activity, with 85.72% of the children reporting that they would really like
to play with the dog again, with scores of five (A lot) and four (Quite). Only two
said they would not like to repeat the experience. One of these children reported
lower levels of enjoyment in Q1 than the rest of the participants, and showed
poor interest in the activity. The other participant who was not willing to play
again was very young - 4 years old - and although she showed great interest in the
activity, the researcher reported some difficulties in the interaction. Q3 was meant
to assess the collaborative aspect of the activity, asking the children whether they
would like to play this interspecies game with other children. Socialization is a
very important factor in hospitalized children, and mobile environments are ideal
for having shared spaces in which they can create a positive hospital experience
and reduce their sense of isolation [159]. In this regard, 61.91% of the children
said that they would like to share this experience with other children. Only three
(14.29%) reported they would prefer not to play with other children. One of these
had reported she did not want to play the game again, and the researcher also
noted she did not seem interested in the activity. However, the remaining two
children expressed a lot of excitement about playing with the dogs again, and
from their results it could be argued that they preferred to have the activity just
for themselves.

A recent trend in the field of Animal Computer Interaction aims to investigate
how technology can help improve the relationships between animals and humans
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[142, 248, 326, 349]. Previous research has explored how children perceive animals
before and after designing playful interspecies environments with them [248], re-
vealing that this exercise of co-design positively affects the children’s perception
of the animal. Questions Q4 to Q10 were therefore aimed at assessing whether
they considered the game to be a positive experience for the animal and how the
playful interactions with dogs affected their relationship with and perception of
the animals.

The children were asked whether they considered the animal enjoyed playing
with the robot (Q4), with 52.38% rating the animals’ enjoyment with five (A lot)
and four (Quite) points. This was one of the questions with the highest variability
in the answers (o = 1.43), and could be explained by the dog’s behavior in each
case. If the children saw the dog was not interested in the game, without directly
interacting with the robot or looking in the opposite direction, they were more
likely to evaluate this response as low enjoyment. Some children gave as reason
for their answer that “the dog was not paying attention to the robotic ball” or that
“it depends on the personality of the dog, some of them might like to play with
this ball while others mot”, showing their awareness of the animal’s preferences
and needs. It is interesting to note that, although some children perceived that
the animal they were playing with did not seem to be interested in the activity,
76.19% believed the activity was beneficial for the animal (Q5). This shows clear
distinction in the children’s perceptions between what the animal might need due
to its personality and the idea that animals need exercise and fun in order to be
healthy and to provide them with physical and mental stimulation. None of the
children considered this activity bad for the animal in any degree. The participants
showed a lot of interest in knowing more about the animals they were playing with
(Q6), with 85.71% rating this question with four or five points. The children said
they would like to know if the animal liked to play, what type of character and
personality it had, e.g. if it behaved well in its daily routine, and what does it like
to do and play with when it is not playing with the robot. The children reported
whether they would like to have more animals playing together with the robot at
the same time (Q7). In contrast to the results of Q3, on sharing this activity with
more children, they preferred to have more animals playing, with 90.48% of the
answers rated with 4 or 5 points.

Questions Q8 to Q10 focused on the children’s perception of the animal in
terms of likeability, friendliness and intelligence, respectively. Overall, most of the
children liked the dog from “quite” (19.05%) to “a lot” (71.43%), and considered
the dog to be quite (14.29%) or very friendly (71.43%). Their perceptions of the
dogs’ intelligence were a bit lower than their friendliness, with 52.38% of children
reporting the animal to be very intelligent or at least quite intelligent (19.05%).
These latter responses could be explained by the animals’ interest and engagement
in the activity: if the dog showed poor interest in the robot or did not want to
chase it, perhaps the child considered this animal less intelligent because it did not
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pay attention to the robot or reacted as expected. The child that reported she did
not like dogs also considered the dog to be unfriendly and not at all intelligent,
being the only participant whom the observer reported to have little interest in
the activity as she was distracted by the things happening around her.

The last Likert scale question (Q11) addressed the application’s usability issues,
asking about the perceived difficulty of moving the robot to the desired place.
Overall, 71.43% of the children reported that controlling the robot was either
easy, very easy or “super” easy (rating this question from 3 to 5 points). Of the
children who considered it difficult or somewhat difficult, one reported the delay
in the response as the main issue, and two explained that the robot had got stuck
where they could not see it, e.g. in a corner, and could not easily return it to
the visible area. Another child reported the interaction as difficult because he
considered the robot was slow and he wanted it to move faster. No perceivable
difficulty in the interaction was observed by the researcher in the remaining cases,
and these children did not give the reasons for their answer either.

Lastly, the questionnaire gave the children an open-answer question (Q12) about
what they considered important to include in the game to make it more fun and
engaging, either for themselves or for the animals. Some of the suggestions were
to have light, sounds and even smells on the robot to make it more interesting for
the animal. Another suggestion was that they would like to hear the animals in
addition to seeing them on the screen. Several children said they would love to see
other animals in the daycare facility, not just the ones they are playing with, as
well as having a wider camera angle or even the camera installed inside the robotic
ball to see the dogs better. A couple of children suggested feeding the animal by
either using the robotic ball as a challenge to get a food reward, or by being able
to move the food around and give it to the animal. Some of them wanted the
animal to be more playful, follow the robot, or even take the robot in its mouth.
Various children reported they would like to try with different toys, such as a dog
bone, while others suggested that the robot should be faster, bigger and able to
jump.

11.5 Animal Computer Interaction for Playful
Interactive Environments

Play is an essential activity for all animal species, and it can help to improve the
mental and physical wellbeing of animals in special circumstances. In this regard,
technology can play a crucial role by creating suitable interactive spaces for animals
to support playful interactions that can help to improve their wellbeing [258]. The
field of Animal Computer Interaction is making a big effort to design such suitable
interactive scenarios, which could be designed for humans and animals to play
together, or for animals playing by themselves.
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In order to advance research regarding how technology could be used to create
suitable technology for animal play, this work reviews the design, development
and evaluation of two modalities of a playful interactive system for dogs. First,
a remote system in which children control a tangible robot to play with a dog
in a different location, followed by a pervasive system capable of controlling the
robot autonomously to play with the dog without human intervention. This section
compares the human-controlled system with the pervasive and autonomous system
for dogs, with the aim of detecting usability issues, preferences and behavioral
patterns that would help researchers to design better autonomous playful systems
for dogs. This analysis has allowed to identify the next steps to be carried out
for the development of intelligent playful environments for animals that give them
engaging and adaptive experiences, helping to advance research within the ACI
field.

11.5.1 Participants

The canine participants were dogs from Buma’s Doggy Daycare, a local canine
daycare facility in which dog owners can leave their dogs during working hours or
holidays. All the dogs spend their time together inside the center, moving freely
around a covered area of approximately 60 square meters. Of the 25 dogs that
were introduced to the robot, only 2 were immediately let out of the interactive
space as they seemed afraid of the device. A total of 14 dogs tried both the remote
and the pervasive modalities and were considered for the observational study.

The play area in which the study took place was a delimited space of 4 meters
long and 1.5 meters wide (see Figure 11.6). The robot was placed inside the
area, while a Microsoft Kinect® sensor with a tripod was placed outside to record
as much space as possible. Several plastic tubes were fixed to the ground over
irregular spaces to prevent the ball from getting stuck in a corner or behind the
dogs’ beds.

11.5.2 Interactive Playful Environment for Dogs: Remote vs.
Pervasive

In the remote interactive modality, one or two dogs participated in each session
playing with a child, depending on the dogs’ observed reactions. The robotic ball
was placed inside the play area before the session started, and the dog participating
was encouraged to enter the interactive space. Whenever a dog showed signs
of distress or was seen to want to leave the interactive area, it was let outside
and another took its place. Each session lasted for 5-10 minutes and was video
recorded for further annotation to gather observational feedback. The set-up for
this interactive modality is shown in Figure 11.6.
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Figure 11.6: Play area for the study.

The same procedure was followed for the autonomous interactive system: 5-
minute sessions, video recorded for later annotation, and the activity was stopped
if the dog wanted to leave the interactive space or did not pay any attention to
the device in the first 2-3 minutes. In this modality, the system should be able
to detect both the dog and the robot device, and send commands to the robot to
move it around the play area according to the dog’s movements. The Microsoft
Kinect sensor was placed in a higher position in order to get a better view, covering
a smaller interaction area but reducing the possibility of the robot being hidden
behind the dog or an object.

Previous work in ACI has explored non-wearable tracking systems for animals
for play [257, 260, 323] or training purposes [190]. These studies produced systems
capable of detecting different contextual information from the animal, ranging in
complexity from simply detecting the animal’s position [323] to classifying its
body posture and body parts [190, 255, 257] and even its orientation/field of
view [257, 260]. As non-wearable tracking of an animal allows more natural and
spontaneous interactions, this was the approach used in this study. Detecting
the animals’ movements and behavior without wearable devices generally requires
supervised or semi-supervised training [190, 255] or imposes strong restrictions on
the physical location, which has to be emptied of other objects that could obstruct
or confuse the tracking algorithm. This makes it more difficult to adapt the system
to different individuals and the person deploying the system must be experienced.
The installation described in this study was aimed to accommodate to different
dog participants each day, which made a supervised/semi-supervised approach
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unfeasible. Instead, an unsupervised interactive system capable of detecting only
the animal’s movements was preferred, as it would provide information on whether
simpler contextual inference could provide similar results to the human-controlled
modality in terms of animal engagement.

The Microsoft Kinect sensor used in the study provides both color and depth
streams (Figure 11.7a). The pervasive interactive system processes the streams in
real time to detect the dog’s and robot’s movements, and make the robot react
accordingly. The first step of the image-processing algorithm consists of applying
a background subtractor based on movement detection, for which the Background-
SubtractorMOG?2 algorithm from the EmguCV package for C# was used. Once
the background substractor has been applied, the remaining image shows the depth
contour of the elements that have moved from the previous frame to the current
one (Figure 11.7b). The robot’s and the dog’s contours must then be identified,
assuming for the sake of simplicity that the bigger contour would be the dog’s.
In addition, at the start of the session the system allowed to configure the size
thresholds of the robot and the dog to accommodate for minimal variations in the
set-up height or lighting conditions that could affect the detection.

Figure 11.7: a) Color stream; b) Detection of dog and robot contours based on move-
ment.

The decision system for controlling the robot was defined as follows: if the dog
was not detected within the tracked area, the system sent a “spin” command to
the robotic ball in order to make it rotate once around its axis. This action was
repeated every few seconds until the dog was detected. When both the dog and
the robot were detected within the tracked area, an orientation vector was traced
between them, and the system sent a “move” command to the robot either to
move it away or towards the dog, following the orientation vector between them.
When neither the dog nor the robot was visible, a “random move” command was
sent to the robot in case it was stuck in a hidden area. In addition, a more active
approach was also implemented for dogs who did not seem interested in the normal
approach described above. The dog behavioral expert suggested that some dogs
might need more dynamic robot movements to get their attention. This approach
was activated by the researcher after observing the dog’s initial behavior with the
device, and consisted of the same rules as in the normal approach, with a much
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shorter delay between the robot’s movements. When the dog was not detected,
the system sent a “random move” command instead of a “spin” command to the
robot.

11.5.3 Observational Results

In general, even though the remote playful modality with children usually obtained
a higher level of interactivity from the dogs, the dogs’ behavioral patterns were
constant in both modalities: if a dog was not interested in the activity it would
not play in either the remote or pervasive modality. On the other hand, if a dog
was seen to be interested in the activity, showing a playful attitude to the robot, it
would interact in either the remote or the pervasive modality. The only difference
was that in the remote modality, in which a child was controlling the robot, the
interaction was usually more fluid and regular over time, as the child was better
able to adapt to the dog’s observed reactions. Four different behavioral patterns
were identified in the sessions:

e Passive behavior: dogs showing passive behavior are not interested in the
robot, staying in a calm and relaxed posture. In this scenario, the dog does
not look at the robot while it moves (see Figure 11.8b), which could mean
that the dog is interested in something else in the environment, the dog
avoids eye contact with the robot, meaning it wants to avoid problems, or
while staying perfectly calm it may not pay any attention to the device. Even
when the robot approaches or touches the dog, it may not get any response.

o Alert behavior: alert behavior indicates the dog is aware of the robot, as
it keeps eye contact with the device, however there are no signs of playful
behavior or invitations to play on the dog’s part. Instead, the dog changes its
focus of interest between the robot and the environment, always keeping the
robot in view, and moving opposite the robot when the device approaches.

e Playful behavior: in this behavioral pattern, the dog shows clear signs of
enjoyment and playful behavior, such as wagging its tail or crouching with its
front paws towards the robot in an invitation to play. Usually, the dynamics
of play within this pattern are respectful and gentle. The dog looks at
the robot while it moves, following it if it goes away or moving back if it
approaches. Signs of excitement are shown when the robot moves, along
with some barking. When the robot does not move at all, the dog stares
at it expectantly for a while. However, if the robot does not move for a
long period of time, the dog walks away and focuses on something else.
When the robot starts moving again, even with just a gentle spin command
to capture the dog’s attention, the dog comes back again and restarts the
playful interaction process. During the interaction, the dog might touch the
robot repeatedly with its front paws. In several cases, the dog was seen to try
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to push the robot away with its snout, as if encouraging the robot to move
and keep playing. Other examples of playful behavior include the dog trying
to grab the robot with its mouth, or actually grabbing it and walking away.
In this latter case, pervasive and ubiquitous spaces would allow a greater
area of interaction to be defined, giving more control to the dogs in terms
of when and where they prefer to play, and potentially even increasing the
interest and attention of other dogs in the technology.

e Intense playful behavior: playful behaviors can happen with more or less in-
tensity depending on the dog’s age, character and mood. It was observed that
some dogs displayed a more energetic play with the robot, always showing
signs of playful behaviors as in the previous pattern described, e.g. wagging
the tail. However, in this more intense play, other behaviors arose, such as
jumping or running towards the robot, touching it repeatedly (see Figure
11.8a), throwing or kicking the robot away with their front paws, and trying
to grab it with their mouth repeatedly. In this pattern of play, the dog did
not wait much for the robot to move but instead actively started kicking
the robot the moment it showed some minimal movement. In the remote
playful activity, this meant that the child did not have a lot of control over
the robot, as the dog was constantly moving it from one place to another.
However, the children seemed to also enjoy this kind of interaction.

Figure 11.8: a) Dog interacting with robot; b) Dog not paying attention to the robot.

11.5.4 Threats to Validity

Although this study obtained interesting results, several precautions must be taken
before generalizing these results to other contexts.

The presence of new people, such as researchers, and new elements in their
environment, i.e. the technical installation and devices, usually triggered the dogs’
interest. This excitement and interest could have diverted them from the playful
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activity towards the new things that were happening around them. In addition, the
canine facility was open to the public during the study sessions, which occasionally
meant that dog owners came to the facility to leave or collect their pets. This was
also another source of distraction, as most of the dogs were curious about these
events and approached the entrance, which in turn would get the attention of the
rest of the group. Another aspect that could have conditioned the dogs’ reactions
towards the technology was their mood and their degree of familiarity with the
other dogs at the facility on that day.

Some dogs required a brief introduction to the device, as their initial reaction was
to avoid the robot as if they considered it a living creature. In these situations, two
approaches could be followed. In the first attempt, the researcher took the robot
in her hand and showed it to the dog, as if it were a regular plastic ball, letting
the dog sniff it and become familiar with it. If this attempt was unsuccessful, the
dog behavioral expert, who was known to the dogs, stood near to them during the
activity to make them feel more comfortable. The first approach was successful
for a few dogs, and could be included as part of the procedure to introduce the
activity to shy or fearful individuals. The second approach did not produce any
changes in the behavior of the dog, meaning that their interaction was the same,
whether or not a human was present. It is hypothesized that dogs showing an
alert behavioral pattern would probably need more time to become familiar with
the robot in order to consider it friendly or a toy they could play with.

We believe all these threats to validity could be addressed by deploying a more
permanent installation in the canine facility, which would allow the dogs to accli-
matize to this new environment and in time they could even start to interact with
the robot at their own will.

11.6 Discussion

11.6.1 Remote Mobile Games for Children’s Wellbeing

The main goal of this work was to provide a mobile interactive experience that has
the potential to improve the wellbeing of both children and animals while creating
a stronger bond and sense of awareness in humans towards other species. After the
observational results, and in light of the postquestionnaire results, the described
remote playful application was found to be successful at providing an enjoyable
and fun experience for children. During the sessions, the children were observed
to be concentrated on the activity and showing physical signs of enjoyment, and
they reported very positive results when asked about the experience and whether
they would like to play with the animal again. Incorporating this activity into
the daily routine of hospitalized children could thus be a promising opportunity
to mitigate the stress produced by being hospitalized. Psychological assessment
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could be conducted in order to quantify the effects of this intervention on hospi-
talized children. This remote interactive experience could also be explored as a
“distraction therapy” for pain or anxiety in child patients with high levels of pain
or discomfort, or during painful procedures such as lumbar puncture, in which
children need to stay still and avoid thinking about the procedure itself.

As reported in the questionnaire results, the majority of children said they
would like to play with the animal again and with other children. This is a
really positive result as it shows potential for the activity to become a social
scenario. Communication and socialization within the hospital environment are
very important aspects to improve children’s mental wellbeing during their stay
[159], especially in the case of long-term hospitalizations. These long stays at the
hospital can produce emotional issues in children, sometimes due to feelings of
loneliness or isolation for being separated from their friends or family [84, 320].
In this regard, the remote interaction with the animal could be considered as a
social activity in which the child interacts with another being. However, this could
be even more powerful if a social dimension with other children at the hospital
was added. Creating a shared experience among hospitalized children could help
them feel more connected to their new friends at the hospital. These social mobile
environments could be deployed in several rooms at the hospital. Each child could
be given a tablet or mobile device to connect to the streaming server and one
would have control of the robotic device at a time, in a similar fashion as the
authors proposed in [84]. In addition, chatting features could be added to the
application to allow direct communication between children in different rooms.
Another scenario could be to have multiple robot devices, each one controlled by
a different child, all playing together at the same time with several dogs.

The sessions conducted with child patients from the oncology ward had to be
conducted inside the child’s room. This created a different set-up of the activity
in which the parents and/or hospital teachers were also present during the session,
and played an important and unexpected role in the interaction. The parents
were able to encourage their children to interact with the dog in different ways,
sharing an enjoyable experience at the hospital together. This activity could help
not only the children, but also their parents, who are also under huge emotional
pressure and stress [48]. Observing their children enjoy themselves and forgetting
their condition for a while could have a positive impact not only on the children,
but also on their parents in terms of reducing stress and anxiety. This, in turn,
could help the children to improve their emotional wellbeing, as parents’ feelings
can affect the way in which children perceive their state.
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11.6.2 Improving the Human-Animal Relationship

In previous work by the authors, hospitalized children were asked to design playful
shared games between themselves and an animal. It was observed that their
perceptions about the animal improved after the design activity, and they were
able to reflect on their designs to highlight potential pitfalls or scenarios that might
not be as fun for the animals as it was for them [248].

The children’s positive opinions of the animals in this previous study are cor-
roborated in the postquestionnaire included in the present study. The children’s
answers showed positive likeability and perceived friendliness in the animals, and a
will to learn more about the species and the animals playing with them. Different
responses from the dog due to the animal’s personality or mood at the time of
the interaction could greatly affect the children’s perceptions. However, in general
they were very motivated towards exploring and trying different interactions to
see if they could get the attention of the dog, even in the cases in which the dogs
were not feeling playful. In addition, the children were able to acknowledge the
cases in which dogs were not interested in the game, some of them even adding
suggestions to improve the game or reasons why the dogs preferred not to interact.

The children were also capable of reflecting on the different implications this
game could have for the animal in comparison to the experience they were having as
human participants controlling the robot device. These design activities could thus
be a promising tool to help raise awareness, foster critical thinking and improve
relationships with different animal species. There is an opportunity to create
playful learning activities that could also help to increase empathy by sharing an
experience and learning about the animals’ behavior and personality. This could
also be envisioned for non-domestic animal species, such as endangered species
in zoos or sanctuaries, to which children do not have easy access, and remote
interactive scenarios could be a way of bringing them closer.

The level of awareness of the answers to Q12 also supports the postquestionnaire
results. The children were capable of making suggestions to improve not only their
personal experience of playing with the dog, but they were also thinking about
the animals’ wellbeing and enjoyment. Many of their suggestions addressed the
addition of new features to the robot or elements to the game in order to make it
more fun for the animal. They were able to reflect on the dogs’ reactions in order
to think about what kind of interactions could be more interesting for the animal.
One of the children even reported that as the personality of the animal determines
whether the dog would interact or not, it would be useful to have two dogs playing
at the same time, one of them who likes to play and the other one who does not.
In that way, the dog that plays could motivate the other dog to start playing as
well, and at least the child who was controlling the robot could play with one of
the dogs. It is surprising that this scenario proposed by a child participant was
being used throughout the experiment whenever the dog therapist detected that
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the dog playing showed boredom or distress: either the dog was let out, or another
dog entered the interactive space to see whether its company would foster playful
behaviors.

11.6.3 Shaping the Future of Pervasive Interactive Spaces for
Animals

A dog’s reactions to an interactive system are subject to change due to different
aspects. The most natural factor to consider when developing a meaningful inter-
active space for an animal would be its personality, which has a strong influence
on how the dog perceives the interaction and the actions of the system. However,
more subtle factors add a completely new range of variations to the animal’s per-
ception, such as the novelty of the environment, its mood, and contextual factors
such as the presence of other dogs or humans. All the different behaviors observed
during the interaction show the need for building adaptive pervasive systems that
learn not only from the animal’s movements but also from its individual prefer-
ences and personality. In addition, the system should also constantly adapt itself
to the dog’s reactions and not just at the beginning of the interaction based on a
predefined personality. This would help to adapt the activity to the dog’s mood
on that specific day, as well as to other contextual information that could affect
the interactivity levels of the experience.

A cornerstone aspect to consider in future developments of a pervasive system for
dogs such as the one proposed here would be how to implement these adaptations
to the dog’s behavior without requiring too much training. In this regard, the
data input from the remote interactive game with humans could shed some light
on which features the system should consider, whether this is just the movement of
the dog or more fine grained considerations, such as its body posture as proposed
in other works [255]. When children were playing with the dogs, the movements
they decided to perform with the robot were based on observations of the dog’s
reactions, a key aspect to making this modality more engaging for the animal
involved. Such knowledge could be used to create appropriate models for the
definition of an intelligent system for dogs’ play.

The dogs showing playful behavioral patterns enjoyed the activity and showed
willingness to go on playing when they were outside the playful area. Some of these
demonstrations of interest included following the researcher during the setting up
of the installation, entering the play area and walk straight to the robot whenever
the door was open, and waiting outside the play area constantly looking at the
robot, even trying to reach it with their paws. In parallel, there were also some
dogs that showed interest in the robotic device but perhaps the interaction did not
last long enough for them, or the set-up was not suitable for them to start playing.
This shows potential for deploying this kind of pervasive environments for a longer
period of time, which would allow shy dogs to acclimatize to the new elements in

243



Chapter 11. Improving humans and animals’ wellbeing through mobile playful spaces

244

their surroundings, and could eventually lead to their wanting to participate in the
interactive experience. In addition, a permanent installation of this type would
give more control to the animals in terms of when and whether they would like to
play. This could also help to improve the children’s experience during a remote
interactive game: the dogs would be more active and could give children a more
rewarding experience if they see that the animal is enjoying with them.

As reported in the observational results and in the previous subsection, the
children were also capable of identifying different animal behaviors, such as when
the dog did not seem interested in the game. In the postquestionnaire, some of
the children said they would like to know what the animal likes to do and how
it wants to play, perhaps motivated by the identification of bored/non-interested
behaviors. Based on the different personalities of the animals, a future machine
learning system capable of extracting these features could learn how the animal
prefers to play and provide clues to the children on their phone application on
what to do during the game. In this way, the children could learn in which ways
the interaction is beneficial for the animal, what the animals want and how we
should interact with them. The game could also provide the children with hints or
information about the animal, and the most suitable activity or way of interacting
with them by detecting the animals’ behaviors and actions during the game.

11.7 Conclusion and Future Work

This work has presented two main technological contributions, (1) a remote mo-
bile interactive system for humans and animals which allows hospitalized children
to remotely control a robot to play with a dog in a canine daycare facility, and
(2) a pervasive interactive system capable of playing autonomously with a dog.
The main aims of the playful interspecies system described here were to (1) help
improve the children’s wellbeing during their hospitalization, (2) foster a healthy
relationship between children and animals by means of play, and (3) provide phys-
ical and mental stimulation for animals at home, in shelters or in daycare facilities.

The remote mobile system allowed hospitalized children who cannot receive the
visits from therapy animals to interact with an animal in real time. This system
was well received by both children and parents, and presented minimal interaction
issues that could be easily resolved to make the interaction more fluid. The children
were eager to propose additional features for the game, such as having access to
different technological devices to play with the robot, or being able to observe other
dogs with additional cameras. In order to assess the potential positive impact on
the children’s condition, e.g. stress or anxiety, a long term comparative study with
a control group that has no access to the mobile application could be conducted.
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The results of the postquestionnaires showed positive levels of awareness and
empathy towards the animals. The children were capable of identifying the benefits
of these playful interactions for the dogs, as well as identifying which dogs were
not very interested in the game and asking how they could engage the dog in the
activity. This opens the door to the design of engaging educational activities aimed
at fostering healthy relationships between humans and animals and to stimulate
children’s critical thinking and empathy.

Finally, a comparison between the child-controlled robot system and a perva-
sive system that autonomously plays with the dog showed that intelligent playful
environments for animals need to learn from human interactions with the species
in order to achieve the same levels of interest and engagement from the animal.
The long-term deployment of these pervasive environments would verify whether
dogs interact more as their confidence and familiarity with the system increases.
This paper has allowed to identify the next steps to be carried out for the develop-
ment of intelligent playful environments for animals that give them engaging and
adaptive experiences, helping to advance research within the ACI field.
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Chapter 12

Discussion

The research hypothesis of this work, as defined in Chapter 1, states that “Nat-
ural User Interfaces can be used effectively to create interactive and intelligent
playful spaces for animals and humans, and they present an added value in terms
of improving the animals’ and humans’ wellbeing, user experience and interrela-
tionships”. To prove this hypothesis, we have conducted a series of studies that
have allowed us to explore step by step the domain area. The results and insights
gathered from these studies led us to the final development of an interspecies play-
ful system capable of playing autonomously with an animal, as well as allowing
humans to remotely play with an animal using an interactive device.

First of all, this thesis motivated the need for more adaptive and pervasive
solutions for technologically-mediated animal play. Chapter 3 formalized the defi-
nition, potential benefits and applications of Intelligent Playful Environments for
Animals, analyzing the technological, ethical and behavioral considerations that
should be taken into account when designing such spaces. Being ACI such a
relatively new research area, there are yet many unexplored knowledge regions,
specially due to the fact that animals cannot verbally communicate with us to ex-
plain their reasoning or decisions when interacting with a system. The creation of
a fully intelligent and pervasive interactive space for animals is therefore complex
and should be explored one step at a time. The final goal of this thesis is not the
development of such a fully functional scenario, but rather the study and careful
exploration of the different milestones that would allow researchers within ACI to
know better how animals could use playful systems more naturally, how these sys-
tems could be tailored to different animal species adapting the system responses
to the animals’ intentions, and how they could help to improve the human-animal
relationship (see Figure 1.1).
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12.1 On NUIs for the Detection of Animals’ Behaviors

The first milestone defined in this thesis in order to explore the development of an
intelligent playful environment for animals was to create a system based on NUIs
to support the design and creation of such animal-centered interactive spaces. This
design goal in itself can be broken down into the several steps described in Figure
1.1 and that have been studied in Chapters 4, 5 and 6.

One of the first areas to explore when building a system that should adapt to
the animals’ interactions is how to implement these awareness mechanisms, i.e.
create a system capable of detecting animals’ basic behavior, using technology.
This thesis proposed the use of Natural User Interfaces to the domain of animals’
interactions with technology with the aim of allowing animals to behave sponta-
neously and without any physical limitation. Wearable devices are not a feasible
approach for all animal species. Not all animals are used to wearing harnesses or
collars, hence a wearable device might influence the behavior of the animal wearer
[232]. In addition, it might not be safe for several species to wear such devices
due to their strength, e.g. orangutans, as they could try to grab the device or
break it. Non-wearable tracking mechanisms seemed therefore more adequate for
the aforementioned purpose of providing a natural and unconstrained interaction.

Non-wearable tracking for building NUIs for humans has been a fruitful ap-
proach in HCI [69, 139, 140], with plenty of applications not only for play but
also for remote working set-ups, among others. Despite its widespread presence
in HCI, non-wearable tracking has been scarcely applied with animals, and it has
been mainly focused on the analysis of color images for monitoring. However, the
use of depth-sensors as the ones usually found in HCI literature could provide
more complete information about the animal than conventional color cameras.
Therefore, this thesis has proposed, designed and evaluated the first non-wearable
tracking capable of detecting cats’ body postures, body parts and orientation using
a depth-sensor.

An initial evaluation of the system showed promising results, followed by an
extensive and in-depth evaluation of the depth-based tracking system in two dif-
ferent approaches: a knowledge-based approach that would not require previous
training of the system, and a supervised approach with a comparison of several
feature vectors and classifiers that would require previous training of the system to
build the cats’ model. Both approaches showed very promising results and there-
fore tracking systems for cats based on depth information could effectively detect
a cat’s location and also use classification algorithms to recognize a cat’s postures
and body parts. Based on these positive results, the proposed tracking approach
would be a suitable NUI to support animals’ unconstrained interactions with an
interactive playful environment. Moreover, the same approach could be used with
animals of relatively similar anatomy and behavior with minimal adaptations. In
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an informal exploratory session, the system was used to track a different feline
species, i.e. lions, providing very similar images of the animals’ bodies that could
be analyzed using the same approach proposed in this thesis with minor modifi-
cations to some parameters. In addition, other ACI researchers have followed our
proposed approach to classify dog’s postures without any wearable device [190,
191], which demonstrates the positive response of the community towards this
novel approach and its potential applications.

Nevertheless, there is always a trade-off when deciding between unsupervised vs.
supervised classification mechanisms. A comparative study between both classifi-
cation approaches showed that the knowledge-based classification algorithm would
not provide very accurate posture classification in all cases in its current state (see
Chapter 6). Supervised classification algorithms, however, are capable of obtaining
very high accuracy results as machine learning systems can identify characteristic
features that are extremely difficult to identify by a human observer. However,
supervised classification algorithms would require previous training of a model and
hence are not suited for fast changing environments. Therefore, the decision on
which approach to use should be carefully considered depending on the scenario.
Supervised classification systems would be really useful for the detection of an-
imals’ behavior in scenarios in which the animals of a given species are usually
the same individuals, e.g. in zoos or sanctuaries, or in which the size of different
individuals within the species does not vary a lot, e.g. adult cows or horses. The
supervised classification system in each case should be adapted to the correspond-
ing behavior and analysis of the respective species. The proposed application
scenarios could make use of supervised classifiers not only for playful activities
but also for other application domains, such as providing very reliable information
in monitoring systems for animal welfare and behavioral pattern recognition, or
remote communication systems for dogs with occupations based on postures. This
opens a very interesting line of research that however falls out of the scope of this
thesis.

When dealing with fast-changing scenarios, i.e. animal participants would change
from one session to another, or when the system has to be deployed by non-
programmers, e.g. human owner of a pet, knowledge-based classification systems
would be a better and faster approach. A knowledge-based classification technique
should be able to work with different individuals without requiring further training
of the system. This approach could be used when the system does not need to
recognize fine-grained interactions. Knowledge-based classification system as the
one proposed in this thesis provide satisfactory accuracy rates if other types of
information derived from the body parts of the animal are required, such as de-
termining the animal’s field of view or just detecting a specific part of the animal
such as the head. Hence, the rest of this thesis focused on the application of a
knowledge-based approach for the detection of animals’ natural user interactions.
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Several improvements have been proposed to increase the accuracy of the clas-
sification system, such as using background segmentation to better isolate the
animal’s contours from the rest of the environment, introducing temporal infor-
mation to record paths and movement patterns, model the head’s shape to provide
more accurate information about the animal’s field of view, etc. However, for the
scope of this thesis, we focused on the incorporation of a functional and basic
non-wearable tracking system into a playful environment. Once the suitability of
the intelligent playful environment could be demonstrated, future research could
explore how these improvements could be incorporated to improve the adaptation
of the system.

12.2 On NUlIs Adaptation to Different Species and
Contexts

Once we had defined a NUI approach for tracking animals’ spontaneous behav-
ior within an interactive environment, the next step, defined in Figure 1.1, was
to assess the suitability and flexibility of the proposal in terms of adapting to
different animal species. It is essential to understand, observe and study how an-
imals naturally play and behave with their surroundings in order to adapt the
proposed non-wearable tracking system to those interactions. For this purpose,
we have explored the tracking approach based on NUIs described in this thesis
for two different animal populations and contexts: domestic cats and zoo-based
orangutans.

In the case of domestic cats, we conducted an observational study to assess their
preferences and spontaneous interactions with different technological artifacts and
their observed engagement and interest (see Chapter 5). This observational study
revealed different factors affecting their behavior and preferences towards different
technological stimuli. Some of the aspects affecting their interactions were the
familiarity with the device, age and size of the cats, and the ability of the stimuli to
react accordingly and stay within the animal’s field of view. Overall, small tangible
robots worked well with cats provided that they were capable of simulating prey-
like behaviors. In cases in which the robot was bigger than the cat or when the
cat was unsure about using the device, a traditional cat toy could be attached to
the robot, which was more likely to trigger the cat’s interest. These behaviors and
play dynamics could be incorporated to the proposed tracking system based on
depth images developed in Part II of this thesis.

Once a suitable non-wearable tracking mechanism for animals has been proposed
for detecting the animals’ behaviors and movements, this thesis has also explored
how NUIs based on body tracking could be designed and used for a different species
and in a different environmental context. The proposed depth-based tracking
system has demonstrated to be flexible enough to be applied to species of similar
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anatomy, as other research groups have already implemented it for dogs [190, 191].
Taking one step further, the question would be how to create suitable NUIs based
on non-wearable tracking mechanisms for species with very different anatomy and
behavior (see Figure 1.1), such as orangutans. In this case, a research through
design approach was conducted to propose and implement an interactive system
for zoo enrichment with orangutans (see Chapters 7 and 8).

In both domestic and zoo contexts, tangible elements were considered as an
effective tool for building up NUIs capable of tracking and augmenting the inter-
action of animals with such devices. In the case of domestic animals, tangible
robots could move and adapt to the animal to create an engaging playful activ-
ity. In the case of zoos, orangutans have very different physical characteristics,
and their zoo enclosure allows them to interact with any system in very different
ways: standing, sitting, hanging down from the ceiling, swinging on a rope, etc.
Therefore, the recognition system would differ to adapt to the species appropriate
interactions. In addition, due to their strength, technological devices cannot be
placed within the orangutans’ enclosure. Hence, a better solution for this context
was the detection and tracking of non-technological everyday objects, e.g. plastic
balls. Then, the developed system was capable of producing different sounds based
on the movements the orangutans perform with such objects. This would support
interactions from very varied positions, as well as interactions with many different
objects.

The developed system was intended to be used for the study of orangutans’ pref-
erences towards sound-based stimuli. However, initial evaluations of the system
revealed that even with the iterative prototyping and testing process, orangutans
could not easily map the produced digital stimuli to the actions they were per-
forming. More adaptations should therefore be made to the system in order to
evaluate the proposed goals. For example, the system was initially designed to
cover a wide area of interaction, which led to difficulties in the tracking process
when the object was too near or too far from the tracking device. In addition,
when the orangutans walked away from the tracking device, the tracked object
was hidden behind them and even though they were moving it away, the system
could not emit any sound derived from this. Therefore, either the system should
be conceived for a smaller and delimited area of interaction to guarantee tracking
accuracy, such as in the case of interactive surfaces or walls, or the deployment
would need additional tracking devices to cover different angles of the interactive
space. Moreover, the physical set-up of the technological platform was also ob-
served to be subject of interest for the orangutans. In this regard, designing a
long-term or fixed installation could help to reduce the novelty factor and allow
orangutans to get used to the system and start discovering the system at their
own pace.

Overall, these studies over two populations have shown that non-wearable track-
ing systems can be used to create NUIs for different animal species. The key aspect
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would be to conduct proper ethnographic research, interviewing with humans in
direct contact with the specific animal species, and iteratively adapt the designs
to the observed results during trials. A Research through Design approach [14,
372, 373], as proposed by other ACI researchers [81], seems very promising in
this matter. The iterative designs and observations from the different trials, even
though these are not gathered following a formal structure, can undoubtedly pro-
vide valuable insights and new knowledge. Hence, we as researchers need to adapt
and acknowledge all the different ways in which our particular users provide us
with new information to shape the technological systems aimed for them.

12.3 On Human Participation in Playful Interactive
Spaces for Animals

Playful interactive environments for animals need to adapt to the animal species
participating in the interactive experience, but humans could also be active partic-
ipants in these scenarios. Humans have usually been assigned the role of providing
technological artifacts for the animal to play with [5, 129, 224, 361]. However, this
thesis proposes a more inclusive environment in which humans and animals would
instead be fully participating players in interactive playful environments. Such
an interactive playful system for animals and humans could help to improve the
interrelationships and bonds between them by creating a shared space for their
amusement. This thesis therefore has explored the co-design and development
of Natural User Interfaces to include humans, and specifically children, as partici-
pants in interactive playful scenarios for animals. The aim of this part of the thesis
is three-fold: to provide suitable NUIs for children’s interactions within interactive
spaces for animals, to help improving children’s wellbeing and relationships with
animals, and to study how interspecies playful interactive environments can help
to improve the development of intelligent and adaptive systems for animals.

In order to design and develop suitable NUIs to support children’s participation
in interactive spaces for animals, we first need to look at how children want to
interact within these interactive spaces. Although NUIs based on body tracking
have been widely studied for adults [139, 226, 332], there are relatively few works
regarding children’s preferences with respect to full body interactions [28, 127].
Based on the previous work in this thesis validating the use of tangible elements
to interact with specific animal species such as domestic animals, we have thus
proposed the first elicitation study for children’s control of tangible robots based
on body gestures (Chapter 9). This study explored how children prefer to use
their body language and gestures to control a tangible robot as the one domestic
animals could have available to play with, using full body interactions, e.g. from
moving one arm to walking or moving the whole body. The goal of the study was
to propose a NUI so that children could easily manipulate these robots within an
interactive space for animals, allowing them to focus on the animal participant
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and its interactions while moving freely around the space. The gestures defined
by the children ranged from full body interactions, such as mimicking the robot’s
movements, to deictic gestures, such as pointing the desired path for the robot
to follow, or even abstract gestures that did not have a physical mapping. This
elicitation study resulted in the definition of a gestural language that accounts
for the observed variations of the gestures by age and gender group, and had a
good acceptance rate by children aged 6-12 years old. However, based on the time
limitations and the results from a co-design activity in which children depicted
their envisioned interactive playful environments with animals (Chapter 10), the
implementation of the proposed gestural language fell out of the scope of this
thesis, as motivated below.

In parallel to the design and elicitation of children’s NUIs based on gestures
within an interactive game with animals, the children’s perception of such spaces
is also essential to validate whether these gestural approach would be the most
natural one for them in the first iteration of the system design. Therefore, as part
of the user-centered approach of the proposed design of intelligent and interac-
tive playful environments described in this thesis, one of the goals was to explore
how children envision interspecies games with animals. Analyzing the human par-
ticipants’ vision of the interactive environment would allow us to create a more
suitable and engaging experience for the human user, while helping to raise aware-
ness towards keeping the system usable and adequate for the animals involved. For
this purpose, we conducted a co-design activity with children in which they were
asked to draw and describe how they would like to play with animals of different
species. Children’s co-designs showed traditional tablet based control of tangible
robots as the preferred mechanism to interact with an animal. Therefore, it was
decided that this would be the approach used to perform an initial evaluation
of an interspecies playful system with animals. While this system shows promis-
ing results, the gestural language defined in the elicitation study described above
could therefore be implemented and incorporated into the system to evaluate its
usability and advantages towards the traditional mode.

This co-design activity also helped to explore another relevant aspect this thesis
aimed to evaluate: the improvement of children’s wellbeing and relationships with
animals. This thesis has shown how both co-designing activities for the creation of
playful systems for/with animals (Chapter 10), as well as the active participation
in a playful activity with an animal (Chapter 11), positively reinforced children’s
perceptions of the animal participant. Children also showed capacity to reflect
on the animals’ needs, interactions and behaviors, which led them to suggest im-
provements to make the playful activity more fun and suitable for the animal. This
shows how either designing for/playing with an animal could become an educa-
tional activity with benefits for both children and animals, even when they are not
physically present in the same space. On one hand, these shared interactive spaces
could help humans to stay in touch with their own pets, or help make animals in
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shelters visible so that they can find a home. These games could allow humans to
interact with the animal, learn about their personality and behavior and develop
empathy towards the individual, which could eventually lead to an adoption. On
the other hand, remote interspecies games with animals in restricted environments
such as zoos could play an educational role to raise awareness of the importance of
wildlife preservation, or learning about endangered species behavior and abilities
in an amusing way. On the animals’ side, these playful experiences could improve
the animal’s wellbeing by introducing new forms of mental and physical stimula-
tion adapted to each animal’s context and preferences. In addition, considering
the children population that participated in these two studies, i.e. hospitalized
patients, remote interaction allowed them to be in contact with an animal and
interact directly with it. These children, who cannot usually receive the visit of
therapy animals, could at least have a glimpse of the manifold benefits animals
can bring into our lives in stressful conditions such as a hospitalization process.
Further studies should however be conducted in order to quantify properly the
improvement of children’s wellbeing thanks to the proposed remote interactive
system.

Finally, insights gained from the successive studies described in this thesis have
been combined to design and develop an interspecies playful environment for ani-
mals as well as for animals and humans based on NUIs (Chapter 11). This remote
interactive game was aimed for dogs in a canine daycare facility, due to the addi-
tional physical and mental stimulation these dogs need during their stay. Several
works within ACI have already studied dogs’ interactions with tangible robots
[87, 88, 349], hence a tangible robot was the selected device for the interaction.
The children’s interactions within this system were defined by means of a mobile
application for screen-based devices, and this application allowed the children to
control the tangible robot in order to play remotely with the dog in the canine
daycare facility. This system also included a basic intelligent mode in which the
system played autonomously with the animal, and the two different approaches
were compared.

One of the main initial goals of this thesis was that the system should be intuitive
and the interaction as natural as possible for the animal, and this was accomplished
and demonstrated in this last study, as the animals did not require any training
to start interacting with the system in any of the two proposed modalities, i.e.
remotely controlled robot by children or autonomous intelligent system. Dogs just
entered the interactive play area and found their own ways for playing with the
tangible robot: barking, touching it with the paws, looking at it, following it,
etc. These interactions were not encouraged, they happened naturally and were
not limited by any physical restriction. However, not all dogs have the same size
and some of them were able to grab the device with their mouths, and others
show preference towards carrying the device outside of the tracking area. This
shows that more pervasive environments that cover a wider area would help to
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accommodate for such interactions, being able to track the device and the dog
from many different angles and recognize these spontaneous interactions as well.
In addition, this ability to expand the play area was also a suggestion several
children made during their participation in the activity, as they would love to
see more dogs playing and how they play in the whole facility. Regarding the
tracking system, basic behavior was incorporated and the tracking was performed
following a knowledge based approach that allowed to adapt to dogs of different
sizes without training. However, there were scenarios in which the robotic device
was occluded by the dog and could not be tracked, or when the dog moved too fast
to be recognized properly by the system. More efforts should be directed towards
improving a knowledge-based approach that could provide more reliability, and
again having several cameras in a pervasive environment would be one possible
solution to explore. Regarding the interactivity of both modalities, i.e. remote and
system controlled, dogs were observed to interact more or with more frequency
when a child was controlling the device. This could be because the observed
information the child participant is capable of gathering when playing with the dog
allows him to perform more natural movements of the robot, as well as smoother
transitions from one movement to another, than the ones the autonomous system
can achieve. Hence, we believe it is essential that intelligent systems learn from
the interactions and play dynamics human participants add to interspecies playful
activities mediated by technology. Only in this way a system could aim to be as
effective as a human when providing suitable technological entertainment for the
animal.
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Chapter 13

Conclusions and Future Work

This thesis has contributed to the study and development of playful interactive and
intelligent environments for animals and humans, taking the first steps towards
their realization. Throughout this manuscript, it has been demonstrated that
Natural User Interfaces can be designed and applied to create suitable intelligent
and interactive scenarios for different animal species. However, there are many
research lines to investigate further, some of which have been proposed throughout
the different chapters in this manuscript, highlighting here the most relevant ones.

First, this thesis has explored the definition, applications and benefits of playful
interactive environments for animals (see Figure 1.1). There are several questions
that could not be addressed within this work, but remain open to further explo-
ration as the development of interactive environments for animals matures. For
instance, one of the biggest concerns regarding technology for animal use is to
provide animals with more agency over the technology designed for them. Intel-
ligent playful systems for animals could address this issue by letting the animal
decide when does it want to start playing. In the scope of this thesis, due to time
limitations we were unable to deploy the physical set-up required for a long-term
evaluation that would have allowed the exploration of animals’ agency. However,
with a more permanent installation, an intelligent system could be designed so
that for example whenever the animal enters the interactive area, the tangible
device starts moving. This could give the animal the opportunity to explore and
get used to the system, and eventually decide at its own will when does it want
to enter the interactive area to play with the robot, which will take us one step
forward in the design of animal-centered systems.

Following an animal-centered approach in the design of intelligent playful sce-
narios has been a key factor in exploring the realization of these systems by means
of Natural User Interfaces that account for the animals’ spontaneous interactions.
These NUIs were realized in this thesis with the design, development and evalu-
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ation of a promising and suitable non-wearable tracking system for the detection
of animals’ interactions, movements or body parts within an interactive playful
scenario. It has been shown that several classification approaches, i.e. super-
vised and knowledge-based classification, of the detected animal’s body parts and
postures could be applied according to the context and required precision level.
In this regard, there are several feasible updates that could help to improve the
knowledge-based classification approach in terms of better adaptation to different
animal individuals. For example, the tracking system could automatically detect
the size of a cat, such as a kitten, and adapt the classifier to it without requiring
the researcher or owner of the animal to perform manual labeling of the data to
train a new classifier, which is a very time consuming task.

In addition, with the aim of assessing the suitability of the proposed approach
based on NUlIs, two different animal populations and contexts were studied, re-
sulting in an observational study of domestic cats, and a Research through Design
approach to propose and implement an interactive system for zoo enrichment with
orangutans. The interactive modality chosen for both populations was based on
tangible interactions with robotic devices, although different stimuli were triggered
by the system in each case, depending on the elicited requirements and suitability:
the cats could interact with a moving tangible robot, as opposed to the system
emitting sounds as a result of the orangutan moving an object. Nevertheless, many
other input and output stimuli remain to be studied as the field advances.

In addition, this work has explored the use of depth-based tracking in indoor
scenarios, leaving the door open to the use of such an approach in outdoor areas.
It is perhaps too soon to start developing this technology for outdoor scenarios,
which usually entail more complexity regarding the environment, terrain, other
animal species, etc. However, as the field and the technological systems mature,
and other non-wearable tracking technologies are starting to flourish within ACI,
such as thermal imaging [56] or drones [336], it is a matter of time before playful
environments for animals could cover a wider area of interaction.

With the aim of including humans as active participants in these interactive
systems for animals, several participatory design studies were conducted with chil-
dren. Regarding the creation of suitable NUIs for human participation in playful
environments for animals, an elicitation study was conducted in order to define a
suitable gestural language for children to control a ground-based robot (see Chap-
ter 9). The elicited gestural language was outside the scope of the thesis, however
future work could include the implementation and evaluation of this gestural lan-
guage for interspecies games. The evaluation of the gestural language could be
compared with other types of interactive modalities, such as the ones proposed
by the children during the co-design activity of playful experiences with animals
(see Chapter 10), in terms of usability and engagement. In addition, the user
interface design could greatly vary depending on whether the interaction between
the human and the animal happens remotely or in the same physical space. It is



hypothesized that screen-based interactions could probably work better for remote
scenarios as the one developed in 11. However, when the animal and the human
share the same physical space, having a device in their hands mediating the ac-
tivity could limit the spontaneous interactions of children who perhaps would feel
more natural to use their whole body to play with the animal, as in traditional
games. Hence, this would be an interesting evaluation to provide the most suitable
interactive modality in each case.

The insights gained through the studies involved in this thesis resulted in the de-
sign, development an evaluation of a basic playful environment capable of playing
autonomously with an animal and a robotic device, as well as allowing a human to
play remotely with the animal. In relation to the physical presence of the partici-
pants within the interactive space, the effects of a remote vs. same space scenario
could be studied in both the human and the animal. In addition, with the aim of
assessing quantitatively the effect of the playful activity on children’s wellbeing,
a psychological evaluation could be conducted. Moreover, in the case of animals,
a long-term evaluation of the system in the canine daycare facility could help to
observe changes in the interaction patterns over time, as well as produce a more
reliable set of observations to assess improvements on the animals’ wellbeing.

Overall, an immediate next step around the final design of an interspecies intel-
ligent environment should be the design of a play system capable of learning from
the children’s interactions with the dog. In this way, the autonomous intelligent
system could learn more complex behaviors that might feel more natural for the
animal, thus increasing the animal’s engagement and interest in the activity. In
this regard, we are in the ideal technological conjunction for pursuing this goal,
with advances such as machine learning or deep learning showing how systems
are capable of extracting information from our data that we are not capable of
reproducing ourselves.

There are still many questions that need to be addressed, but we hope that as
the field advances, this manuscript can serve as a ground base to continue exploring
how systems can provide suitable opportunities to support animals’ playfulness.
The final goal of such systems should be to help improving the mental and physical
wellbeing of animals. In addition, extending such scenarios to include human
participants would have many benefits. On one hand, it could help to create
better interactive systems for the animals by learning about how humans play
with them. On the other hand, natural user interfaces could help us to focus
on these interspecies interactions by making technology as invisible as possible.
Natural playful interactions could thus serve as the driving force to foster empathy
towards different species, strengthening our bonds and improving our relationships
with animals by learning more about them.
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