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Foreword

New techniques for online adaptation in computer assisted translation are explored and
compared to previously existing approaches. Under the online adaptation paradigm, the
translation system needs to adapt itself to real-world changing scenarios, where training
and tuning may only take place once, when the system is set-up for the first time. For
this purpose, post-edit information, as described by a given quality measure, is used as
valuable feedback within a dynamic reranking algorithm.

Two possible approaches are presented and evaluated. The first one deals with the
translation probabilities within the translation model, whereas the second one modifies
the weights of the log-linear model dynamically. Our experimental results show that
such algorithms are able to improve translation quality by learning from the errors pro-
duced by the system on a sentence-by-sentence basis.
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Chapter 1

Introduction

1.1 Historical approaches to machine translation

Globalisation suddenly brings many people from different cultures to interact with each
other, requiring them to be able to speak several languages. As long as we cannot expect
that every human being on the world understands at least a language in common, and
since human translators are slow and expensive, we find the necessity of developing
machine translators to automatise the task.

Several approaches have been used during the last decades with a different level of
success, but all of them have enlightened the research field.

The first and most intuitive way is the word-for-word translation [51], where we
select a target word for every source word appearing on the text; although it is easy to
implement, problems with the word order, context, periphrasis or source words that do
not translate into any target word result in sentences that are difficult to understand.

To improve the word order problem, a syntactic transfer [8] was proposed, where
the source sentence is first parsed and then the branches and the leaves are flipped using
some grammatical rules; finally, the source nodes are translated word by word. Syntactic
transferring has been the inspiration for syntactic reordering in current systems.

Logicians also tried to define a formal representation of a language, called inter-
lingua [49]. Natural languages were supposed to be converted into this intermediate
representation, but in practise, the inherent ambiguities and the high cost of defining
such an intermediate language limited the approach.

In some scenarios, if we can limit ourselves to use a controlled language [38] where
words can only represent a certain meaning and some sentence constructions are forbid-
den, we might use the syntactic transfer or the interlingua approach successfully. This
approach can be useful to deal with the translation of specific texts like technical manu-
als, but it cannot cover the day-to-day use of human languages.

When databases containing bilingual sentence examples are available, the possibility
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6 CHAPTER 1. INTRODUCTION

of performing another kind of translation appears. This is the case of the example-based
translation [29]. We might not be able to translate a whole sentence as such, but its
constituents. The example-based translation aims to find the proper source fragments
from a sentence to translate, and then, perform the corresponding reordering.

Large bilingual corpora are precious resources in computational linguistics, and sta-
tistical machine translation [4] systems depend highly on its quality and availability.
The challenge is to create mathematical models that can describe the translation process
accurately and then, estimate the translation and reordering probabilities automatically
using the training text.

Although state-of-the-art machine translation systems have a great potential, nowa-
days they are not able to provide ready to use translations in real-world applications
and many researchers are currently working on it. Statistical machine translation (SMT)
systems use mathematical models to describe the translation task and to estimate the
probabilities involved in the process, according to the observed bilingual sentences that
were found in the corpus used for training.

1.2 Statistical Machine Translation

There are many techniques dealing with the machine translation problem, being the sta-
tistical approach the one we are going to work with. Brown et al. (1993) [4] established
the SMT grounds formulating the probability of translating a source sentence x into a
target sentence y. Basically, given a sentence x from a source language, we want to find
the most likely sentence y from a target language that corresponds to its translation:

ŷ = argmax
y

Pr(y | x) (1.1)

Using this expression, it seems that we only have to look for the target sentence y

with the highest probability, given a source sentence x. But it will require to estimate
in advance the probabilities for any pair of arbitrary sentence pairs (y,x) and that is
impossible, because of the lack of such huge corpora. Instead of it, using the Bayes’ rule
we are able to divide the task into several components:

ŷ = argmax
y

Pr(x | y) · Pr(y)

Pr(x)
(1.2)

Noticing that the term Pr(x) does not influence on the search for the arguments
maximising the fraction, we obtain:

ŷ = argmax
y

Pr(x | y) · Pr(y) (1.3)

Here, Pr(x | y) can be estimated by using the so-called translation model p(x|y),
based on correspondences between the two languages, and Pr(y) is approximated by a
language model p(y), usually based on n-grams.
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As we saw, we converted the initial problem of estimating p(y|x) into the prob-
lem of estimating p(y)p(x|y). It might seem that we did not improve our situation,
since we still have to compute a complex and sparse estimation p(x|y). The key to an-
swer this question can be found in how the probability is concentrated in the space of
source and target sentences. To achieve a reasonable performance, we require p(y|x)

to concentrate its probabilities only on well-formed sentences, while p(x|y) can also
concentrate probabilities on ill-formed sentences as long as they contain the necessary
words that conforms a translation. Since the two terms in p(y)p(x|y) cooperate, the
language model p(y) will ensure that well-formed translations have a higher associated
probability.

The language model p(y) is built from a monolingual corpus and gives a higher
probability to well formed target sentences, while the translation model p(x|y) accounts
for the probability of the words of y being a good translation of the words of x.

Recently, the direct modelling p(y|x) of the posterior probability Pr(y | x) has been
widely adopted. To this purpose, different authors [35, 31] propose the use of the so-
called log-linear models,

p(y|x) =
exp

∑M
m=1 λmhm(x,y)∑

y′ exp
∑M

m=1 λmhm(x,y′)
(1.4)

and the decision rule is given by the expression

ŷ = argmax
y

M∑
m=1

λmhm(x,y) (1.5)

where hm(x,y) is a score function representing an important feature for the translation
of x into y, M is the number of models (or features) and λm are the weights of the log-
linear combination. Common feature functions hm(x,y) include different translation
models, but also distortion models or even the target language model. The purpose of
the scaling factors λm is to tune the discriminative power of their corresponding feature
functions hm(x,y). The higher the value of λm, the more the influence of hm(x,y) on
the decision of equation (1.5).

The summation in the previous equation can be expressed more compactly in vecto-
rial form by using an inner product, as:

ŷ = argmax
y

λ · h(x,y) = argmax
y

s(x,y) (1.6)

Here, s(x,y) represents the score of a hypothesis y given an input sentence x, and
as in eq. (1.5), is not treated as a probability since the normalisation term has been
omitted. Typically, h(·|·) and λ are estimated by means of training and development
sets, respectively, as it will be detailed in the following section.
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1.3 Phrase-based statistical machine translation

When working with log-linear models, it is common to test the performance of new mod-
els by including them into the log-linear combination and check whether these models
improve the quality obtained by the original system. Although word-to-word translation
models seem reasonable, the translation process does not take into account the context
of the words to be translated. In order to capture this context information, phrase-based
(PB) models [48, 27, 53, 52, 23] were introduced, widely outperforming single word
models [6]. Phrase-based models were employed throughout this thesis. The basic idea
of phrase-based translation is to segment x into phrases (i.e. word sequences), then to
translate each source phrase x̃k ∈ x into a target phrase ỹk, and finally reorder them to
compose target sentence y.

In these models, words are not the basic building blocks to create a translation, but
phrases. In this way, context information is included in the most natural and simple
manner. Using this idea, a distribution has to be learnt that represents the probability of
translating a source phrase into a target phrase. When including this type of models into
the system via a log-linear model, the quality of translations produced by SMT systems
clearly improves. These models are now the predominant technology in the state-of-the-
art [22, 6, 16] and they are going to be introduced to the reader due to their importance.

1.3.1 The model

The derivation of phrase-based models stems from the concept of bilingual segmenta-
tion, i.e. sequences of source words and sequences of target words. It is assumed that
only segments of contiguous words are considered, the number of source segments being
equal to the number of target segments (say K) and each source segment being aligned
with only one target segment and vice versa.

Let I and J be the lengths of y and x respectively1. Then, the bilingual segmen-
tation is formalised through two segmentation functions: µ for the target segmentation
(µK1 : µk ∈ {1, 2, . . . , I}, 0 < µ1 ≤ µ2 ≤ · · · ≤ µk = I) and γ for the source
segmentation (γK1 : γk ∈ {1, 2, . . . , J}, 0 < γ1 ≤ γ2 ≤ · · · ≤ γk = J). The align-
ment between segments is introduced through the alignment function α (αK1 : αk ∈
{1, 2, . . . ,K}, α(k) = α(k′) iff k = k′).

By assuming that all possible segmentations of x in K phrases and all possible seg-
mentations of y in K phrases have the same probability independent of K, then p(x|y)

can be written as:

p(x|y) ∝
∑
K

∑
µK1

∑
γK1

∑
αK1

K∏
k=1

p(αk| αk−1) · p(x
γαk
γαk−1+1|y

µk
µk−1+1) (1.7)

1Following a notation used in [4], a sequence of the form zi, . . . , zj is denoted as zji . For some positive
integers N and M , the image of a function f : {1, 2, . . . , N} → {1, 2, . . . ,M} for n is denoted as fn,
and all the possible values of the function as fN1 .
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Figure 1.1: Example of how consistent phrases are extracted from a word alignment.

where the distortion model p(αk| αk−1) (the probability that the target segment k is
aligned with the source segment αk) is usually assumed to depend only on the previous
alignment αk−1 (first order model).

1.3.2 Training phrase-based models

Ultimately, when learning a phrase-based model, the purpose is to compute a phrase
translation table, in the form

{
(
xj . . . xj′

)
, (yi . . . yi′) , p(xj . . . xj′ |yi . . . yi′)}

where the first term represents a phrase from the source language, the second term rep-
resents a phrase from the target language, and the last term is the probability assigned
by the model to the given bilingual phrase pair.

In the last years, a wide variety of techniques to produce phrase-based models have
been explored and implemented [23]. Firstly, a direct learning of the parameters of the
equation p(x̃|ỹ) was proposed [48, 27]. Other approaches have been suggested, explor-
ing more linguistically motivated techniques [41, 50]. However, the technique that has
been more widely adopted is the one developed by [53], in which all phrase pairs co-
herent with a given word alignment are extracted. Since these word alignments are very
restrictive because each target word is assigned only zero or one source words, source-
to-target and target-to-source alignments are combined heuristically. This procedure is
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often called symmetrisation. Once this is done, the set of phrases consistent with the
symmetrised word alignments is extracted from every sentence pair in the training set.
An illustration of how this is done can be seen in figure 1.1

Most typically, the different features that are included into the translation model are:

• Inverse translation probabilities, given by the formula

p(ỹ|x̃) =
C(x̃, ỹ)

C(x̃)
(1.8)

where C(x̃, ỹ) is the number of times segments x̃ and ỹ were extracted throughout
the whole corpus, and C(x̃) is the count for phrase x̃.

• Direct translation probability, p(x̃|ỹ), which is obtained analogously.

• Inverse and direct lexicalized features, which attempt to account for the lexical
soundness of each phrase pair, estimating how well each of the words in one lan-
guage translates to each of the words in the other language. These lexicalized
features were defined in [53]

• A constant feature, or phrase penalty, whose purpose is to avoid the use of many
small phrases in decoding time, and favour the use of longer ones.

1.3.3 Tuning log-linear models

Log-linear models usually consists in a linear combination of log-models, also called
feature functions. The score that a hypothesis receives when an input is presented to
the system is the combination of the scores assigned by each of the models. But not
every model has the same importance on the overall decision and their influence has to
be gauged.

For this reason, scaling factors adjust the discriminative power of every model par-
ticipating in the log-linear combination. These scaling factors are typically learnt using
a small amount of bilingual sentences, called a “development set”, since the amount of
parameters whose value needs to be learnt is small, typically 14. The purpose is to se-
lect the best configuration of those scaling factors so that an error is minimised on the
development set. This technique is called minimum error training (MERT)[32]. The
most common tuning step when setting up a SMT system consists in translating the
source part of the development set and also producing a set of N-best hypotheses for the
translation of every sentence. Then, by using an optimisation algorithm like Powell’s
algorithm [37], values for the scaling factors are estimated so that the best hypotheses
within the computed N-Best lists score higher and are pushed up in the list. Immediately
afterwards, a new translation of the source part of the development set is performed with
the new scaling factors. This operation is repeated a certain amount of times or until a
certain convergence has been achieved.
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1.3.4 Decoding in phrase-based models

In the previous sections we have seen how to estimate the parameters involved in the
translation process during the training and the tuning stages. This complex process is
performed when setting up a statistical machine translation system and may take hours
or days.

Once a SMT system has been trained, it is time to do the actual work the system has
been designed for: translate sentences from a source language into sentences of a target
language. This process is called “decoding” and a decoding algorithm is needed for that
purpose. Different search strategies have been suggested to define the way in which
the search space is organised. Some authors [33, 18] have proposed the use of an A?

algorithm, which adopts a best-first strategy that uses a stack (priority-queue) in order
to organise the search space, and this strategy has become the most commonly used. On
the other hand, a depth-first strategy was also suggested in [2], using a set of stacks to
perform the search.

1.4 Computer assisted translation

Translations provided by state-of-the-art SMT systems are still far from being reliable (or
even understandable). In situations where only a shallow and very general understanding
is required, SMT systems may provide an acceptable result. But in many other tasks,
collaboration of a human translator is essential to ensure high quality results.

Nowadays, machines are widely used by professional human translators to perform
the task of translation. Then, a human-machine interaction becomes necessary and dif-
ferent instances of this interaction give form to the multiple available methods in the
market of Computer assisted translation (CAT).

Many long-experienced professional human translators would probably say that one
of the best technological advances in the field of computer assisted translation was the
introduction of word processors a couple of decades ago. Thus, professionals could draft
and correct repeatedly a translation. Such a thing would have been almost impossible
with a mechanical typewriter.

Digital dictionaries can also be considered one of the first and more rudimentary
elements of computer assisted translation. A natural extension to dictionaries are the so-
called translation memories (TM). When a source phrase has been translated into a target
phrase, the bilingual pair can be stored in a database to be used if it appears again. A
collaborative database where multiple human translators add their phrases is a common
and widely appreciated tool in CAT.

Computer scientists strongly believe that computers have to play a more important
role in the translation process to increase productivity.

A simple way of introducing a machine to actively participate in the translation task
is at the beginning of a sequential process [5] so that a SMT system produces a tentative
translation that the professional human translator will accept or amend (fig. 1.2).
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Figure 1.2: Scheme of a post-edition paradigm.

The satisfaction of human translators with this system highly depends on its per-
formance. If the SMT system outputs sentences that only need small changes to be
acceptable, then users will feel that their productivity has been increased and will favour
the establishment of this technology. However, if the effort of correcting the hypothesis
from the SMT system is equal or higher than the effort to translate the sentence from
scratch, professional human translators will not be positive with the introduction of this
paradigm. A refinement of this post-edition system would consist in measuring the de-
gree of confidence that the SMT system has on its own hypotheses, and output them for
the user to correct if and only if the confidence is above a certain threshold.

A more sophisticated way to introduce the machine into the translation process is
following the interactive machine translation (IMT) paradigm [1, 7]. In this paradigm,
the SMT system proposes a hypothesis to the human translator who may accept the
whole hypothesis as a final sentence. In the case of European languages, humans read
from left to right. In this direction, when the user finds a mistake in the system’s hypoth-
esis, the user clicks to place the cursor in the appropriate place to correct the mistake.
In this moment, the system assumes that the user has validated the prefix up to the mis-
take, and then proposes a new suffix using the information from the click or from user’s
keystrokes.

In this master thesis, we assume the post-edition scenario due to its simplicity and
will perform adaptation in a sentence by sentence basis.

1.5 Adaptation

Whenever the text to be translated belongs to a different domain than the training or
development corpora, translation quality diminishes significantly [6]. For this reason,
the adaptation problem is very common in SMT, where the objective is to improve the
performance of systems trained and tuned on out-of-domain data by using very limited
amounts of in-domain data or under other constraints on the amount of available data or
time limitations.

An effective approach for adaptation is filtering [28], where training sentences are
explored in the search of finding data similar enough to the domain we are interested
in. Then, such bilingual sentences can be used to increase the size of the tuning set, or
to create other models on the new in-domain data and finally interpolate them with the
out-of-domain data. Similarly, a resampling can be used on the set of training sentences
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to weight their relevance to the in-domain task [44, 45].
Although these approaches are very interesting, they can only be used in batch adap-

tation as far as we know.
A popular approach is to adjust either the feature functions or the log-linear weights,

where the objective is to improve performance of systems by “shifting” their probability
estimations.

The principle of locality can be exploited to adjust scores or probabilities by using
caches. In this approach, models trained on out-of-domain data can be interpolated with
models trained on the last Q sentences that have been processed [10, 30, 26] and the
performance in SMT has been carefully assessed in [47].

Other authors [24, 3] studied different ways to combine bilingual or only source data
from different domains. The use of clustering to extract sub-domains to build more spe-
cific language or translation models has also been studied in [54, 43]. In [9], alignment
model mixtures were explored as a way of performing topic-specific adaptation.

Adapting a system to changing tasks is specially interesting in the computer assisted
translation (CAT) and interactive machine translation (IMT) paradigms, and this is the
problem that we address along this master thesis. In these paradigms, a SMT system
proposes a hypothesis to a human translator, who may amend the hypothesis to obtain
an acceptable target sentence and after that expects the system to learn dynamically from
its own errors, so that the errors the human translator has corrected once do not have to
be corrected over and over again.

The approach for adaptation that has been imported from traditional SMT to CAT
or IMT is based on batch learning. In batch adaptation for CAT and IMT, the learning
process is performed with a set of translations that a user has produced from a set of input
sentences from a source language, with the aid of a suitable machine translation system
(fig.1.2). Such a set of translations, together with their corresponding input sentences
form a bilingual set that is used to optimise some parameters involved in the translation
process.

In traditional SMT, such parameter optimisation requires a certain amount of compu-
tational resources and a considerable amount of time. But it does not pose any problem
since all the process is performed off-line before the actual translation task takes place.

In that sense, CAT and IMT are very different paradigms from the adaptation point
of view. Those systems work under the constraint of user interaction and, for real tasks,
the nature of the source text to be translated might constantly vary in an unpredictable
way. For this reason, batch adaptation is not appropriate to cope with both problems
since it forces us to perform a costly optimisation after translating a certain number of
sentences.

The challenge is then to make the best use of every correction provided by the user by
adapting the models in an online manner, i.e. without the need of a complete retraining
of the model parameters, since such retraining would be too costly.

Different approaches to cope with online adaptation have been proposed so far in a
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sentence-by-sentence basis. In [34], an online learning application is presented for IMT,
where the models involved in the translation process are incrementally updated by means
of an incremental version of the expectation-maximisation algorithm via sufficient statis-
tics, allowing for the inclusion of new phrase pairs into the system. The intention of our
work is not the inclusion of new phrase pairs into the system, but to adapt the prediction
mechanisms. The technique proposed here can be applied to any search strategy, since it
only relies on a dynamic reranking algorithm which is applied to a N-best list, regardless
of its origin. This allows us to compare several different online learning strategies in any
system that is able to produce a set of hypotheses for every input sentence.

The authors in [14] use the perceptron algorithm to obtain more robust estimations
of the scaling factors (λ) by iterating several times (epochs) on a development set until a
desired convergence is achieved. In section 2.2.2, a similar strategy is followed, although
in the present work we apply it for learning λ and h in an online manner instead of
batch. That is, we will work under the implicit constraint of online scenarios, where
every observation cannot be processed an indefinite number of times.

In [39] the authors propose the use of the passive-aggressive framework [12] to do an
online updating of the feature functions h. They propose the integrated use of a memory-
based MT system and a SMT system. In this setup, the SMT system is only triggered
when the memory-based MT system is unable to produce a satisfactory translation. In
both cases, the combined system is fed back with the final translation produced by the
user. Then, the memory-based MT system includes it into the translation memory, and
the SMT system activates an online learning procedure. For this reason, the performance
of their online learner is only evaluated on a small subset of the original sentences to be
translated. Improvements obtained were very limited, since adapting h is a very sparse
problem and the subset of sentences used to do online adaptation was small. In this work,
in order to objectively observe the behaviour of the online learner, the translation mem-
ory was removed from the interaction cycle so that the SMT system always proposes
a target sentence to the user. Different heuristic variations of the passive-aggressive
(PA) framework were also analysed and the passive-aggressive framework was applied
to adapt either the translation features or the scaling factors.

In this work, several online learning techniques are proposed, in which the purpose
is to use the information from the last user interaction to hopefully improve the quality
of subsequent translations. Two alternatives for incorporating the feedback provided by
the user are presented. On the one hand, different strategies for adapting λ, and on the
other hand, alternatives for acting directly on the feature functions h of eq. (1.5). The
intention is to compare the adequacy of either adapting the feature functions and the log-
linear weights λ, which is shown in [42] to be a good adaptation strategy. In [42], the
authors propose the use of a Bayesian learning technique in order to adapt the scaling
factors based on an adaptation set. In contrast, in the present work, the purpose is to
perform online adaptation, i.e. to adapt the system parameters after each new sample
has been provided to the system.
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1.6 Conclusions

Machine translation has been a topic of interest since the very first computer was con-
ceived. Within the wide range of historical approaches, statistical machine translation
seems to be the most promising system in combination with phrase-based models. It
has been shown how training, tuning and decoding are performed nowadays and the
difficulties derived from a system when facing a task it has not been trained for. Thus,
adaptation is one of the topics that researchers are concerned about, specially when ma-
chine translation systems have a continuous interaction with human translators and need
to be constantly adapted.

The contributions of this thesis are as follows. First, a new application of the percep-
tron algorithm for online learning in SMT is proposed. Second, the passive-aggressive
framework for scaling factor adaptation is applied and compared to previous work.
Third, a new discriminative technique is proposed for incrementally learning the scaling
factors λ and the feature functions h, which relies on the concept of Ridge regression,
and which proves to perform better than the perceptron and the passive-aggressive al-
gorithms for scaling factor adaptation in all analysed language pairs. Finally, a sound
exhaustive comparison of strategies and methods for every approach is provided. Al-
though applied here to phrase-based SMT, both strategies can be applied to rerank a
N-best list, which implies that they do not depend on a specific training algorithm or a
particular SMT system.

Along this thesis, a formalisation of the problem of online learning in a post-editing
scenario is developed in chapter 2. In section 2.1, two approaches for incorporating the
feedback provided by the user into the models are described, and then several online
learning techniques in section 2.2 are analysed and others are proposed, in which the
purpose is to use such information to hopefully improve the quality of subsequent trans-
lations. In chapter 3, the experimental environment is described in detail and traditional
and our proposed techniques are evaluated when applied to both approaches. A study
on metric correlation in reranking is provided in chapter 4.2. Finally, conclusions and
future work can be found in chapter 5.





Chapter 2

Online learning in CAT

Adaptation in IMT or the post-edition strategy in the CAT paradigm is usually required
to be performed progressively, as the user (i.e. human translator) interacts with the
system. But traditional algorithms for tuning using minimum error rate training (MERT)
procedure are used in batch mode. That is, the algorithms are fed with the whole tuning
sets and observations are processed as many times as necessary.

However, in a real CAT or IMT task, it is not realistic to process all previous obser-
vations after every interaction with the user, since it is computationally expensive and
very time demanding.

In general, in an online learning framework, the learning algorithm processes ob-
servations sequentially and then, they are not reviewed anymore. After every input, the
system makes a prediction and then receives a feedback. The information provided by
this feedback can range from a simple opinion of how good the system’s prediction was,
to the true label of the input in completely supervised environments.

Figure 2.1: Scheme of the post-edition technique within the computer assisted transla-
tion paradigm incorporating feedback from a professional human translator in an on-line
manner.

In this work, user’s feedback is incorporated into the system by means of an artifi-
cially created rerank module. The SMT system will provide a list of the best hypotheses
instead of the single best hypotheses. The goal of the rerank module is then to select the

17
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best hypothesis within the N-best list. Note that such hypothesis is not necessarily the
first one appearing on the top of the list. The purpose of online learning algorithms is to
modify the selection mechanisms of the rerank module in order to improve the quality of
future selections. Specifically, in a CAT scenario, the SMT system receives a sentence
in a source language and then outputs a sentence in a target language as a prediction
based on its models. The user, typically a professional human translator, post-edits the
system’s hypothesis thus producing a reference translation yτ . Such a reference can be
used as a supervised feedback (fig.2.1). Our intention is to learn from that interaction.
Then, eq. (1.5) is redefined as follows

ŷt = argmax
yt

M∑
m=1

λtmh
t
m(xt,yt) (2.1)

That is, in vectorial form:
ŷt = argmax

yt
λtht(xt,yt) (2.2)

where both the feature functions ht and the log-linear weights λt vary according to the
samples (x1,y1), . . . , (xt−1,yt−1) seen before time t. In order to simplify notation, we
will omit the subindex t from the input sentence y and output sentence x, although such
subindex is always assumed. We can either apply online learning techniques to adapt ht,
or λt, or both at the same time. In this work, however, we will not try to adapt both at
the same time.

To unclutter notation, let y be the hypothesis proposed by the system (ŷ so far),
and y∗ the best hypothesis the system is able to produce in terms of translation quality
(i.e. the most similar sentence with respect to yτ ). Ideally, we would like to adapt the
model parameters (be it λ or h) so that y∗ is rewarded, that is, achieves a higher score
according to the models within eq. (1.5).

We define the difference in translation quality between the proposed hypothesis y

and the best hypothesis y∗ in terms of a given quality measure µ(·):

l(y) = |µ(yτ ,y)− µ(yτ ,y∗)|, (2.3)

where the absolute value has been introduced in order to preserve generality, since in
SMT some of the quality measures used, such as TER [46], represent an error rate (i.e.
the lower the better), whereas others such as BLEU [36] measure precision (i.e. the
higher the better). In addition, the difference in probability between y and y∗ is propor-
tional to

φ(y) = s(x,y∗)− s(x,y). (2.4)

Ideally, we would like that increases or decreases in l(·) correspond to increases or
decreases in φ(·), respectively: if a candidate hypothesis y has a translation quality µ(y)

which is very similar to the translation quality provided by µ(y∗), we would like that
such fact is reflected in the translation score s, i.e. s(x,y) is very similar to s(x,y∗).
Hence, the purpose of our online procedure should be to promote such correspondence
after processing sample t.
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2.1 Approaches

In the following two subsections, we analyse two approaches for online adaptation.
Those approaches consist in either adapting the feature functions h or adapting the scal-
ing factors λ from the log-linear model. Those two tasks have different interesting prop-
erties. The former allows us to fine-tune parameters at the phrase level and intuitively
makes us think that we have a higher control on the adaptation task. However, this task
is very sparse and the proposed online algorithms will have different levels of success.
Scaling factor adaptation consists in a rough tuning of the discriminative power of every
feature function and usually implies the estimation of a reduced number of parameters.
A formalisation of the problems will be introduced, and the methods to cope with them
will be presented in section 2.2.

2.1.1 Adapting feature functions

There have been proposed a number of feature functions that somehow describe different
aspects of statistical machine translation systems. Some of these models are more or less
effective than others and they are included in the log-linear combination of eq. (1.5) if
they lead to statistically significant improvements over the base system.

As described in section 1.3, state-of-the-art phrase-based translation systems use
phrases as their main building blocks to infer translations and there is a subset of feature
functions, called translation models, that are defined locally on bilingual phrases. That
is, each translation model assigns a score to every phrase that has been extracted from the
training corpus. Commonly, they are the direct and inverse lexical probability models,
direct and inverse phrase probability models and a word insertion penalty model.

From now on, when stating that we are going to adapt feature functions, we will refer
to adapt specifically the feature functions related to the translation models. Although
there might be some reasons for adapting all the score functions h, in the present work
we focus on analysing the effect of adapting only the feature functions related to the
translation models.

For this purpose, we need to define hs(x,y) as the combination of the n translation
models implicit in current translation systems. Since those models are typically specified
at phrase level (x̃k, ỹk) for k = 1, . . . ,K where K is the number of phrases conforming
the sentence pair (x,y), hs(x,y) can then be defined as:

hs(x,y) =
∑
n

λn
∑
k

hn(x̃k, ỹk) (2.5)

where hs can be considered as a single feature function h in eq. (1.5) describing a
sentence pair (x,y).

Then, we can study the effect of adapting the translation models in an online manner
by adapting hs. By introducing a weight parameter ut−1(x̃k, ỹk) for every phrase score
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hn(x̃k, ỹk) of equation 2.5, an auxiliary function ut−1(x,y) can be defined such that

hts(x,y) =
∑
n

λn
∑
k

ut−1(x̃k, ỹk)hn(x̃k, ỹk)

=
∑
k

ut−1(x̃k, ỹk)
∑
n

λnhn(x̃k, ỹk)

= ut−1(x,y)hs(x,y), (2.6)

and considering all the models hm(·, ·) that are not part of hs, that is, ∀m 6= s :

htm(·, ·) = hm(·, ·), the decision rule in eq. (2.1) is approximated as

ŷt = argmax
y

∑
m 6=s

λmhm(x,y) + hts(x,y). (2.7)

A general expression for the update step of the online learning algorithms presented
in this chapter to adapt the translation models is then easily defined as:

ut(x,y) = ut−1(x,y) + ανt (2.8)

where ut−1(x,y) is the update function that has been learnt after observing the previous
(x1,y1), . . . , (xt−1,yt−1) pairs and α is the learning rate.

In eq. (2.6), we observe the inner product of two terms. If the phrase-table contains
p bilingual entries, hs(x,y) is a column vector of p rows assigning a score to every
bilingual phrase. The value of every entry is nothing else than the recombination of the
traditional scores appearing on the phrase-table with their corresponding weights of the
log-linear model.

Then, every hypothesis can be represented by a column vector of p real numbers
where the value of the i-th component is the score of the i-th phrase-table entry if such
an entry was used to build that hypothesis. The rest of elements of the column vector
which represents the hypothesis are null. With this consideration, hs(x,y) ∈ Rp is
the column vector of real numbers that represent a translation y of a source sentence
x. In practise, the phrase-table contains thousands or millions of entries, but only a few
of them are used to build a sentence. For this reason, we consider this a very sparse
problem with the common difficulties associated to this fact.

Note that if we set to one every component of ut−1(x,y), the result of the inner
product ut−1(x,y)hs(x,y) plus the score of other models different to the translation
one is equivalent to the score of the hypothesis y given by a traditional SMT system.

2.1.2 Adapting scaling factors

A coarse-grained technique for tackling with the online learning problem in SMT implies
adapting the log-linear weights λ (also called scaling factors). With this idea in mind,
after the system has received the sentence yτt as correct reference for an input sentence
xt, our purpose is to compute the best weight vector λ̂t corresponding to the sentence
pair observed at time t.
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The purpose is that the discriminative power of every model is adjusted such that the
score resulting from the log-linear combination is higher for the most similar hypothesis
y∗t to yτt than the score of any other hypothesis. Then, once λ̂t has been computed, λ
can be updated as:

λ = λt−1 + αλ̂t (2.9)

for a certain learning rate α.
The information that is usually taken into account to compute λ̂t is more general

and imprecise than the information used in adapting feature functions, but the variation
in the score of eq. (1.5) can be higher since we will be modifying the scaling factors of
the log-linear model. That is, when adapting the system to a different domain, we are
going to adjust the importance of every single model to a new task in an online manner.

In this approach, the usual number of parameters that are to be estimated equals to
the number of models participating in the log-linear combination (which is small), as
opposed to the huge number of parameters that feature function adaptation requires.

2.2 Methods

When a given input sentence x is presented to the SMT system, it produces a N-best
list of hypotheses that are translations of x into the target language. Most of those
hypotheses will not be as good as the one selected by the baseline system and that has
maximum score, but there will be other hypotheses that will be indeed better in terms
of a given quality metric. A good predictor should be able to find the best hypotheses
within the N-best list that are better than the baseline in order to provide them as a final
output.

As described in section 2.1, in online learning algorithms, an update step is necessary
to adjust the prediction mechanisms in the reranking module. In such update steps,
some parameter values are “shifted” towards a more desirable value configuration with
a certain step-size α.

In our methods, we focus on how this update should be performed to compute νt in
eq. (2.8) or to compute λ̂t in eq. (2.9).

There are several methods that can be used to compute the update step. In the follow-
ing subsections, we describe the philosophy they follow, provide formalised solutions
and show how they can be applied in our task.

2.2.1 Passive-aggressive

Online passive-aggressive (PA) algorithms [12] are a family of margin-based online
learning algorithms that are specially suitable for adaptation tasks where a convenient
change in the value of the parameters of our models is desired after every sample is
presented to the system.

Passive-aggressive algorithms are based on the concept of “margin”. It uses the
margin (distance of the instance to the hyperplane) to modify the current classifier. The
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general idea is to learn a weight vector representing a hyperplane such that differences
in quality also correspond to differences in the margin of the instances to the hyperplane.

The update is performed in a characteristic way in which we wish to achieve at least
a unit margin on the most recent example but we also want to remain as close as possible
to the current hyperplane.

In this case, passive-aggressive algorithm is applied to a regression problem, where
target value µ̂(y)t ∈ R has to be predicted by the system for input observation xt ∈ Rn

at time t by using a linear regression function µ̂(y)t = wt · xt.
After every prediction, the true target value µ(y)t ∈ R is received and the system

suffers an instantaneous loss according to a sensitivity parameter ε:

lε(w; (x, µ(y))) =

{
0 if |w · x− µ(y)| ≤ ε
|w · x− µ(y)| − ε otherwise

(2.10)

If the system’s error falls below ε, the loss suffered by the system is zero and the algo-
rithm remains passive, that is, wt+1 = wt. Otherwise, the loss grows linearly with the
error |µ̂(y)− µ(y)| and the algorithm aggressively forces an update of the parameters.

The idea behind the passive-aggressive algorithm is to modify the parameter values
of the regression function so that it achieves a zero loss function on the current observa-
tion xt, while remaining as close as possible to the previous weight vector wt. That is,
formulated as an optimisation problem subject to a constraint [12]:

wt+1 = argmin
w∈Rn

1

2
||w −wt||2 + Cξ2 s.t. lε(w; (x, µ(y))) = 0 (2.11)

where ξ2 is, according to the so-called passive-aggressive type-II, a squared slack vari-
able scaled by the aggressivity factor C. As in classification tasks, it is common to add
a slack variable into the optimisation problem to get more flexibility during the learning
process.

It is only left to create an auxiliary Lagrangian function from eq.(2.11), add the
constraint together with a Lagrangian variable and set the partial derivatives to zero to
obtain the closed form of the update term.

As described in [39], passive-aggressive can be used for adapting the translation
scores within state-of-the-art translation models. The optimisation problem in feature
function adaptation is then

min
u,ξ>0

(
1

2
||u(x,y)− ut−1(x,y)||2 + Cξ2

)
(2.12)

subject to constraint
u(x,y)Φt(y) ≥

√
l(y)− ξ, (2.13)

where ξ is a slack variable, and Φt(y) is a column vector such that

Φt(y) = [φ(ỹ1), . . . , φ(ỹK)]′ ≈ hs(x,y
∗)− hs(x,y) (2.14)
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since all the rest of score functions except hs remain constant and the only feature func-
tions we intend to adapt are the ones in hs.

The solution to the optimisation problem in (2.12) has the form

νt = Φt(y)

√
lt(y)− ut−1(x,y)Φt(y)

||Φt(y)||2 + 1
C

(2.15)

in the passive-aggresive algorithm type II [39], where the parameter C is the aggressive-
ness of the algorithm.

Similarly, to adapt the scaling factors λ:

λ̂t = Φt(y)

√
lt(y)− λt−1Φt(y)

||Φt(y)||2 + 1
C

(2.16)

is used, where

Φt(y) = [φ1(y), . . . , φM (y)]′ = h(x,y∗)− h(x,y), (2.17)

that is, all feature functions are taken into account.
In [39], the update is triggered only when the proposed hypothesis violates the con-

straint
ut−1(x,y)Φt(y) ≥

√
lt(y) (2.18)

or, alternatively for the scaling factors adaptation:

λt−1Φt(y) ≥
√
lt(y) (2.19)

Heuristic variations

Several update conditions different to eq. (2.18) or to eq. (2.19) have been explored in
this work. The most obvious is to think that an update has to be performed every time
that the quality of a predicted hypothesis y is lower than the best possible hypothesis y∗t
in terms of a given quality measure µ. That is, when the following condition holds:

∃y∗ : |µ(yt,y
∗)− µ(yt,y)| > 0 (2.20)

where y∗ is used for the update step. The idea behind this heuristic is to reward those
phrases that appear in y∗ but did not appear in y, and symmetrically, to penalise phrases
that appeared in y but not in y∗.

However, it can be often observed that there are several distinct hypotheses y′ whose
quality is as high as the quality of y∗. Hence, it can also be interesting to use these
hypotheses for the update step. Thus, in the second heuristic we are interested in con-
sidering all those sentences y′ such that

∀y′ : µ(yt,y
′) = µ(yt,y

∗). (2.21)

Lastly, it might also be desirable to reward phrases appearing in hypotheses y′ whose
quality is not as high as the quality of y∗, but still are better than the proposed hypothesis
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by the system (and penalise phrases from y that do not appear in any y′). The formali-
sation of this extension to conditions (2.18) and (2.19) is to perform the update for every
hypothesis y′ that is better than the one proposed by the system in terms of our quality
measure:

∀y′ : l(y′) < l(y) (2.22)

they are, all those hypotheses y′ such as the difference in quality with respect to the
reference y∗ is smaller than the difference in quality of the system’s proposed hypothesis
y with respect to y∗.

2.2.2 Perceptron

The perceptron algorithm [40, 11] is an error driven algorithm that estimates the weights
of a linear combination of features by comparing the output y of the system with respect
to the true label yτ of the corresponding input x. The perceptron iterates through the
set of samples a certain number of times (epochs), or until a desired convergence is
achieved.

The implementation in this work follows the proposed application of a perceptron-
like algorithm in [14]. However, for comparison reasons in our online adaptation for
the CAT framework, the perceptron algorithm will not visit a sample again after being
processed once.

A standard single-layer perceptron has a number of inputs whose dimensionality
depends on the dimension of the observations. Every variable of a given observation is
weighted and then linearly combined with the rest of the variables to produce a single
output. As an error-driven algorithm, the output produced by the perceptron is compared
to the ideal target value and the parameters of the perceptron, namely the weights of the
inputs, are adjusted to minimise the difference between the target and the output value.

For feature function adaptation, input samples in the proposed perceptron are p-
dimensional feature vectors hs(x,y). Those feature vectors are combined linearly in the
single layer of the perceptron with the weights from the auxiliary function ut−1(x,y).

Using the feature vector hs(x,y) of the system’s hypothesis y and the feature vector
hs(x,y

∗) of the best hypothesis y∗ from the N-best list, the update term νt is computed
as follows:

νt = sign(hs(x,y
∗)− hs(x,y)) (2.23)

In order to adapt the scaling factors, the necessary perceptron will be much smaller
since the input samples h(x,y) are M -dimensional, where M is the total number of
models (typically around 14). Those feature vectors are combined linearly in the single
layer of the perceptron with the scaling factors λ, and the update term λ̂ is computed as:

λ̂t = sign(h(x,y∗)− h(x,y)) (2.24)

The perceptron-like algorithm is, among the algorithms that are being studied in this
work, the most simple and fast method to update parameters in an on-line manner since
it only involves three floating point operations on vectors.



2.2. METHODS 25

Note that, in this perceptron-like algorithm, the sign operator forces the algorithm to
make fixed-size steps in the adaptation of the parameters, which can be seen as a watered-
down version of the standard and widely used perceptron whose steps are calibrated
by the difference of the desired output and the actual output. The decision to use a
perceptron-like algorithm instead of a real perceptron was made for comparison reasons,
since the former method was successfully applied in a similar task[14].

2.2.3 Discriminative regression

It has been observed in previous methods that the update term is computed using the
information extracted from the comparison of the hypothesis originally proposed by the
system, and the best hypothesis from the N-best list according to a reference translation.

As we saw, the perceptron and the passive-aggressive algorithms try to find a con-
figuration in the values of the weight vectors (λ or u) such that good hypotheses within
the N-best list tend to score higher. This effect is indeed desirable, but we would still
add another property: we would also like that bad hypotheses score lower.

In order to achieve such an ambitious objective, all hypotheses within the N-best list
are going to be used by this algorithm, as opposed to the perceptron and the passive-
aggressive algorithms that used only the best hypothesis within the N-best list.

This method uses more information during the search of the best possible configu-
ration of weight values, with the aim of finding one such that rewards good hypotheses
and penalises bad ones. For simplicity, let’s first study the application of this method
on scaling factor adaptation and then, we will see how it works for feature function
adaptation.

The problem of finding λ̂t such that increments in s(x,y) correspond to improve-
ments in the translation quality metric µ(y) as previously described in the introduction
of this chapter, can be viewed as finding λ̂t such that the difference in scores φ(y) of
two given hypotheses approximate their difference in translation quality l(y). So as to
formalise this idea, let us first define some matrices for the case of scaling factors adap-
tation, since it is the most simple scenario.

Let N-best be the list of N best hypotheses computed by our system for sentence x.
Let be a matrix Hx of size N ×M , where M is the number of features in eq. (1.5),
containing the feature functions h of every hypothesis of the N-best list produced for an
input sentence x, defined such that

sx = Hx · λt−1 (2.25)

where sx is a column vector of N entries with the log-linear score combination of every
hypothesis in the N-best list.

Additionally, let H∗x be a matrix with N rows such that

H∗x =

 h(x,y∗)
...

h(x,y∗)

 (2.26)
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where all rows are identical and equal to the features of hypothesis y∗.
Then, Rx can be defined as the difference between H∗x and Hx:

Rx = H∗x −Hx (2.27)

The key idea is to find a vector λ̂ such that differences in scores are reflected as
differences in the quality of the hypotheses. That is,

Rx · λ̂t ∝ lx (2.28)

where lx is a column vector of N rows such that lx = [l(y1) . . . l(yn) . . . l(yN )]′ , ∀yn
in the N-best list of x are the differences in quality of every hypothesis with respect to
the best one.

The objective is to find λ̂ such that

λ̂ = argmin
λ
|Rx · λ− lx| (2.29)

= argmin
λ
||Rx · λ− lx||2 (2.30)

where || · ||2 is the euclidean norm. Although eqs. (2.29) and (2.30) are equivalent (i.e.
the λ that minimises the first one also minimises the second one), eq. (2.30) allows for a
direct implementation thanks to the Ridge regression1, such that λ̂ can be computed as
the solution of the overdetermined system Rx · λ̂ = lx, given by the equation:

λ̂ =
(
R′x · Rx + βI

)−1
R′x · lx (2.31)

where a small β is used as a regularisation term to stabilise R′x · Rx and to ensure it has
an inverse.

In the case of feature function adaptation, there is a similar application of this method.
Similarly, Hx contains the scores for every hypothesis from the N-best list:

Hx =

 hs(x,y1)
...

hs(x,yN)

 (2.32)

and H∗x is simply defined as:

H∗x =

 hs(x,y
∗)

...
hs(x,y

∗)

 (2.33)

Finally, the expression to compute the update term is given by:

νt =
(
R′x · Rx + βI

)−1
R′x · lx (2.34)

1Also known as Tikhonov regularisation in statistics.
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Note that, as a difference from eq. (2.25), the column vector representing the scores
of every hypothesis from the N-best list, sx, is computed as:

sx = Hmx · λm + Hx · ut−1 (2.35)

where Hmx is an N × (M − n) matrix containing the feature functions that are not
present in the translation models, i.e. the language model or reordering models, for
every hypothesis from the N-best list, and the scaling factors λm are the corresponding
weights to the models in Hmx.

2.3 Conclusions

Although there are many possibilities to perform adaptation, in this chapter, it has been
described how to perform online adaptation in an interactive scenario. There were
mainly two strategies to adapt the system, namely feature function adaptation and scal-
ing factor adaptation, each of them having different characteristics.

Then, three algorithms to perform the adaptation in either strategy have been intro-
duced. The passive-aggressive algorithm is an on-line learning algorithm that has been
applied out-of-the-box, while the perceptron has been slightly modified to run in an on-
line manner. Finally, a new online learning algorithm has been proposed, which rewards
good hypotheses and penalises bad ones, with the hope to outperform all the algorithms
that have been studied in section 2.2.





Chapter 3

Experiments

3.1 Experimental setup for online adaptation

Ideally, for experimentation purposes in a CAT scenario it would be required to involve
a number of human translators to interact with our SMT systems. However, a true CAT
scenario is very expensive for large experiments involving many languages, since it re-
quires a human translator to correct every hypothesis produced.

As an alternative to the use of human translators to post-edit the system’s hypotheses,
we can simply use the target reference present in the test set and feed one sentence at a
time, given that this would be the case in an online CAT process.

As baseline system, we trained a SMT system on the Europarl training data, in the
partition established in the workshop on SMT of the NAACL 20091. Specifically, we
trained our initial SMT system by using the training and development data provided that
year. The Europarl corpus [21] is a parallel corpus that has been extensively used in sta-
tistical machine translation tasks, where the quality of the bilingual corpus is an impor-
tant characteristic. The Europarl corpus is extracted from the proceedings of the Euro-
pean parliament published on the web and it includes 11 European languages. Statistics
are provided in table 3.1.

The open-source MT toolkit Moses [25]2 is a statistical machine translation system
that performs the training of translation models of any language pair given a set of bilin-
gual sentences. It also implements a decoding algorithm that allows to efficiently find
the translation of an input sentence with the highest probability. This toolkit was used in
its default setup, and the 14 weights of the log-linear combination were estimated using
MERT [32] on the Europarl development set. Additionally, a 5-gram language model
with interpolation and Kneser-Ney smoothing [19] was estimated.

Since our purpose is to analyse the performance of different online learning strate-

1http://www.statmt.org/wmt10/
2Available from http://www.statmt.org/moses/
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Table 3.1: Characteristics of Europarl corpus. Devel. stands for development, OoV for
“out of vocabulary” words, “Av.g sen. len” stands for the average sentence length, K
for thousands of elements and M for millions of elements. Data statistics were collected
after tokenising, lowercasing and filtering out long sentences (> 40 words).

Es En Fr En De En

Training
Sentences 1.3M 1.2M 1.3M
Run. words 27.5M 26.6M 28.2M 25.6M 24.9M 26.2M
Avg. sen. len 21.15 20.46 23.5 21.33 19.15 20.15
Vocabulary 125.8K 82.6K 101.3K 81.0K 264.9K 82.4K

Devel.
Sentences 2000 2000 2000
Run. words 60.6K 58.7K 67.3K 48.7K 55.1K 58.7K
Avg. sen. len 30.3 29.35 33.65 24.35 27.55 29.35
OoV. words 164 99 99 104 348 103

Table 3.2: Characteristics of News Commentary test sets. OoV stands for “out of vo-
cabulary” words with respect to the Europarl training set. Data statistics were collected
after tokenising and lowercasing.

Es En Fr En De En

Test 08
Sentences 2051 2051 2051
Run. words 52.6K 49.9K 55.4K 49.9K 55.4K 49.9K
Avg. sen. len 25.64 24.33 27.01 24.33 27.01 24.33
OoV. words 1029 958 998 963 2016 965

Test 09
Sentences 2525 2525 2525
Run. words 68.1K 65.6K 72.7K 65.6K 62.7K 65.6K
Avg. sen. len 26.97 25.98 28.79 25.98 24.83 25.98
OoV. words 1358 1229 1449 1247 2410 1247

gies, in addition to Europarl we also considered the use of two different News-Commentary
(NC) test sets, from the 2008 and 2009 ACL shared tasks on SMT. The News-Commentary
corpus consists in a set of pieces of news that have a specific domain different to the pro-
ceedings of the European parliament speeches. Since this corpus comes from a different
source it is widely used to test system’s performance in the adaptation task. Statistics of
these test sets can be seen in table 3.2. Note that those test sets correspond to sentences
from a different domain than the one in the Europarl corpus, having different linguistic
characteristics like grammar structure or sentence length.

Experiments were performed on the English → Spanish, English → German and
English→ French language directions for NC test sets of 2008 and 2009.

For sections 2.2.1 and 2.2.2, the true best hypothesis yτ is impossible to compute
because we would need to examine the exponential number of hypotheses that a SMT
system is able to produce. However, a bigger and more decisive problem is the lack of
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coverage of the models. For these reasons, instead of using the true best hypothesis, the
best hypothesis within a given N-best list was selected.

In the experimentation section of every approach, there are two sets of experiments.
The first one is carried out to evidence the performance of the online learning algorithms
in a sentence-by-sentence basis. In those experiments, the size of the N-best list is fixed
to N = 1000 hypotheses. This size influences on two aspects:

1. The selection of the best hypothesis y∗. If the size of the list is smaller than
N = 1000, let’s say N = 500, the best hypothesis y∗ with respect to a reference
yτ may not be the same any more because y∗ may have not appeared within the
first 500 hypotheses. Thus, the quality of y∗ from the smaller 500-list will be less
or equal than y∗ from the 1000-list.

2. The prediction task becomes more difficult as the size of the list of possible candi-
dates increases. We have observed that most of the hypotheses from the N-best list
are worse than the one originally proposed by the system. Moreover, SMT sys-
tems produce their N-best lists in descending order of log-combined score. Such
a fact means that when the size of the N-best list is big, the potential number of
hypotheses with lower quality is also big and the number of bad hypotheses with
respect to the good ones increases.

Thus, the second set of experiments focuses on testing different sizes of the N-best list
and observing its impact on the overall quality score. Although the final BLEU and TER
scores are reported for the whole considered test set, all of the experiments described
there were performed following an online CAT approach: each reference sentence was
used for adapting the system parameters after such sentence has been translated and its
translation quality has been assessed. For this reason, the final reported translation score
corresponds to the average over the complete test set, even though the system was still
not adapted at all for the first samples.

There is a number of free parameters in the algorithms that have been described in
section 2.2 and they have been all adjusted according to preliminary investigation on a
disjoint development set, as follows:

• Section 2.2.1: C →∞ ( 1
C = 0 was used) in both approaches.

• Section 2.2.2: α = 0.001 for λ-adaptation and α = 0.050 for h-adaptation.

• Section 2.2.3: α = 0.005 for λ-adaptation and α = 0.001 for h-adaptation, both
with a regularisation term β = 0.01.

The abbreviations on the plots shown in the following sections are as follows:

• PA is the passive-aggressive technique described in section 2.2.1, with the update
trigger described in eq. (2.18).
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• PA var. is the same technique as above, but applying the variation described in
eq. (2.20).

• percep. stands for the perceptron-like technique described in section 2.2.2, and

• Ridge for the discriminative Ridge regression described in section 2.2.3.

3.1.1 Quality metrics

Translation quality will be assessed by means of the BLEU [36] and TER [46] scores.
BLEU (bilingual evaluation understudy) was one of the first methods to achieve a high
correlation with human judgement and remains one of the most popular metrics to eval-
uate how good a machine-translated text is with respect to a certain reference. It is a
precision metric that measures n-gram precision implementing a geometrical average
with a penalty for sentences that are too short. A metric from a different nature is TER
(translation error rate). It is an error metric that computes the minimum number of edits
required to modify the system hypotheses so that they match the references. Possible ed-
its include insertion, deletion, substitution of single words and shifts of word sequences.
This error metric has been reported to also correlate well with human judgement and
will be extensively used to assess quality in our experiments.

Hence, for computing y∗ as described in section 2, either BLEU or TER will be
used, depending on the reported evaluation measure (i.e. when reporting TER, TER will
be used for computing y∗). One consideration that we have to point out at this stage
is that BLEU is commonly used at a document level showing a high correlation with
human judgement, but it is not well-defined at sentence level and may often be zero
for all hypotheses, which means that y∗ is not always well defined and it may not be
possible to compute it. An easy example to observe this behaviour is the translation of
the English sentence “This is red” with a reference Spanish sentence “Esto es rojo”.
Even if the system is able to perfectly match the reference translation, the BLEU score
will be zero since the number of 4-grams in common with the reference will be zero. For
this reason, such samples will not be considered within the online procedure. Another
consideration is that BLEU and TER might not be correlated, i.e. improvements in TER
do not necessarily mean improvements in BLEU. This is analysed more in detail in
section 4.2.

Statistical significance of the improvements over baseline scores are calculated us-
ing the bootstrapping resampling technique with 10.000 repetitions with replacement.
By using this technique, it is possible to compute the confidence intervals and pair-wise
improvement interval to test the significance of the results obtained by the studied algo-
rithms. Further details of this bootstrapping technique can be found in [20].
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3.2 Experimental results for online adaptation

One of the main objectives of this master thesis is the exhaustive evaluation of the per-
formance of the online learning algorithms presented in section 2.2 applied to the ap-
proaches studied in section 2.1.

For this reason, we will carefully assess in section 3.2.1 the behaviour of the passive-
aggressive, perceptron and discriminative regression algorithms to the task of adapting
feature functions (h) related to the translation models. A similar evaluation will be
carried out for scaling factor (λ) adaptation in section 3.2.2.

Some algorithms are expected to perform better in one task than in the other. To put
all together, a final comparison among the algorithms applied to the tasks where they
perform better will be shown in order to extract conclusions about the convenience of
the use of certain algorithms to cope with the online learning in every approach.

As a baseline for our experiments, we will use a system that does not perform adapta-
tion or, in other words, a trivial algorithm implemented in the rerank module that always
selects the first hypothesis proposed by the SMT system. From a list of N-best hypothe-
ses obtained by traditional methods from the SMT system, the algorithms from section
2.2 implemented in the rerank module will predict the difference in quality of every hy-
pothesis with respect to the best hypothesis (which is still unknown). Then, the rerank
module will sort the hypotheses in descending order by their predicted quality and the
hypothesis resulting on the top of the sorted list will be provided as an output.

3.2.1 Adapting feature functions

Different aspects of the behaviour of the online learning algorithms from section 2.2
when applied to feature function adaptation are to be studied.

In the first set of experiments of this section, the improvement of the online learning
algorithms over the baseline system is evaluated. Specifically, in the plots shown in fig.
3.1, the translation pair was English → French, the test set was the NC 2009 test set,
and the size of the considered N-best list was 1000. The two plots on the left display the
average BLEU and TER scores up to the t-th sentence. That is, the BLEU/TER score
at the t-th sentence can be interpreted as the traditional BLEU/TER score if the test set
had t sentences in total. The reason for plotting the average BLEU/TER is that plotting
individual sentence BLEU and TER scores would result in a very chaotic, unreadable
plot; in fact, such chaotic behaviour can still be seen in the first 100 sentences. The
two plots on the right display average BLEU and TER improvements with respect to the
baseline translation quality. In other words, they display at sentence t the improvements
of the different algorithms if the test set had t sentences.

Although apparently irrelevant to the performance of the online learning algorithms,
the two plots on the left in fig. 3.1 have a unique characteristic shape for that language
pair and that test set. It can be seen that BLEU and TER improve after 1500 sentences
have been presented to the system. The only explanation to this shape is that after the
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1500-th sentence, there are around 300 sentences that are easier to translate and that
increases (or decreases) the average of the BLEU (or TER).
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Figure 3.1: BLEU/TER evolution and learning curves for English→French translation
when adapting feature functions h, considering all 2525 sentences within the NC 2009
test set. So that the plots are clearly distinguishable, only 1 every 15 points has been
drawn. PA stands for PA in its original form, PA var. for the heuristic variation
described in Section 2.2.1, percep. for perceptron, and Ridge for the technique
described in Section 2.2.3.

In fig. 3.1, it can be observed that percep. and Ridge optimisation methods do
not improve nor make worse the baseline results, PA var. gets worse results than the
baseline in terms of BLEU but slightly improve the TER score, although the difference
is not statistically significant at a 95% confidence level. The passive-aggressive opti-
misation method is the only algorithm that consistently improves the baseline results in
terms of BLEU and TER, but again, the differences are very small.

In order to evidence the impact on the performance of the size of the N-best list, the
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Figure 3.2: Final BLEU and TER scores for the NC 2008 test set, for English→ French
translation direction when adapting feature functions h. PA stands for PA in its original
form, PA var. for the heuristic variation described in Section 2.2.1, percep. for
perceptron, and Ridge for the technique described in Section 2.2.3.

final improvement in translation quality that can be obtained after seeing a complete test
set was measured with varying sizes of the N-best list. The results of such experiments
can be seen in fig. 3.2 for test 2008 and translation direction English → French. In
chapter 6, fig. 6.1 and fig. 6.2 show extended experiments for both test sets and all
language pairs.

The differences are sometimes scarce, but they were mostly found to be coherent in
all the considered cases, i.e. for all language pairs and all test sets, except for the per-
ceptron optimisation method. In general, the perceptron provides small improvements
on BLEU and TER scores, but for certain sizes of the N-best list in some language pairs,
it may perform slightly worse than the baseline. A discussion on this topic is provided
in chapter 5.

3.2.2 Adapting scaling factors

Similarly to the experiments performed in section 3.2.1, the BLEU/TER evolution and
their corresponding learning curves are plotted in fig. 3.3.

All of the analysed online learning procedures perform better in terms of TER than
in terms of BLEU (fig. 3.3). Again, since BLEU is not well defined at the sentence level,
learning methods that depend on BLEU being computed at the sentence level may be
severely penalised.

In addition, it can be seen that the best performing method, both in terms of TER
and in terms of BLEU, is the discriminative Ridge regression described in section 2.2.3.
It achieves a BLEU improvement of 0.25 points and a significant TER improvement of
2.3 points after seeing 2525 sentences. The maximum improvement that discriminative
regression achieves for this language pair and a 1000-best list was of 0.6 BLEU points
and 2.6 TER points. As for the rest of methods, they all seem to perform similarly.
Further experiments were also conducted with varying sizes of the N-best list for every
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Figure 3.3: BLEU/TER evolution and learning curves for English→French translation
when adapting scaling factors λ, considering all 2525 sentences within the NC 2009 test
set. So that the plots are clearly distinguishable, only 1 every 15 points has been drawn.
PA stands for PA in its original form, PA var. for the heuristic variation described
in Section 2.2.1, percep. for perceptron, and Ridge for the technique described in
Section 2.2.3.

language pair and both test sets. Results are shown in fig. 3.4 for test set NC 2008 and
English→ French translation direction. In the appendix, figs. 6.3 and 6.4 provide to the
reader the complete set of results for NC 2008 and NC 2009 for every language pair.

As it can be observed in those figures, the passive-aggressive algorithms and the
perceptron tend to decrease their performance as the size of the N-best list increases.
One of the possible reasons is that since the number of bad hypotheses within the N-best
list increases faster than the number of good hypotheses within the same list, the inher-
ent difficulty of the decisions is higher. However, the discriminative Ridge regression
algorithm shows a clear trend to improve its performance as the size of the N-best list
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Figure 3.4: Final BLEU and TER scores for the NC 2008 test set, for English→ French
translation direction when adapting scaling factors λ. PA stands for PA in its original
form, PA var. for the heuristic variation described in Section 2.2.1, percep. for
perceptron, and Ridge for the technique described in Section 2.2.3.

editions
source without disassembling , he was concise and precise .

reference sin desconcertarse , se mostró conciso y preciso .
baseline sin disassembling , él era breve y precisa . 5
Ridge sin disassembling , conciso y preciso . 3

perceptron sin disassembling , concisa y . 5
PA sin disassembling , conciso y precisa . 4

source does it hurt less if you believe in god ?
reference ¿ le duele menos a quiénes creen en dios ?
baseline hace daño a menos si se cree en dios ? 6
Ridge ¿ menos daño si creen en dios ? 4

perceptron no daño a menos si creen en dios ? 5
PA hace daño a menos si se cree en dios ? 6

Figure 3.5: Example of translations found in the corpus. source stands for the in-
put x to the system, reference is yτ , baseline corresponds to the output y of
the non-adaptive module, Ridge is the adaptation technique described in sec. 2.2.3,
perceptron the one in 2.2.2, and PA the one in 2.2.1.

increases, which is a desirable behaviour.
Since the improvements in TER are more obvious for scaling factor adaptation than

for feature function adaptation, two selected examples of translations are shown in fig.
3.5. For the first sentence, the baseline produces a sentence that contains correct word
translations but do not match the gender; in this case, the discriminative Ridge regression
finds the correct phrase with respect to the reference in one of the sentences of the N-
best list. In the second example, discriminative regression and perceptron are able to
find more accurate translations than the baseline. The third column corresponds to the
number of necessary editions to transform the hypothesis into the reference.
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3.2.3 Comparing h- and λ-adaptation

In the previous two subsections, we have studied the effect of applying different online
learning algorithms to two different adaptation approaches: feature function and scaling
factor adaptation. We have observed that in feature function adaptation, the best per-
forming methods are the passive-aggressive and the perceptron-like algorithms, achiev-
ing a consistent improvement on BLEU and TER over the baseline. As for scaling factor
adaptation, discriminative Ridge regression obtained a significant improvement over the
baseline in terms of TER and small but consistent improvement in terms of BLEU.
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Figure 3.6: Final BLEU and TER scores for the NC 2008 test set, for English→ French
translation direction. PA stands for PA for h-adaptation, percep.f for the percep-
tron applied to h-adaptation, percep. for the perceptron applied to λ-adaptation and
Ridge for the technique described in Section 2.2.3 for λ-adaptation.

The natural step now is to compare the improvements obtained by using the ap-
proaches studied in this work. With that purpose in mind, we have selected the best
performing methods for every approach and plotted them together for comparison rea-
sons. In this subsection, only the results for the English→ French direction are reported
for NC 2008 test set (fig. 3.6), but the complete set of results is provided in chapter 6
(figs. 6.5 and 6.6) for both test sets and all considered language directions.

It can be observed that, in most of the tests, the best performing methods are those
that optimise λ, i.e. percep. and Ridge. This is specially obvious in the experi-
ments related to TER optimisation. Most probably, the low performance obtained when
adapting feature functions is due to the fact that adapting h in an online manner is a very
sparse problem.

One last consideration involves computation time. When adapting λ, the imple-
mented procedures take about 100 seconds to rerank the complete test set. That is, only
50ms are needed to adapt the parameters after receiving a feedback and rerank the hy-
potheses from the next input sentence. In the case of adapting h, the time consumed is
about 25 minutes for the passive-aggressive and perceptron-like algorithms and about 70



3.2. EXPERIMENTAL RESULTS FOR ONLINE ADAPTATION 39

minutes for the discriminative Ridge regression. It means that the professional human
translator has to wait between 0.75 to 2 seconds for the system to adapt the parameters
and rerank the next N-best list. We consider this fact important, since in a CAT scenario
the user is waiting actively for the system to produce a hypothesis.

3.2.4 Learning Rate

The learning rate α appearing in equations 2.8 and 2.9 is in charge of controlling the size
of the update step. The size of the update step can be seen as the amount of influence
that the present sample has on the value of the predicting parameters. Small values of the
learning rate do not allow outliers to negatively influence on the value of the parameters
but makes the adaptation speed lower. As for high values of the learning rate, adaptation
can be performed faster but the algorithm becomes more sensitive to non-representative
samples. The right selection of the learning rate is not a matter of theory but empirical
observation.
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Figure 3.7: Influence of the learning rate α on the algorithm performance. PA stands
for PA in its original form, percep. for perceptron, and Ridge for the technique
described in section 2.2.3.

As it has been previously stated, the value of the learning rates for every algorithm in
both approaches was selected to be the optimum. A study of the influence of the learn-
ing rate on the overall translation quality for the presented algorithms was carried out
for scaling factor adaptation when optimizing TER (fig. 3.7). Interestingly, it was found
that the optimum learning rates are consistent for every language pair in every algorithm
studied and developed during this work and closely corresponds to the preliminary in-
vestigation.
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3.3 Conclusions

In general, the original passive-aggressive algorithm seems to perform better than the
designed heuristic, even though the intuitive motivation for eq. (2.20) seems clear, and
the number of updated parameters is higher. Nevertheless, such difference on the perfor-
mance can only be observed in the case of considering BLEU, and disappears in case of
considering TER. This might be due to the problem of BLEU not being well defined at
the sentence level. Furthermore, when the measure used for computing y∗ is BLEU, both
passive-aggressive online learning procedures have a hard time achieving improvements.
Experiments with all other heuristics described in section 2.2.1 were also conducted, but
were omitted in the experimentation because they did not provide improvements over
the passive-aggressive algorithm either.

Using passive-aggressive algorithms performed better than other optimisation meth-
ods when adapting feature functions. Discriminative regression did not have a positive
impact on the results when used within this approach and proved not to be a suitable
method for such a problem. The reason could be that many good phrases that appear in
sentences that are bad or that simply are not similar to the gold reference get penalised.
Thus penalising a phrase depends on the sentence quality and not on the phrase quality,
which may not be a desirable behaviour in feature function adaptation.

The perceptron-like algorithm used along this thesis had a moderately good perfor-
mance in many cases but the results were not consistent in all tests. The reason can be
that it uses a constant score ε to reward or penalise feature functions or scaling factors.
In the case of feature function adaptation, a phrase whose quality has been badly under-
estimated should be highly rewarded when it proves to be good and vice versa. In the
case of scaling factor adaptation, the step size should be higher or lower depending on
how different the best hypothesis was from the baseline hypothesis.

Our proposed discriminative regression algorithm provided the best results at a very
reduced cost (fig. 6.3 and fig. 6.4) when adapting the scaling factors, Moreover, dis-
criminative Ridge regression seems to provide better translation quality when the size
of N-best list increases, which is a desirable behaviour. In the case of discriminative
regression for scaling factor adaptation, the performance increases when the size of the
N-best list grows, since there are more chances that better hypotheses are available.

From the experiments conducted, it emerges that adapting the log-linear weights
provides more benefit than adapting the feature functions and is much faster. The sparsity
of the phrases might be the reason for the low performance of the methods that were
used.



Chapter 4

Multiobjective discriminative
regression

Traditionally, optimisation has been performed during the tuning stage with the hope
that maximising a certain quality measure leads to maximising the quality of machine
translations from the human judgement point of view.

However, it is well known that this is not always true and we observed as well that
optimising the system to maximise a certain quality measure does not necessarily mean
to obtain good results as measured by other assessment scores, specially if they are from
a different nature as precision and error metrics. This issue will be more extensively
discussed in section 4.2.

4.1 Algorithm

In a highly experimental field of research as statistical machine translation, there is not a
perfect assessment measure and several metrics are used for comparison. The purpose of
this algorithm is to use the discriminative ridge regression algorithm to optimise several
quality metrics at the same time. In general, given a set of quality measures

µ = {µ1, . . . , µi, . . . , µq}, (4.1)

a set of functions to be optimised can be defined as

F (λ) = {F1(λ), . . . , Fi(λ), . . . , Fq(λ)} (4.2)

There is one function Fi per quality measure such that

Fi(λ) =

 λ · Φ(y1)− li(y1)
...

λ · Φ(yN )− li(yN )

 (4.3)

41
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is the function to be optimised for discriminative regression as it was described in section
2.2.3 using quality measure µi, where

li(y) = |µi(yτ ,y)− µi(yτ ,y∗)|. (4.4)

The idea behind multiobjective optimisation is to minimise a set of nonlinear func-
tions Fi(λ) so that their objective values fall below a set of goals F ∗i .

F ∗ = {F ∗1 , . . . , F ∗i , . . . , F ∗q } (4.5)

However, this is not a well-defined problem since it is not clear to what extent every
nonlinear function Fi(λ) should be minimised, specially when it might be in conflict
with other functions Fj(λ).

Since we need that problem to be well-defined for all cases, it can be posed as opti-
mising (minimising) the function with the worst value:

min
λ

max
i

Fi(λ)− F ∗i
ωi

(4.6)

for certain positive weights ωi.
Due to the fact that optimising a certain quality measure µi might be in conflict with

optimising a different measure µj , there is probably not a single solution that simultane-
ously minimises all objective functions, or even satisfies all the goals.

For this reason, it is necessary to scale the priority of optimising every functionFi(λ)

with the weights ωi, whose role will be to establish a trade-off between the objectives.
This method is called the goal attainment method described in [17], and can be solved
by using standard optimisation procedures.

4.2 Experimental optimisation

From the experiments, it was observed that online learning strategies and algorithms that
optimise a certain quality measure do not necessarily optimise other measures.

Although such a fact has been observed in this work while experimenting with on-
line learning algorithms, it is a well-known phenomenon in the scientific community of
machine translation. Multiple studies have been carried out to observe the correlation
between most quality metrics and human judgement [15, 13].

Moving away from online adaptation, in this section we are going to analyse the
correlation between BLEU and TER as quality metrics in a non-adaptive environment.
For this purpose, 100.000 weight vectors λ of the log-linear model were randomly gen-
erated and a static rerank of fixed N-best lists of hypotheses was performed for every
sentence in a test set. For every weight vector configuration, BLEU (B) and TER (T)
were evaluated for the test set of NC 2008 Spanish→ English.
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Figure 4.1: Correlation between BLEU and TER of 100.000 configurations of λ. A
slightly negative correlation can be appreciated, although not strong.

The correlation, as defined by the covariance (cov) divided by the product of standard
deviations (σ):

ρB,T =
cov(B, T )

σBσT
(4.7)

returned a value ρB,T = −0.23798. This result suggests that even if such correlation
is not specially strong, one can expect to optimise TER (as an error metric) only to a
certain extent when optimising BLEU (as a precision metric), and vice-versa.

A plot of the translation quality yielded by the random weight configurations is pre-
sented in fig.4.1. It can be observed that it is relatively frequent to obtain a low BLEU
score after optimising TER (high density area in the bottom left part of the graph). On
the other hand, if BLEU is optimised, the obtained TER score is reasonably good (right
side of the plot).

In order to analyse this behaviour, the multiobjective discriminative regression de-
scribed in section 4.1 has been used to do a static reranking of N-best lists for the test set
of this section.

The multiobjective discriminative regression is a very time-demanding method that
requires a simplification. In this experiment, hypotheses reranking is not going to be
performed in a sentence by sentence basis. Instead, we are going to compute the optimal
scaling factor configuration from a single system of equations. Such a system of equa-
tions will contain only five hypotheses from every sentence appearing in the test set. The
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Figure 4.2: Performance of the multiobjective optimisation in terms of BLEU and TER,
for different weight values ω.

reason for selecting five hypotheses was made according to preliminary experimentation,
since adding more hypotheses per sentence did not increase the quality of the transla-
tions but increased the computational cost. For the discriminative regression to work
better, a N-best list was first computed and sorted in descending order of log-combined
score (as most of decoders provide by default). Then, those five hypotheses were se-
lected uniformly spaced from that list, being the best hypothesis the first one and the last
hypothesis the fifth one. Since the NC 2008 Spanish→ English test set has 2051 sen-
tences, the system of equations we are going to work with will have 2.051 · 5 = 10.255

equations and 14 unknowns.
The purpose of this study is to observe in what region of the plot in fig.4.1 our so-

lutions lie when optimising a trade-off between BLEU and TER. For the multiobjective
optimisation, different priorities were assigned to the problem of optimising BLEU and
the problem of optimising TER, by means of a single weight factor ω:

min
λ

max{F1(λ)− F ∗1
ω

,
F2(λ)− F ∗2

1− ω
} (4.8)

where F1(λ) is the problem of finding the parameters λ to optimise the BLEU score,
and F2(λ) is the problem of finding the parameters λ to optimise the TER score.
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Experiments were carried out for ω = {0.0, 0.1, 0.2, . . . , 1.0} and results are re-
ported in fig.4.2. The range within which the BLEU and TER scores vary has been
drawn in fig.4.1 as a square in the bottom of the plot.

Within that square, it can be observed that the best results in terms of BLEU are
obtained when the highest priority in function optimisation is assigned to the one max-
imising BLEU (ω = 0.0), while also obtaining relatively good scores in terms of TER.
That behaviour corresponds to the bottom right low density part of the square.

Assigning the highest priority to the function optimising TER (ω = 1.0) leads to
good results in terms of TER but performs relatively bad in terms of BLEU. This corre-
sponds to the bottom left low density area of the square.

4.3 Conclusions

Although BLEU is not well defined at a sentence level, it has been shown that optimising
the system to maximise this quality measure also brings benefits in terms of TER, but
not necessarily vice versa. In general, for online learning methods to work well, it is
necessary to have well-defined quality metrics at observation level so that we can make
good use of the feedback provided by the user. If the quality metric assigns a trivial
score (zero in case of BLEU) to an observation because the metric is not well-defined
at observation level, then the feedback provided by the user is simply discarded and the
system misses an opportunity to adapt itself.





Chapter 5

Final remarks and future work

In this work, two adaptation strategies have been studied and three different online learn-
ing algorithms have been introduced, some of them being novel, others being presented
with different variations. Specifically, we have proposed a novel online learning al-
gorithm that provide significant improvements when used for adapting the log-linear
weights in an online manner.

Under the assumption that this method provides further improvements on the transla-
tion quality when the size of the N-best list increases, the best results would be obtained
when the list contains infinite hypotheses. As an alternative to work with such a list, we
are planning to perform reranking on the phrase-lattice or to integrate the online learning
methodology into the decoder.

In future work, we will look for algorithms that can perform online adaptation in this
sparse approach or with the study of techniques that decrease the sparsity and then apply
again the methods studied in this master thesis. We also plan to perform experiments
with larger test sets.

In addition, we also plan to analyse the effect of combining both feature function and
scaling factor adaptation, by combining the best performing methods in each strategy.

This master thesis has directly derived into the publication of two research papers
and the submission of a third one that is still under review at the time of writing these
lines.

• P. Martı́nez-Gómez, G. Sanchis-Trilles, F. Casacuberta. Online learning via dy-
namic reranking for Computer Assisted Translation. In Proceedings of 12th Inter-
national Conference on Intelligent Text Processing and Computational Linguis-
tics, Tokyo, Japan, February 20-26 2011. (Core B, to appear)

• P. Martı́nez-Gómez, G. Sanchis-Trilles, F. Casacuberta. Passive-Aggressive for
On-line Learning in Statistical Machine Translation. In Proceedings of Iberian
Conference on Pattern Recognition and Image Analysis. Las Palmas de Gran
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Canaria, Spain, June 8-10 2011. (Core C, to appear)

• P. Martı́nez-Gómez, G. Sanchis-Trilles, F. Casacuberta. Online learning strate-
gies in Statistical Machine Translation. In Proceedings of the 49th Annual Meet-
ing of the Association for Computational Linguistics: Human Language Tech-
nologies. (Core A, in review)

Other research papers related to statistical machine translation but not directly related to
online learning are:

• P. Martı́nez-Gómez, K. Hashimoto, Y. Nankaku, K. Tokuda, and G. Sanchis-
Trilles. A deterministic annealing-based training algorithm for statistical ma-
chine translation models. In Proceedings of the 14th Annual Conference of the
European Association for Machine Translation, Saint-Raphaël, France, May 27-
28 2010. (Core B).

• G. Sanchis-Trilles, J. Andrés-Ferrer, G. Gascó, J. González-Rubio, P. Martı́nez-
Gómez, M.A. Rocha, J.A. Sánchez, and F. Casacuberta. UPV-PRHLT English-
Spanish system for WMT 2010. In Proceedings of the Joint Fifth Workshop on
Statistical Machine Translation and Metrics MATR (ACL), pages 172-176, Upp-
sala, Sweden, July 15-16 2010.

• J. González-Rubio, J. Andrés-Ferrer, G. Sanchis-Trilles, G. Gascó, P. Martı́nez-
Gómez, M.A. Rocha, J.A. Sánchez, and F. Casacuberta. UPV-PRHLT combina-
tion system for WMT 2010. In Proceedings of the Joint Fifth Workshop on Sta-
tistical Machine Translation and Metrics MATR (ACL), pages 296-300, Uppsala,
Sweden, July 15-16 2010.



Chapter 6

Appendix

This appendix contains the figures that, for clarity reasons, were not included in the
experimentation chapter and are provided to the reader for completeness.

They include the results of the experiments for News-Commentary 2008 and 2009
test sets, for language directions English→ Spanish, English→ French and English→
German.
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Figure 6.1: Final BLEU and TER scores for the NC 2008 test set, for all considered lan-
guage pairs when adapting feature functions h. PA stands for PA in its original form, PA
var. for the heuristic variation described in Section 2.2.1, percep. for perceptron,
and Ridge for the technique described in Section 2.2.3.
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Figure 6.2: Final BLEU and TER scores for the NC 2009 test set, for all considered lan-
guage pairs when adapting feature functions h. PA stands for PA in its original form, PA
var. for the heuristic variation described in Section 2.2.1, percep. for perceptron,
and Ridge for the technique described in Section 2.2.3.
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Figure 6.3: Final BLEU and TER scores for the NC 2008 test set, for all considered
language pairs when adapting scaling factors λ. PA stands for PA in its original form, PA
var. for the heuristic variation described in Section 2.2.1, percep. for perceptron,
and Ridge for the technique described in Section 2.2.3.
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Figure 6.4: Final BLEU and TER scores for the NC 2009 test set, for all considered
language pairs when adapting scaling factors λ. PA stands for PA in its original form, PA
var. for the heuristic variation described in Section 2.2.1, percep. for perceptron,
and Ridge for the technique described in Section 2.2.3.
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Figure 6.5: Final BLEU and TER scores for the NC 2008 test set, for all considered lan-
guage pairs. PA stands for PA for h-adaptation, percep.f for the perceptron applied
to h-adaptation, percep. for the perceptron applied to λ-adaptation and Ridge for
the technique described in Section 2.2.3 for λ-adaptation.



55

 21.6

 21.8

 22

 22.2

 22.4

 0  500  1000  1500  2000

B
L

E
U

Size of n-best list

English-Spanish BLEU

baseline
PA

percep.f

percep.
Ridge

 59

 59.5

 60

 60.5

 0  500  1000  1500  2000

T
E

R

Size of n-best list

English-Spanish TER

baseline
PA

percep.f
percep.

Ridge

 19

 19.2

 19.4

 19.6

 19.8

 20

 0  500  1000  1500  2000

B
L

E
U

Size of n-best list

English-French BLEU

baseline
PA

percep.f

percep.
Ridge

 63.5

 64

 64.5

 65

 65.5

 66

 0  500  1000  1500  2000

T
E

R

Size of n-best list

English-French TER

baseline
PA

percep.f
percep.

Ridge

 10.8

 11

 11.2

 11.4

 11.6

 0  500  1000  1500  2000

B
L
E

U

Size of n-best list

English-German BLEU

baseline
PA

percep.f
percep.

Ridge

 70

 70.5

 71

 71.5

 72

 72.5

 73

 0  500  1000  1500  2000

T
E

R

Size of n-best list

English-German TER

baseline
PA

percep.f
percep.

Ridge

Figure 6.6: Final BLEU and TER scores for the NC 2009 test set, for all considered lan-
guage pairs. PA stands for PA for h-adaptation, percep.f for the perceptron applied
to h-adaptation, percep. for the perceptron applied to λ-adaptation and Ridge for
the technique described in Section 2.2.3 for λ-adaptation.
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