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Abstract

This work presents a hybrid position/force control of robots aimed at han-
dling applications using multi-task and sliding mode ideas. The proposed
robot control is based on a novel adaptive non-conventional sliding mode
control used to robustly satisfy a set of inequality constraints defined to ac-
complish the cooperative transport task. In particular, these constraints are
used to guarantee the reference parameters imposed by the task (e.g., keeping
the load at a desired orientation) and to guide the robot using the human op-
erator’s forces detected by a force sensor located at the robot tool. Another
feature of the proposal is the multi-layered nature of the strategy, where a
set of four tasks are defined with different priorities. The effectiveness of
the proposed adaptive non-conventional sliding mode control is illustrated
by simulation results. Furthermore, the applicability and feasibility of the
proposed robot control for transport tasks are substantiated by experimental
results using a redundant 7R manipulator.

Keywords: cooperative task, robot system, force control, sliding mode
control

1. Introduction

Recent advances in technology and robotics are revolutionizing modern
society. Robots are becoming more and more present in the form of un-
manned aircraft systems, commonly known as drones, driver-less cars, robot-
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assisted surgery and rehabilitation systems, robotic prosthetics and exoskele-
tons, service robots for personal and domestic use, artificial assistants and
smart machines, among others.

Possibly, the manufacturing industry in general has been the most ben-
efited by advances in the fields of robotics, control and sensing, bringing in
improvements to production processes as well as worker’s ergonomics and
job quality. Contrary to the old tendency of developing autonomous systems
to replace humans by robotic devices, currently the research is more focused
on developing robots to work alongside humans and assist them. The reason
is that the combination of human cognitive and sensorimotor skills with the
technical capabilities of a robot have proven able to solve, facilitate, improve
and/or speed up a large variety of complex tasks that neither humans nor
robots could successfully afford to do in solitary [23, 22, 2, 38, 25].

A case in point in the manufacturing sector is the manipulation and safe
transportation of precarious loads, most notably heavy objects such as car
engines, or fragile items such as glass, liquid containers, hazardous materials
etc. Moreover, in many cases loads have to be transported and awkwardly
deposited in difficult-to-access areas that make it difficult or ergonomically
challenging for an operator to keep them in a predetermined position and/or
orientation , whilst simultaneously pursuing a higher level assembling or han-
dling assignment. Yet the automatic realization of these type of assignments
by a robot is usually discarded due to the limited flexibility afforded by a
robot in adapting to changes in the production workspace. Hence, the com-
bination of skillful guidance by the human operator on the one hand, and
the sensorimotor stability and strength of the robot on the other can lead to
industrially feasible human-robot collaborative solutions for handling appli-
cations.

Generally, in this kind of applications guidance for the motion of the ma-
nipulator is obtained via a wrist-mounted force sensor which evaluates the
forces exerted by the human operators. The most commonly used method
to convert these measurements into kinematic instructions to the robot is
through compliance control, which establishes a direct relationship between
the measured forces and the changes in the robot position [28, 15]. Yet other
variants and methods can be found in the literature. For instance, authors
in [11] presented a method to determine the compliance controller param-
eters of the physical model using a particle swarm optimization algorithm
for a spinal surgery application. In [19] a force tracking method under the
impedance control framework was extended to also account for uncertain hu-
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man limb dynamics. An adaptive controller was developed to deal with point-
to-point movements, whereas learning and neural network controls were in-
cluded to generate periodic and arbitrary continuous trajectories respectively.
A hierarchical control system was presented in [16] for the co-manipulation
task of folding sheets like fabrics/cloths. The system was based on force and
RGB-D feedback at two distinctive control levels. At a higher level, the per-
ception of the human’s intention was used to decide on the robot’s action,
whereas at a lower level the robot reacted to force and RGB-D feedback in
following the guidance from the human. In [41] a decision-and-control archi-
tecture was proposed for hand-arm systems with “soft robotics” capabilities
via dedicated human-machine interfaces. The robot was controlled through
a multi-priority Cartesian impedance controller, and the behavior extended
with collision detection and reflex reactions. The problem of human-directed
position/force control of a robot end-effector interacting with an environ-
ment given unknown geometry and stiffness was addressed in [20]. In free
space (non-contact) motion, the input was interpreted as a linear velocity
command. When contact occurred, a generalized damper-type of impedance
control was used for the regulation of force in the constrained direction, while
the input from the user would adjust the contact force set point. In [13] a
mathematical relation between the velocity of the human-robot interaction
point and the force applied by the human operator was established using
impedance control for handling tasks, where an adjustable force threshold
was used to enable the operator to keep authority over the robot motion. An
optimal impedance adaptation was investigated in [42] for interaction con-
trol in constrained motions, which lead to an optimal realization of trajectory
tracking and force regulation.

A relevant aspect to be taken into account for human-robot collabora-
tion that directly affects the maneuverability and the human’s ergonomics
is the compensation of the effort demanded by the human throughout the
guidance task. In other words, the manipulator should adapt itself accord-
ing to the force exerted by the human, causing a greater sensation of free-
dom of movement and avoiding slow motions. None of the above works
deals with this aspect and, to the best of the authors’ knowledge, this is
the first work that proposes a feasible solution based on an adaptive con-
troller [50, 8, 29, 6, 21, 26].

Some approaches for human-robot collaborative applications driven by
force-control strategies are based on sliding mode control (SMC) theory given
its inherent robustness and low computational cost characteristics [9]. For
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instance, in [49] a non-singular terminal SMC was developed to ensure tra-
jectory tracking precision for the case of a lower limb rehabilitation parallel
robot. The device would adjust the gait trajectory online according to the
indications from a human-machine interaction force set-up. In [12] a human-
robot interaction controller was introduced for a lower extremity exoskeleton
whose aim was to improve tracking performance with the development of a
fuzzy SMC that considered system uncertainties. In this way, the controller
was able to drive the exoskeleton to shadow the wearer in the presence of
weaker interactive driving forces. In [14] a proxy-based SMC was proposed
to obtain effective tracking during normal operations for flexible joint ma-
nipulators working close to humans, whilst retaining the ability to recover
from positional errors in a smooth and damped manner. In [48] a robust
SMC was proposed that relied on basic information from the human sub-
ject (weight, height, age and gender) to handle model uncertainties due to
biomechanical variation of patients using an upper limb rehabilitation robot.
An SMC consisting of a proportional-integral-derivative sliding surface and
a fuzzy hitting control law was developed in [44] to guarantee robust track-
ing performance and reduce the chattering effect for a class of robot-assisted
therapeutic exoskeleton. A fuzzy SMC presented in [24] considered a non-
linear model for trajectory tracking of micro robots in the human vasculature
system. It is worth mentioning that SMC has been recently used in the field
of robot force control not only to improve controller robustness but also to
improve force estimation by means of a sliding perturbation observer (SPO)
in order to avoid the use of expensive force sensors. For examples of this
approach, see [31, 30].

One typical problem of SMC is related to the controller switching gain.
High values of the switching gain increase the control effort and the chattering
band, which is a well known issue to be solved in SMC techniques [32, 17, 39].
On the contrary, adjusting the switching gain to minimize the control effort
and chattering band at a certain operating point may cause the control to
become unstable for another operating point. In the specific problem treated
in this paper, this issue is present due to changes on the forces exerted by
the human operator in order to guide the robot to perform the collaborative
transport task.

To overcome this problem, Adaptive SMC (ASMC) solutions have been
proposed in the literature, i.e., SMC approaches with an adaptive switch-
ing gain (ASG). For instance, in [50] an ASMC was developed using an
integral/exponential adaptation law with boundary-layer in order to re-
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duce the switching gain overestimation while simultaneously speeding up
the system response to the uncertainties. In [33] two fault-tolerant con-
trol schemes for spacecraft attitude stabilization with external disturbances
were proposed, where a fault-tolerant SMC was incorporated with an adap-
tive technique to accommodate actuator faults in order to relax the re-
quired boundary information. In [37] a high-order ASMC was proposed
based on the concepts of integral sliding mode and real high-order sliding
mode detector. For more SMCs with ASG solutions, the reader is referred
to [8, 29, 6, 1, 21, 4, 26, 5, 18, 43, 45], among others.

v2m(pos(φ1))K1H1J︸ ︷︷ ︸
A1

q̈c = −W1pos(φ1)u+1︸ ︷︷ ︸
b1

W1 =W1,prev+Ts µ1 fASG(φ1,φ1,prev)

LEVEL 1 (SMC - Constraints for the
transportated object)

v2m(pos(φ2))K2H2Jn︸ ︷︷ ︸
A2

q̈c = −W2pos(φ2)u+2︸ ︷︷ ︸
b2

W2 =W2,prev+Ts µ2 fASG(φ2,φ2,prev)

LEVEL 2 (SMC - Contraints to track
human operator’s forces)

J︸︷︷︸
A3

q̈c = −K3,vṗ− sign(ṗ)u+3︸ ︷︷ ︸
b3
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Fig. 1. Human-robot cooperation to transport a parcel.

The approach proposed in this work also exploits SMC so that human
operator and robot can cooperatively undertake the transportation of objects,
such as the one depicted in Fig. 1, with the aid of force feedback sensing.
However, the SMC in this work offers several distinctive features that sets it
apart from other works in the literature. In particular, the main contributions
and features of the proposed approach are as follows:

• The introduction of inequality constraints within the SMC framework
is a key novelty of the proposed method.
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• The control strategy relies on a novel adaptive non-conventional SMC
regulator to fulfill the inequality constraints.

• The strategy constrains a subset of the robot pose coordinates by pru-
dent reference values imposed by the handling operation, e.g., keeping
the load at a desired orientation to prevent spill-offs or to reduce undue
stresses that may compromise fragile items as in glass transportation.

• Given the multi-layered nature of the proposed strategy, remaining
degrees of freedom in the robot pose are thus left to be guided by the
human operator in a lower priority loop using a force sensor located
at the robot tool to detect the operator’s forces to accomplish the task
safely and concurrently. Note that the proposed ASG algorithm is a
key advantage in order to adapt the robot control to the changes on
the forces exerted by the human operator to guide the robot.

• A low-priority task for the specific case of redundant robots (as is the
case with the experiments shown in this work) is also suggested to keep
the robot close to the home configuration for increased safety.

Although the motivation of this work is the cooperative transportation of
an object, the proposed hybrid position/force robot control can also be used
to tackle other industrial applications where the human operator guides the
robot under the constraint of some reference values. For instance, in a drilling
application, the robot can be guided by the operator to an a priori unknown
position in order to operate a drill, whilst the tool orientation is constrained
to remain perpendicular to a (pre-set or sensed on-the-fly) drilling surface.

The paper is organized as follows. Next section introduces some prelimi-
naries, while Section 3 develops the adaptive non-conventional SMC used in
this work. The proposed hybrid control approach is presented in Section 4,
while some important remarks about the method are given in Section 5. A
simulation is presented in Section 6 to show the performance of the proposed
adaptive non-conventional SMC. The implementation of the proposed robot
controller is detailed in Section 7. The feasibility of the proposed approach is
substantiated by experimental results in Section 8 using a redundant 7R ma-
nipulator: the Rethink Sawyer collaborative robot. Finally, some conclusions
are given.
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2. Preliminaries

2.1. Kinematics
Following the standard notation [7], the robot pose p depends on the

robot configuration q as follows:

p = l(q), (1)

where the nonlinear function l is called the kinematic function of the robot.
The first- and second-order kinematics of the pose vector p result in:

ṗ =
∂l(q)

∂q
q̇ = Jq̇ (2)

p̈ = Jq̈ + J̇q̇, (3)

where J is the Jacobian matrix of the robot.

2.2. Robot control
This work assumes the existence of a low-level robot controller in charge

of achieving a particular joint acceleration from the commanded acceleration
q̈c, and that its dynamics is fast enough compared to that of q̈c. Hence, the
relationship:

q̈ = q̈c + dc (4)

holds approximately true, where dc represents inaccuracies due to distur-
bances. Note that the dynamic model of the robot system should be taken
into account to properly design the mentioned underlying joint controller.

2.3. Task-priority based redundancy resolution
It is useful to consider the task-priority strategy [7] to tackle several (pos-

sibly incompatible) objectives simultaneously assigning an order of priority
to each one. Thus, a lower-priority task is satisfied only by using the de-
grees of freedom in the null space of the higher-priority ones [27]. When an
exact solution is not possible for a given task at a particular priority level,
its error is minimized. The formulation for this approach is detailed below.
Let us consider M tasks which consist on calculating a command vector q̈c
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(i.e., the commanded joint acceleration vector) in order to fulfill the following
acceleration equality constraints:

Aiq̈c = bi, i = 1, . . . ,M, (5)

where matrix Ai and vector bi of the ith task are assumed known and index i
represents the priority order: i = 1 for highest priority and i = M to lowest.

The solution q̈c,M that hierarchically minimizes the error of equations
in (5) is given by the following recursive formulation, proposed in [36]:

q̈c,i = q̈c,i−1 + (AiNi−1)
†(bi −Aiq̈c,i−1) (6)

Ni = Ni−1(I− (AiNi−1)
†(AiNi−1)), (7)

with i = 1, . . . ,M, q̈c,0 = 0, N0 = I,

where I and 0 denote the identity matrix and zero column vector, respec-
tively, of suitable size, superscript † denotes the Moore-Penrose pseudoinverse
and q̈c,i and Ni are the solution vector and null-space projection matrix, re-
spectively, for the set of first i tasks. Note that the mentioned pseudoinverse
may be computed via the singular value decomposition (SVD) method [10]
and using a tolerance to set to zero the very small singular values in order
to avoid extremely large values for the commanded accelerations.

3. Adaptive One-side Sliding Mode Control

The proposed method to accomplish the cooperative transport task using
a robotic system is based on satisfying a set of inequality constraints, defined
in Section 4. The fulfillment of the mentioned inequality constraints will be
achieved using SMC theory to benefit from the typical advantages of this
type of controllers, such as robustness and low computational cost. However,
conventional SMC can only be used to satisfy equality constraints. Hence,
this section presents a non-conventional SMC algorithm, coined as one-side
SMC, developed to satisfy inequality constraints.

3.1. One-side vs. conventional sliding mode control
The proposed one-side SMC is different to the conventional SMC, see

Fig. 2 for a graphical two dimensional example to illustrate both approaches.
For conventional SMC (see Fig. 2-left) the state space of the system is

divided into two regions, A and B, separated by the sliding surface. The
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Fig. 2. Graphical comparison between conventional SMC (left) and one-side SMC (right).

value of the control action u when the system state is in region A is such
that it “pushes” the system into region B, namely uB. Analogously, when
the system state is in region B, the value of control action is such that it
pushes the system into region A, namely uA. Hence, regardless of whether
the system starts in region A - xA(0), or B - xB(0), it evolves to the sliding
surface in what is referred as reaching mode [9]. Once the system has reached
the sliding surface, the system is kept on it by a control action u that switches
between uA and uB at a theoretically infinite frequency, which is known as
sliding mode (SM) [9].

The one-side SMC proposed in this work is graphically represented in
Fig. 2-right and is used to satisfy inequality constraints. In this case, the
state space of the system is divided into the non-allowed region A and the
allowed region B, which are separated by the inequality constraint boundary.
Similarly to conventional SMC, when the system sate is in the non-allowed
region A the control action u = uB pushes the system into the allowed
region B. But in contrast to conventional SMC, when the system state is
in the allowed region B, no control action is applied, i.e., u = 0. Hence,
if the system starts in region A - xA(0), it evolves in reaching mode to the
boundary of the constraint. Nevertheless, when the system starts in the
allowed region B - xB(0), the system state can “freely” evolve according to
some other criterion, e.g., a control law for reference tracking. Therefore,
only when the state trajectory tries to leave the allowed region, the one-
side SMC will make u switch between 0 and uB at a theoretically infinite
frequency, which can be seen as an ideal SM behavior [9].
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3.2. Remarks about the proposed one-side sliding mode control
The main distinctive features of the proposed one-side SMC over con-

ventional SMC are as follows. Conventional SMC is used to fulfill equality
constraints, i.e., to keep the system state always on the sliding surface (see
Fig. 2-left), hence it is always active. In contrast, the proposed one-side SMC
is used to fulfill inequality constraints and only becomes active when the state
trajectory tries to leave the allowed region, applying the required SM control
action to keep the system state on the boundary of the allowed region (see
Fig. 2-right), i.e., giving rise to the SM behavior. Therefore, in contrast to
conventional SMC, the proposed method does not seek for SM, but it arises
when the system state is at the boundary of the allowed region and about to
leave it, as illustrated in Section 6.

The following remarks can be made for the proposed one-side SMC:

• During the SM phase, the sliding surface corresponds to the boundary
of the allowed region, as usual in SMC strategies. The manifold re-
mains the main characteristic in the design of the SMC controller. For
instance, this boundary can represent the maximum allowed error (see
Section 4.3), the maximum allowed force (see Section 4.4), etc.

• During the SM phase, the one-side SMC has the typical advantages
of SMC strategies, such as robustness and low computational cost, see
Section 5.4.

• When the one-side SMC is not active, it uses no degrees of freedom of
the system and its state can evolve according to other lower priority
tasks, see Section 2.3.

Note that the proposed method has been coined one-side SMC because
it behaves as conventional SMC only from one side of the sliding surface
(constraint boundary), i.e., only when the system state is in the non-allowed
region. In fact, conventional SMC (equality constraint) can be obtained
combining two one-side SMCs (inequality constraints), where the first one
considers A as the non-allowed region, while the second one considers B as
the non-allowed region, see Fig. 2-right. Thus, in this case only the boundary
of both inequality constraints is allowed, i.e., the sliding surface.

It is also worth noting that in conventional SMC the sliding surface (i.e.,
the equality constraint) is typically designed to assign the desired dynamics,
to achieve a reference state, etc. In contrast, the proposed one-side SMC
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is intended to “confine” the system state within the allowed region given by
the inequality constraints and, in doing so, the system state can thus “freely”
evolve within the boundaries of the allowed region, e.g., according to other
lower priority tasks as discussed in Section 2.3.

3.3. Control law for the one-side sliding mode control
The theorem below presents the one-side SMC law proposed to satisfy

inequality constraints.

Theorem 1. Consider the following dynamical system with nx states and nu
inputs given by:

ẋ = f(x,d) + g(x)u, (8)

where x(t) is the state vector, d(t) is an unmeasured disturbance or model
uncertainty, u(t) is the control input vector (possibly discontinuous), f is a
vector field and g is a set of vector fields.

Consider also that the system state vector x is subject to inequality con-
straints φi(x) ≤ 0, i = 1, . . . , N , where φi(x) is the ith inequality constraint
function. Thus, the region Φ of the state space compatible with the constraints
on state x is given by:

Φ = {x | φi(x) ≤ 0} , (9)

with i = 1, . . . , N .
Then, assuming that the constraint functions φi are differentiable around

the boundary of the allowed region, which is given by φi = 0, the control
action u that fulfills the variable structure control below guarantees that the
system converges to Φ in finite time and remains there henceforth:

v2m (pos (φ))Lgφ u = −W pos (φ) u+ (10)

u+ >
na∑

i=1

(max(Lfφi, 0))/diagmin(W), (11)

where function v2m(·) converts a vector into a diagonal matrix, function
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pos(·) represents the positive function1 (i.e., pos(x) is equal to 0 if x < 0
and equal to 1 if x > 0), matrix Lgφ contains the row vectors Lgφi of all
inequality constraints, the scalar Lfφi and the row vector Lgφi denote the
Lie derivatives of the inequality constraints in the direction of vector field f
and in the direction of the set of vector fields g, respectively, φ is a column
vector with all the inequality constraint functions φi, positive scalar u+ is the
so-called switching gain, which can be either constant or varying in time, W
is a diagonal matrix representing the switching gain weights for the inequality
constraints, na is the number of active inequality constraints, i.e., those with
φi ≥ 0, and function diagmin(·) computes the minimum value of the diagonal
elements of a matrix.

Therefore, the required control action u can be easily computed from the
control equality (10) by applying the Moore-Penrose pseudoinverse [10], see
Section 2.3.

Note that the expression v2m(pos(φ)) is used in (10) to obtain the zero
value on the left-side of the control equality for the non-active inequality
constraints, i.e., those with φi < 0. Thus, no degrees of freedom of the
system are used by these constraints when computing the control action u
via the Moore-Penrose pseudoinverse, as mentioned above.

The proof of Theorem 1 is analogous to Proof 2.1 in [40] for conventional
SMC. The main difference is that the commutation function sign(·) typically
used in conventional SMC has to be replaced with the commutation function
pos(·) used in the proposed one-side SMC. Obviously, the condition obtained
for the switching gain is different and, hence, the proof is given below for
completeness.

Proof. Firstly, the inequality constraint vector is partitioned into two sub-
vectors φ = [φna T φN−na T]T, where the first subvector is composed of
the na active inequality constraints (i.e., those with φi ≥ 0) and the second
subvector of the remaining non-active inequality constraints (i.e., those with
φi < 0).

1Note that pos(·) is a commutation function that plays the same role as the sign func-
tion sign(·) typically used in conventional SMC [34]. Hence, while by definition the values
of pos(x) and sign(x) fall within the intervals [0, 1] and [−1, 1] respectively, at the com-
mutation point x = 0 they are actually indeterminate. Although it is unlikely that x
equals exactly zero, to be conservative pos(0) = 1 will be used in order to guarantee the
fulfillment of the inequality constraints.
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Assuming that φna(0) > 0, the goal of this proof is to show that conver-
gence to point φna = 0 is achieved in finite time.

The column vector φ̇ composed of the constraint function derivatives φ̇i
is given by

φ̇ =
∂φT

∂x
f(x,d) +

∂φT

∂x
g(x)u = Lfφ + Lgφu. (12)

Premultiplying (12) by v2m (pos (φ)) and substituting (10) yields:

v2m(z)φ̇ = v2m(z)Lfφ−Wz u+, (13)

where z is a column vector with the ith-component zi = 1 if φi > 0 and
zi = 0 if φi < 0.

Let V = zT v2m(z)φ be a Lyapunov function candidate. Vector φna can
be generically partitioned into two subvectors φna = [φb T φna−b T]T, where
SM occurs in the manifold given by φb = 0, whereas the components of
vector φna−b are greater than zero. Obviously, one of these two subvectors
may be empty at a certain time: typically φb is empty at the beginning,
while φna−b is empty at the end, i.e., there are no constraints in SM at the
beginning, while all of them are in SM at the end. Since vectors zna−b = 1
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and zN−na = 0 are constant, the time derivative of V results in:

V̇ =
d
(
zT v2m(z)φ

)

dt

=
d
(
zT v2m(z)

)

dt
φ + zT v2m(z) φ̇

=

d






zb

1
0




T

v2m





zb

1
0









dt




0

φna−b

φN−na


+ zT v2m(z) φ̇

=

d


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

zb

1
0




T 

v2m(zb) O O

O I O
O O O







dt




0

φna−b

φN−na


+ zT v2m(z) φ̇

=
d
([

(zb)Tv2m(zb) 1T 0T
])

dt




0

φna−b

φN−na


+ zT v2m(z) φ̇

=

[
d
(
(zb)Tv2m(zb)

)

dt
0T 0T

]


0

φna−b

φN−na


+ zT v2m(z) φ̇

= zT v2m(z) φ̇, (14)

where 1 and 0 are the column vectors of suitable size with all their elements
equal to 1 and 0, respectively, and I and O are the identity and zero matrices
of suitable size, respectively.

Substituting (13) in (14) yields:

V̇ = zT v2m(z) Lfφ− zT Wz u+. (15)

Since zN−na = 0 and the components of vector zna range from 0 to 1, the
upper bound of the first term in (15) is given by zna

i = 1 when Lfφ
na
i > 0
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and zna
i = 0 when Lfφna

i < 0, that is:

zT v2m(z) Lfφ ≤
na∑

i=1

(max(Lfφi, 0)). (16)

Since matrix W is positive definite, the second term in (15) is negative
and its upper bound is given by:

− zT Wz u+ ≤ −diagmin(W) ‖z‖22 u+
where ‖z‖2 ≥ 1 ∀ φ > 0, (17)

because if vector φna−b is not empty at least one component of vector z is
equal to 1.

From (16) and (17), the upper bound of the time derivative of the Lya-
punov function V results in:

V̇ ≤
na∑

i=1

(max(Lfφi, 0))− diagmin(W) u+. (18)

Therefore, if u+ fulfills (11) the Lyapunov function decays at a finite rate,
it vanishes and collective SM in the intersection of the na active inequality
constraints occurs after a finite time interval.

3.4. Assumption about the system initialization
The design procedure of a SMC includes two major steps encompassing

the two main phases of SMC [47]: reaching phase (thick dashed line in Fig. 2,
left), where the system state is driven from any initial state to reach the
sliding surface or switching manifold; and SM phase (thick continuous line
in Fig. 2, left), where the system is induced into the sliding motion on the
switching manifold.

The one-side SMC proposed in this work is focused on the SM phase (thick
continuous line in Fig. 2, right), i.e., it is used to keep the system within the
limits of the allowed region. Therefore, in this work it is implicitly assumed
that the system starts in the allowed region and, hence, the initial reaching
phase is obviated.

If this assumption is not fulfilled, it is convenient to use a proper control
method for the initial reaching phase in order to guarantee the entry of
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the system state in the allowed region without overshoot2. Several control
methods have been developed in the SMC literature to improve the reaching
phase, see [46, 3] among others. However, this is out of the scope of this
research.

3.5. Modified constraints
Approaching the boundary of the inequality constraints at high speed

is not advisable because, in general, large joint accelerations q̈ would be
required to slow down the robot motion in order to keep it on the constraint
boundary. Therefore, the actual constraints σi will be modified to include
the speed of movement as follows:

φi = σi +Kiσ̇i ≤ 0, (19)

where Ki is a free design parameter that determines the rate of approach to
the boundary of the original inequality constraint.

3.6. Chattering
Discrete-time implementations of the proposed one-side SMC makes the

system leave the ideal SM and oscillate with finite frequency and amplitude
inside a band around φ = 0, which is called chattering [9]. The upper
bound for the chattering band 4φ of the proposal can be obtained using the
Euler-integration of the discontinuous control action given by Eq. (10), that
is:

4φ = Ts |Lgφ u| = Ts u
+ diag(W), (20)

where Ts is the sampling time of the robot system and function diag(·) gives
a column vector with the diagonal elements of a square matrix.

3.7. Adaptive switching gain
The selection of the switching gain u+ is a common issue in SMC appli-

cations. A number of options for this purpose are discussed below.

2Note that the SMC used in the SM phase may result “too aggressive” for the initial
reaching phase due to a choice of high gains, giving rise to large accelerations and velocities
that cannot be promptly reduced once the allowed region has been reached.
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Firstly, a big number could be chosen for u+ in order to ensure that it
is greater than the lower bound given by (11). However, such big numbers
may induce unnecessary control effort and chattering amplitude, see (20).

Therefore, in order to avoid these drawbacks, a second option consists in
estimating the mentioned lower bound and choosing a value slightly larger
than the estimated one. However, since this lower bound depends on the
system state, as usual in SMC applications, it may be difficult to estimate it
a priori. Thus, many practical applications use a third option that consists
in running the system application (either in simulation or experimentally)
in order to empirically tune a proper value for u+ so that the SM behavior
is fulfilled at all times and the control effort and chattering amplitude are
minimized.

Finally, taking into account that the switching gain u+ can be varying in
time, a fourth option consists in using an adaptive switching gain u+(t) (ASG)
on the basis that different parts of the system trajectory may require very
different SM control actions. That is, the lower bound for u+ may drastically
change from one part of the trajectory to another, e.g., it is typically larger
when the system trajectory executes abrupt maneuvers. The main advantage
of this adaptive approach is that the control effort and chattering amplitude
are minimized online according to the current part of the trajectory.

Many ASG laws can be found in the literature for conventional SMC,
see [50, 8, 29, 6, 21, 26, 33, 37, 18, 43] among others. In the same spirit
of the ASG discrete algorithm presented in [26, 45], this work considers the
following ASG law for the proposed one-side SMC:

u+(k) = u+(k − 1) + Ts µ fASG(φ(k), φ(k − 1)), (21)

where u+(k) and u+(k − 1) are the values of the switching gain for the
current and the previous time steps, respectively, φ(k) and φ(k−1) are values
of the inequality constraint function for the current and the previous time
steps, respectively, µ is a positive configuration parameter that determines
the speed of the adaptation and function fASG(A,B) is equal to: 1 if B > 0
and A > 0; −1 if B > 0 and A < 0; and 0 for the remaining cases.

This ASG law is explained as follows: when the inequality constraint
is unfulfilled at a given time step (i.e., φ(k − 1) > 0) the switching gain
is decreased or increased depending on whether the constraint boundary is
successfully crossed or not at the next time step, i.e., depending on whether
the inequality constraint is fulfilled (i.e., φ(k) < 0) or not (i.e., φ(k) > 0)
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at the next time step. Hence, the method aims to lead the system to cross
the boundary of the inequality constraint whenever it is unfulfilled while
minimizing the switching gain.

Therefore, starting from any initial point in the non-allowed region the
system will cross the boundary of the inequality constraint in finite time
and, for constant conditions, the switching gain given by (21) converges to a
bounded region. The proof can be obtained straightforward considering the
extension described in [26] and using ρ+(k) = u+ and ρ−(k) = 0. Details
omitted for brevity.

It is interesting to remark that, due to unmodeled dynamics (nonlinear-
ities, delays, noisy signals, etc.), in some cases it could be difficult for real
systems to cross the constraint boundary in just one time step. In theses
cases, the commutation condition (21) could be “relaxed”, i.e., a few time
steps (e.g., two or three) may be considered instead of just one time step to
evaluate if the constraint boundary has been successfully crossed or not in
order to decrease or increase the switching gain.

4. Proposed approach

4.1. Overview of the method
The objective of this work is to obtain a hybrid position/force robot

control so that the robot and the human operator cooperatively manipulate
and transport loads/objects. In particular, some coordinates of the robot
pose are controlled to achieve the reference values imposed by the transport
task, e.g., to keep a reference orientation, to keep a reference vertical position,
etc. Meanwhile, the remaining coordinates of the robot pose are guided by
the human operator using a force sensor located at the robot tool to detect
the operator’s forces.

Fig. 3 shows the block diagram of the proposed method. Four tasks
with different priority levels are considered. Level 1 (high-priority task) is
developed using the SMC theories described in Section 3 in order to fulfill
a set of inequality constraints to ensure the required transport conditions
for the object. Level 2 (medium-high-priority task) is also developed using
the SMC described in Section 3 in order to fulfill the inequality constraints
required for the robot to track the human operator’s forces using the force
sensor located at the robot tool. Note that the forces exerted by the human
operator are detected by the force sensor either if they are applied to a handle
located at the end-effector or directly to the transported object, labeled in
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v2m(pos(φ1))K1H1J︸ ︷︷ ︸
A1

q̈c = −W1pos(φ1)u
+
1︸ ︷︷ ︸

b1

(30)

W1=W1,prev+Ts µ1 fASG(φ1,φ1,prev) (31)

LEVEL 1 (SMC - Constraints for the
transportated object)

v2m(pos(φ2))K2H2Jn︸ ︷︷ ︸
A2

q̈c = −W2pos(φ2)u
+
2︸ ︷︷ ︸

b2

(38)

W2=W2,prev+Ts µ2 fASG(φ2,φ2,prev) (41)

LEVEL 2 (SMC - Constraints to track
human operator’s forces)

J︸︷︷︸
A3

q̈c = −K3,vṗ− sign(ṗ)u+
3︸ ︷︷ ︸

b3

(42)

LEVEL 3 (Speed reduction)

I︸︷︷︸
A4

q̈c = −K4,vq̇+K4,p(q0 − q)︸ ︷︷ ︸
b4

(43)

LEVEL 4 (Home configuration)

q̈c,i = q̈c,i−1 + (AiNi−1)
†(bi −Aiq̈c,i−1) (6)

Ni = Ni−1

(
I− (AiNi−1)

†(AiNi−1)
)

(7)

with i = 1, 2, 3, 4, q̈c,0 = 0, N0 = I

TASK PRIORITY
REDUNDANCY RESOLUTION

∫

FORCE SENSOR
+

LOW PASS FILTER

LOAD

INTEGRATION

F

F

JOINT
SENSORS
{q, τ}

{q, q̇}

{q, q̇}

ROBOT
CONTROLLER

1
2

q̈c,4 q̇c

Fig. 3. Block diagram of the method.

Fig. 3 with numbers 1 and 2 inside a circle, respectively. Level 3 (medium-
priority task) is used to reduce to zero the speed of the robot tool when no
operator’s forces is detected by the force sensor. Finally, Level 4 (low-priority
task) is considered for the case of redundant robots to keep the robot close
to the so-called home configuration.

The input to all four levels is the robot state {q, q̇} obtained from the
robot controller. Moreover, Level 2 has also as input the vector F of forces
and torques measured by a sensor located at the robot tool, which has already
been filtered by the sensor electronics. Each level must satisfy an acceleration
equality of the form Aiq̈c = bi (5) whose square error must be minimized.
For this purpose, the task priority redundancy resolution given by Eqs. (6)
and (7) is used to obtain the commanded acceleration q̈c,4, which is integrated
and sent to the robot controller. Finally, the robot controller performs a low-
level control loop to track the commanded velocity q̇c using the current angles
q and torques τ measured by the joint sensors.

Note that the above scheme represents a hybrid position/force control
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since position control is carried out in Level 1, Level 3 and Level 4, whereas
force control is carried out in Level 2.

4.2. Procedure to apply Theorem 1
The acceleration equalities for Level 1 and Level 2 are obtained below

using the SMC presented in Section 3. In particular, the following steps
must be followed to apply Theorem 1:

1) Define a dynamical system in the form of Eq. (8).
2) Define the inequality constraints φi = σi +Kiσ̇i ≤ 0 to be satisfied.
3) Compute the lie derivatives Lgφi.
4) Establish the control equality (10) to be fulfilled, where the switching

gain u+ and switching gain weights W are the control parameters and
the control action u will be computed from this equality by applying
the Moore-Penrose pseudoinverse, see Section 2.3.

For the first step 1), a dynamical system is considered with state vector
x =

[
qT q̇T

]T, disturbance vector d = dc and input vector u = q̈c. Hence,
the model is a double integrator, and from (4) the state equation results in:

ẋ =

[
O I
O O

]
x +

[
0
dc

]
+

[
O
I

]
u, (22)

and, therefore, the Lie derivatives for the constraint function φi are given by:

Lgφi = (∂φi/∂q̇)T (23)

Lfφi = (∂φi/∂q)T q̇ + (∂φi/∂q̇)T dc. (24)

The remaining steps 2), 3) and 4) for Level 1 and Level 2 are tackled
below in Section 4.3 and Section 4.4, respectively.

4.3. Level 1: Constraints for the transported object
A typical constraint imposed by the transport task is to keep a reference

orientation for the object when the robot and the human operator coop-
eratively transport it. To accomplish this, the following three inequality
constraints are defined:

σ1,α(p) =|α− αref | − αmax ≤ 0 (25)
σ1,β(p) =|β − βref | − βmax ≤ 0 (26)
σ1,γ(p) =|γ − γref | − γmax ≤ 0, (27)
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where {α, β, γ} and {αref , βref , γref} are the actual and reference values,
respectively, for the roll-pitch-yaw orientation angles and {αmax, βmax, γmax}
are the maximum absolute deviation allowed for these angles.

Taking into account (19), (23) and (25)–(27), the Lie derivative Lgφ1 for
the first level, which is required for the SMC in (10), is given by:

Lgφ1 = (∂φ1/∂q̇)T = K1 (∂σ1/∂q)T = K1H1J, (28)

where σ1 and φ1 are column vectors composed of the three inequality con-
straints above, K1 is a diagonal matrix composed of all approaching param-
eters K1,i for the first level and:

H1 =




0 0 0 sign(α− αref ) 0 0
0 0 0 0 sign(β − βref ) 0
0 0 0 0 0 sign(γ − γref )


 , (29)

where sign(·) represents the sign function.
Therefore, the acceleration equality for the first level results in:

v2m (pos (φ1))K1H1Jq̈c = −W1pos (φ1)u
+
1 → A1q̈c = b1, (30)

where W1 and u+1 are the switching gain weight matrix and switching gain,
respectively, for the first level and A1 and b1 are the matrix and vector for
the first task in (5).

Using the proposed ASG law given by (21), the switching gain weight
matrix W1 is adapted as follows:

W1 = W1,prev + Ts µ1 fASG(φ1,φ1,prev), (31)

where W1,prev and φ1,prev are the weight matrix and constraint function vec-
tor of the previous sample time, respectively, µ1 is the adaptation parameter
for Level 1 and function fASG(v1,v2) gives a diagonal matrix with the i-th
diagonal element given by fASG(v1,i, v2,i).

4.4. Level 2: Constraints to track human operator’s forces
The second level includes the inequality constraints required for the robot

to be guided by the human operator when both cooperatively transport the
object. These constraints, defined below, depend on the vector of forces
and torques measured by a force sensor located at the robot tool. In many
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applications, the interaction forces between the tool and the environment
(in this case the human operator) can be approximated by the ideal elastic
model below [35]:

F(q, t) = Ks ∆s(q,ps) =
[
Fx Fy Fz Fα Fβ Fγ

]T
, (32)

where F is the force vector relative to the tool coordinate system, Ks is a
diagonal matrix with the stiffness coefficients for each tool axis and vector ∆s
is the mechanical deformation of the sensor relative to the tool coordinate
system, which depends on the robot configuration q and the position and
orientation ps of the object in contact with the robot, i.e., the human operator
guiding the robot tool. Note that, in general, both Ks and ps are variable.

The following constraint σ2,l is proposed to track the human operator’s
forces in the linear axes:

σ2,l(F) = σ2,l(q, t) =
√
F 2
x + F 2

y + F 2
z − Fl,0 = Fl − Fl,0 ≤ 0, (33)

where the constraint becomes active when the magnitude Fl of the linear
forces detected by the sensor is larger than the threshold Fl,0, in which case
the robot tool is moved by the proposed SMC in the direction of the detected
linear forces in order to fulfill the constraint. Note that the smaller is thresh-
old Fl,0, the less effort is for the human operator to move the transported
object, i.e., the robot tool.

Taking into account (19), (23) and (33), the Lie derivative Lgφ2,l for the
above constraint, which is required for the SMC in (10), is given by:

Lgφ2,l = K2,l (∂σ2,l/∂q)T = K2,l

[
F x F y F z 0 0 0

]
KsJn, (34)

where K2,l is the approaching parameter for the constraint σ2,l, F i = Fi/Fl
represents the normalized linear force in the i axis and Jn is the geometric
Jacobian relative to the tool coordinate system [35], i.e., the Jacobian matrix
relating the joint velocities q̇ and the linear and angular velocities of the end-
effector relative to the tool coordinate system.

Similarly, other constraints can be considered in this level if the human
operator is also allowed to change the orientation of the transported object.
For instance, if the object can be rotated by the human operator in the yaw
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axis, the following is considered:

σ2,γ(F) = σ2,γ(q, t) = |Fγ| − Fγ,0 ≤ 0, (35)

where Fγ,0 represents the torque threshold in the yaw axis and, hence, the
Lie derivative Lgφ2,γ for this constraint results in:

Lgφ2,γ = K2,γ

[
0 0 0 0 0 sign(Fγ)

]
KsJn. (36)

where K2,γ is the approaching parameter for the constraint σ2,γ.
Note that the robot degree-of-freedom required to control the constraint

given by (35) is only available at the second level if the constraint (27) in the
first level is not included or not active.

The acceleration equality for the second level results in:

v2m (pos (φ2))Lgφ2q̈c = −W2 pos (φ2) u
+
2 , (37)

where φ2 is a column vector composed of the inequality constraints above,
Lgφ2 is a matrix composed of the row vectors Lgφi of the constraints above,
and W2 and u+2 are the switching gain weight matrix and switching gain,
respectively, for the second level.

Since the stiffness coefficients Ks in Lgφ2,l (34) and Lgφ2,γ (36) may not
be known, they can be included in the switching gain weight matrix W2, so
that the SMC given by (37) is modified as follows:

v2m (pos (φ2))K2H2Jnq̈c = −W2pos(φ2) u
+
2 → A2q̈c = b2, (38)

where A2 and b2 are the matrix and vector for the second task in (5), K2 is a
diagonal matrix composed of all approaching parameters K2,i for the second
level and:

H2 =

[
F x F y F z 0 0 0
0 0 0 0 0 sign(Fγ)

]
(39)

W2 =

[
W2,l/Ks,l 0

0 W2,γ/Ks,γ

]
=

[
W 2,l 0

0 W 2,γ

]
, (40)

where it has been assumed the same stiffness coefficient Ks,l for all the linear
coordinates and, hence, the linear motion of the robot tool given by (38) is
in the same direction as the human operator’s forces, which are detected by
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the tool sensor3.
Using the proposed ASG law given by (21), the switching gain weight

matrix W2 is adapted as follows:

W2 = W2,prev + Ts µ2 fASG(φ2,φ2,prev), (41)

where W2,prev and φ2,prev are the weight matrix and constraint function vec-
tor of the previous sample time, respectively, and µ2 is the adaptation pa-
rameter for Level 2.

4.5. Level 3: Speed reduction
Note that Level 2 computes the joint accelerations required to track the

forces exerted by the human operator. Thus, when the sensor detects no
forces the accelerations given by Level 2 are zero, but in general the robot
speed is not zero. Hence, it is required to reduce the speed to zero to stop the
robot motion. In particular, the following equality is considered to reduce
the tool speed to zero:

Jq̈c =−K3,vṗ− sign(ṗ)u+3 → A3q̈c = b3, (42)

where the Cartesian speed of the robot tool ṗ is obtained from the first-order
kinematics (2), K3,v is the velocity correction gain of the continuous term in
the above control law, u+3 is the switching gain of the conventional SMC used
in the second term, and A3 and b3 are the matrix and vector for the third
task in (5).

Note that, basically, the above control law uses the first continuous term
for speed reduction when ṗ 6= 0 and the second switching term to compen-
sate the term J̇q̇ of the robot second-order kinematics (3) when ṗ = 0. This
hybrid control law has several advantages: the time derivative of the robot
Jacobian is not required; the switching gain u+3 can be relatively small, reduc-
ing the chattering effects, while a fast speed convergence to zero is obtained

3If the actual values of the linear stiffness coefficients are different, the optimal direction
(i.e., the gradient vector) to reduce the value of the constraint function σ2,l in order to
fulfill (33) is not the same as the human operator’s forces. That is, the gradient tends
to the direction of the axes that have larger stiffness coefficients in order to promptly
reduce the value of the constraint function. However, since the purpose of this inequality
constraint is to “follow” the human operator’s forces, it is convenient from a practical point
of view to consider the same stiffness coefficient for all the linear coordinates.
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due to the continuous correction term.

4.6. Level 4: Home configuration
This level is considered only for the case of redundant robots (e.g., the one

used in the experiments in Section 8) since otherwise there are no remaining
degrees of freedom at this level. Among the different available options in
literature, this work considers “pushing” the robot to a home configuration
q0 for increasing safety, in order to avoid a bias robot self-motion which
may lead achieving critical areas due to, for instance, joint limits, singular
configurations or possible obstacles in the robot workspace. To accomplish
this purpose, the following equality is considered:

q̈c = −K4,vq̇ +K4,p(q0 − q) → A4q̈c = b4, (43)

where K4,v and K4,p are the gains used for the velocity and position correc-
tions, respectively, and A4 and b4 are the matrix and vector for the fourth
task in (5).

5. Additional remarks

5.1. Control action
In this work the joint accelerations are considered as the SM discontin-

uous control action, which yields two advantages: the joint velocities are
continuous (smoother control) and it allows to reach smoothly the boundary
of the inequality constraints. If the actual control action are the joint veloc-
ities, a pure integrator can be applied to the discontinuous control signal to
compute the actual continuous control action. Similarly, if the actual control
action are the joint positions, a double integrator can be applied between
both signals.

5.2. Time derivatives
The proposed approach requires the derivatives of the roll-pitch-yaw ori-

entation angles {α, β, γ} and force vector F for the SMC in the first and
second levels, respectively. On the one hand, the derivative of the orienta-
tion angles can be computed from the robot Jacobian matrix and the joint
velocities obtained from the robot controller, see (2). On the other hand, the
derivative of the force vector can be obtained using numerical differentiation,
e.g., the well-known backward Euler approximation. However, some kind
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of filtering should be previously applied to the measured force vector when
non-negligible noise is present. It is important to remark that the low-pass
filter used for noise reduction must not limit the bandwidth of the control
law, see Section 8.1.

5.3. Differentiability of the constraint functions
As mentioned in Theorem 1, the inequality constraint functions φi must

be differentiable around the boundary of the allowed region (given by φi = 0)
in order to compute the required Lie derivatives Lgφi for the SM control
action in (10). If this assumption is not fulfilled at a given point around
the mentioned boundary, when the system state is at this point the SM
behavior of the proposed method is temporarily lost and the constraints may
be unfulfilled.

For instance, constraint functions {σ1,α, σ1,β, σ1,γ, σ2,γ} in Section 4.3 and
Section 4.4 are not differentiable at {α = αref , β = βref , γ = γref , Fγ = 0},
respectively, see (25)–(27) and (35). This is due to the absolute value function
| · | used in the constraint definition, i.e., the absolute value function has been
used to combine two differentiable constraints into a single unified constraint:
x−xmax ≤ 0 and −x−xmax ≤ 0 are combined into constraint |x|−xmax ≤ 0,
which is not differentiable at point x = 0. However, the point remains
within the allowed region and far away from its boundary4, which is given by
x = xmax and x = −xmax. Therefore, the non-differentiable points described
above do not represent a real concern to properly compute the SM control
action given by (10) when the inequality constraints become active around
the boundary of the allowed region.

5.4. Advantages of the proposed method
The first advantage of the proposed multitask SMC is complementarity :

one task is in charge of achieving the reference values required by the trans-
port task, while another task is in charge of controlling the robot force in
order to track the human operator’s forces when both cooperatively trans-
port the object. Moreover, other advantages of the proposed one-side SMC
to satisfy the inequality constraints in the first and second levels are:

4Note that if xmax tends to zero the allowed region is negligible and, hence, it makes
little sense to consider an inequality constraint, and the equality constraint x = 0 should
be considered instead, which can then be fulfilled using conventional SMC.
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• Smoothness : firstly, the joint velocities are continuous since the SM
control action are the joint accelerations; and, secondly, the constraints
boundary is reached progressively depending on a free design param-
eter, i.e., the velocity perpendicular to the constraint manifold is pro-
gressively reduced to zero.

• Robustness : the algorithm is robust against the Lie derivatives Lfφi
since they are collinear [9] with the discontinuous control action. There-
fore, it is not affected by the terms included in Lfφi, such as: the in-
accuracies dc of the low-level control loop; the pose ps of the robot
environment (i.e., the human operator guiding the robot tool) and its
derivative; the time derivative of the Jacobian matrix J; etc.

• Low computational cost : Only partial information of the system model
is used, i.e., the Lie derivatives Lfφi are not needed (see the terms listed
above), only the Lie derivatives Lgφi are required. In particular, the
one-side SMC for Level 1 is given by (30) and only requires the robot
Jacobian and the roll-pitch-yaw orientation angles of the robot tool
and their time derivatives. Similarly, the one-side SMC for Level 2 is
given by (38) and only requires the robot Jacobian and the force sensor
measurement F and its time derivative. Hence, the proposed approach
only requires a few program lines and has reduced computation time,
see Section 7.

As is the case with other SMC-based controllers, the main disadvantage
of the method is the chattering drawback, see Section 3.6, although this
problem becomes negligible for reasonable fast sampling rates.

6. Simulation

In this section, the main features of the proposed adaptive one-side SMC
are illustrated by simulating a DC motor model, as it allows to better high-
lighting the merits of the proposed controller with a traditional example, and
show its performance with full command of the conditions. Note that this
model represents a joint of the robot system and can be easily extrapolated
to a given number of joints, as considered in the real experimentation of
Section 8.
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The DC motor model is given by:

ω̇ = (Kt i− b ω)/J (44)

i̇ = (−R i+ um −Ke ω)/L, (45)

were ω is the rotor angular velocity, i is the armature current, um is the
voltage source, J is the moment of inertia of the rotor, b is the motor viscous
friction constant, Ke is the electromotive force constant, Kt is the motor
torque constant, R is the electric resistance and L is the electric inductance.

For this model, the output of the system will be the rotor speed ω and
the input or control action the voltage um.

In order to track the reference velocity ωref the original and modified
inequality constraints for the one-side SMC are defined in terms of the error
e = ωref − ω as follows:

σm(ω) = |e| − emax ≤ 0, φm(ω, ω̇) = σm +Kmσ̇m ≤ 0, (46)

whereKm is the approaching parameter to the original constraints and emax is
the maximum allowed tracking error. Note that the relative degree between
the constraint function φm and the control action um is equal to one, as
required by SM control theory.

Therefore, the Lie derivative Lgφ and the control equality (10) for the
one-side SMC result in:

Lgφm = −(KmKt/L) sign(e) (47)
pos(φm)sign(e)um = pos(φm)u+, (48)

where the switching gain u+ includes all the constants of the control law.
By applying the Moore-Penrose pseudoinverse (see Section 2.3) in (48),

the control action um results in:

um = (pos(φm)sign(e))†pos(φm)u+ = (sign(e))†pos(φm)u+

= sign(e)pos(φm)u+, (49)

where it has been taken into account that (0)† = 0.
It is interesting to remark that the constraint function in (46) is not

differentiable at point e = 0. This however bears no significance to properly
compute the SM control action with (49) when the inequality constraint
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becomes active since this point is far away from the boundary of the allowed
region, which is given by e = emax and e = −emax, see Section 5.3.

6.1. Simulation conditions
The simulation was run under the following conditions:

• Parameters used for the DC motor model: J(t0) = 0.1 kg·m2, b =
0.1 N·m·s, Ke = 0.01 V·s, Kt = 0.01 N·m/A, R = 1 Ω and L = 0.5 H.

• The reference speed is a sinusoidal wave given by ωref (t) = 25 +
25 sin(1.33πt− π/2)) deg/s.

• The approaching parameter Km is equal to 0.1.

• The maximum allowed tracking error emax for the inequality constraints
is equal to 2 deg/s.

• The parameters used for the switching gain are:

– FSG (fixed switching gain) High: u+ = 200

– FSG Low: u+ = 45

– ASG (adaptive switching gain): u+(0) = 45 and µm = 3000.

• The simulation period Ts was set to one millisecond

The simulation results presented below were obtained using MATLAB R©.

6.2. Results for the adaptive one-side SMC
Fig. 4 and Fig. 5 show the behavior of the one-side SMC with a fixed

switching gain (FSG), either using a high or a low gain, and with the proposed
ASG algorithm. It can be seen in the top graph of Fig. 4 that the tracking
error for the FSG case with low switching gain is larger than the maximum
allowed error emax during some phases of the simulation. This is because the
SM is lost, as depicted by the commutation function pos(φm) in the third
graph (from top) of Fig. 5(b). This is indicative of a value for the switching
gain that is not large enough. In contrast, for both the case of FSG with high
switching gain and the ASG method, tracking error is contained within the
allowed band (refer to the top graph in Fig. 4), and the SM works properly,
as indicated by the commutation function in the third graph of Fig. 5(a)
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and Fig. 5(c). However, as illustrated by the middle graph in Fig. 4, the
ASG method employs a lower value for the switching gain. As such, the final
values for the control action um (49) and chattering band obtained with the
ASG method are smaller than those required by the case of FSG with high
gain. This effect can be seen in the bottom graphs of Fig. 5(a) and Fig. 5(c),
and the detail view of the constraint functions φm in Fig. 5(d), respectively.

Therefore, according to the above simulation analysis it can be concluded
that the proposed adaptive one-side SMC has a good performance and adapts
effectively the switching gain in order to reduce the control effort and the
chattering amplitude.

6.3. Comparison with conventional SMC
The proposed one-side SMC is compared in this section with the conven-

tional SMC, whose control action um for the motor control is given by:

um = sign(φm)u+. (50)

The simulation was run under the same conditions indicated in Section 6.1
except for the following: reference speed ωref (t) = 5 + 25 sin(1.33πt) deg/s
and switching gain parameters u+(0) = 250 and µm = 0, i.e., a FSG is
considered for simplicity.

Fig. 6 shows the simulation results for both conventional and one-side
SMCs. It can be seen that, once the initial error has been corrected (reaching
mode), the conventional SMC keeps the error signal at zero (top graph)
switching the control action value from positive to negative and vice versa
(second graph), which is known as SM. In contrast, the one-side SMC only
applies a correction (third graph), i.e., the value of the control signal is not
zero, when the error signal is about to leave the allowed region (top graph)
in order to keep the system within the limits. Therefore, it can be concluded
that the proposed one-side SMC has a good performance and is especially
suitable for non-negligible allowed regions, since otherwise the behavior is
very similar to that obtained with conventional SMC. It is important to
remark that when the one-side SMC applies no correction, the control signal
can be used to achieve other goals of lower-priority tasks, see Section 2.

As in the case of conventional SMC, the proposed one-side SMC method
suffers from the chattering drawback, see Section 3.6 and Section 5.4. How-
ever, this issue is partially mitigated in this work introducing a first-order
low-pass filter between the original constraint function σi and the modified
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constraint function φi, see (19). Therefore, although φi theoretically switches
its value every sampling period when the inequality constraint is active, the
original constraint function σi remains smooth, see the fourth graph in Fig. 6.

7. Controller implementation

The pseudo-code of the proposed method is shown below. The algorithm
is executed at Ts seconds sampling time, and incorporates the following aux-
iliary functions:

• Kinematic function l(q) and Jacobian matrices J and Jn.

• Moore-Penrose pseudoinverse (·)† using a tolerance to set to zero the
very small singular values, see Section 2.

• Robot sensors: GetRobotStateAndForce, which returns the current
robot state {q, q̇} and the force F detected by the sensor, which has
already been filtered by the sensor electronics.

• Actuators: SendToJointControllers(q̇c), which sends the current com-
manded joint velocity vector to the joint controllers.

The computation time per iteration of the algorithm using compiled C
code in a computer with Intel Core i5-3470 processor at 3.2 GHz clock fre-
quency was around 15 microseconds for the experiments in Section 8.

8. Real experimentation

The setup used for the experiments consists of (Fig. 7): a Sawyer col-
laborative robot in floor-mounted position; a Force/Torque Sensor Nano25
attached to the robot end-effector; a tool consisting of a joystick and a flat
rectangular plastic object of 190x95x3mm attached to the sensor; and a shot
glass with liquid.

The controller is implemented in an external PC (Intel Core i5-3470 pro-
cessor at 3.2GHz) using Ubuntu 16.04 as O.S., ROS Lunar distribution, In-
tera 5 SDK from Rethink Robotics, and the netft_rdt_driver ROS package
provided by ATI Industrial Automation. All Sawyer robot, force sensor and
external PC are connected to a router and communicate via UDP protocol.
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Algorithm executed at sampling time of Ts seconds
1 [q, q̇,F] =GetRobotStateAndForce;
2 p = l(q) ; // Eq. (1)
3 ṗ = Jq̇ ; // Eq. (2)
4 Ḟ = (F− Fprev)/Ts ; // Derivative

5 φ1 =



|α− αref | − αmax +K1,α sign(α− αref ) α̇
|β − βref | − βmax +K1,β sign(β − βref ) β̇
|γ − γref | − γmax +K1,γ sign(γ − γref ) γ̇


 ; // Eqs. (19),(25)-(27)

6 φ2 =




√
F 2
x + F 2

y + F 2
z − Fl,0 +K2,l

ḞxFx + ḞyFy + ḞzFz√
F 2
x + F 2

y + F 2
z

|Fγ | − Fγ,0 +K2,γ sign(Fγ) Ḟγ


 ;

// Eqs. (19),(33),(35)
7 W1 = W1,prev + Ts µ1 fASG(φ1,φ1,prev) ; // Eq. (31)
8 W2 = W2,prev + Ts µ2 fASG(φ2,φ2,prev) ; // Eq. (41)
9 A1 = v2m (pos (φ1))K1H1J ; // Eq. (30)

10 b1 = −W1 pos (φ1) u
+
1 ; // Eq. (30)

11 A2 = v2m (pos (φ2))K2H2Jn ; // Eq. (38)
12 b2 = −W2 pos (φ2) u

+
2 ; // Eq. (38)

13 A3 = J ; // Eq. (42)
14 b3 = −K3,vṗ− sign(ṗ)u+3 ; // Eq. (42)
15 A4 = I ; // Eq. (43)
16 b4 = −K4,vq̇ +K4,p(q0 − q) ; // Eq. (43)
17 q̈c,1 = A†1b1 ; // Eq. (6), i = 1

18 N1 = I−A†1A1 ; // Eq. (7), i = 1
19 q̈c,2 = q̈c,1 + (A2N1)

†(b2 −A2q̈c,1) ; // Eq. (6), i = 2
20 N2 = N1(I− (A2N1)

†(A2N1)) ; // Eq. (7), i = 2
21 q̈c,3 = q̈c,2 + (A3N2)

†(b3 −A3q̈c,2) ; // Eq. (6), i = 3
22 N3 = N2(I− (A3N2)

†(A3N2)) ; // Eq. (7), i = 3
23 q̈c,4 = q̈c,3 + (A4N3)

†(b4 −A4q̈c,3) ; // Eq. (6), i = 4
24 q̇c = q̇c,prev + Tsq̈c,4 ; // Integration
25 SendToJointControllers(q̇c);
26 [q̇c,prev,φ1,prev,φ2,prev,W1,prev,W2,prev,Fprev] = [q̇c,φ1,φ2,W1,W2,F]

; // For next iteration

8.1. Procedure to design the control parameters
Next, the various signal rates and bandwidths involved in the design of

the proposed control method are discussed. For this purpose, the following
35



Fig. 7. Experimental setup: 7R serial manipulator in floor position with a force sen-
sor rigidly attached to the robot end-effector, a tool consisting of a joystick and a flat
rectangular plastic object of 190x95x3mm attached to the sensor and a shot glass with
liquid.

frequency parameters are considered: fSM = (2Ts)
−1 is the frequency of the

SM control action; fFC is the bandwidth or cutoff frequency of the sensor
filter, which is implemented in the sensor electronics; fRC is the bandwidth
of the robot controller, imposed by design by the robot manufacturer; and
fKC,i is the bandwidth of the kinematic control performed at Level i, which is
given by its poles. In particular, the pole of the kinematic control in Level 1
and Level 2, which defines the approaching speed to the original constraint
σi = 0, see (19), is equal to −K−11,i and −K−12,i , respectively. The pole of
the kinematic control in Level 3, which is used for speed reduction, is equal
to −K3,v. Finally, the poles of the kinematic control in Level 4, which are
used to avoid an uncontrolled self-motion for the case of a redundant robot,
are given by the roots of the polynomial with coefficients [1 K4,v K4,p]. Note
that the bandwidth of the controlled system corresponds to the bandwidth
of the aforementioned kinematic controller.

The following requirements must be fulfilled in the parameter design pro-
cess. The frequency fSM of the SM control action has to be lower than the
filter cutoff frequency fFC , i.e., the filter attenuation at this frequency should
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be relatively small. Similarly, the frequency fSM must also be lower than the
bandwidth fRC of the robot controller, otherwise changes in the SM control
action would not be properly “followed”. Furthermore, the bandwidth fKC,i
of the kinematic control should be significantly lower than the SM frequency
fSM for stability reasons.

The steps and guidelines to design the control parameters are detailed as
follows:

1st) The bandwidth fFC of the sensor filter is selected as high as possible
but guaranteeing that the measurement noise is effectively negated in
practical terms.

2nd) The control sampling time Ts is selected as low as possible but guaran-
teeing that the SM frequency fSM = (2Ts)−1 is lower than the band-
widths of the sensor filter fFC and robot controller fRC .

3rd) The approaching parameters K1,i and K2,i should be as low as possible
to reduced the chattering of the original constraint function σi, see (19),
but it also has to guarantee that the bandwidths fKC,1 = K−11,i and
fKC,2 = K−12,i are significantly lower than the SM frequency fSM . The
proposed relationship fKC,1 = fKC,2 ≈ fSM/4 has been used in the work
hereby presented with successful results.

4th) The parameter K3,v is chosen to guarantee that the band-
width fKC,3 = K3,v of the speed reduction fulfills the relationship
fKC,3 ≈ fSM/5, since successful experimental results have been ob-
tained using this relationship.

5th) It is proposed to use K4,v ≈ 3
√
K4,p to obtain a fast overdamped

response (note that the critically damped response is given by
K4,v,crit = 2

√
K4,p). Since Level 3 is used to control robot self-motion,

its dynamics can be relatively slow without degrading robot perfor-
mance. Hence, the parameter K4,p is selected to fulfill the relationship
fKC,4 ≈ fSM/15.

6th) The threshold force Fl,0 and torque Fγ,0 are established small enough
to be sensitive to the operator’s forces and torques, but not too small
to prevent the accidental activation of the algorithm, e.g., due to sen-
sor noise. Some examples are given below for the practical scenarios
presented.
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7th) The switching gains and switching gain weights are empirically tuned
as small as possible to reduce the chattering effect whilst guaranteeing
that the SM behavior of the control action remains effective for a typical
case of the task at hand. Moreover, the speed adaptation parameter µ
for the discrete ASG law is tuned as high as possible whilst ensuring
low oscillation behavior for the switching gain.

8.2. Experiment conditions
The control parameters shown below were selected using the steps and

practical guidelines detailed above.

i) The force sensor signal is filtered using a first-order low-pass filter with
a cutoff frequency fFC of 73 Hz (see 1st step in Section 8.1), which is
implemented in the sensor electronics.

ii) The estimated bandwidth fRC for robot controller is about 30 Hz and,
hence, the control period Ts is set to 20 milliseconds, i.e., fSM = 25 Hz
(see 2nd step in Section 8.1).

iii) Parameters used for Level 1 (see 3rd and 7th steps in Section 8.1):
βref = 0, αref = 180◦, γ unconstrained, αmax = βmax = 1◦, K1 = 0.05 I,
W1 = I, u+1 = 0.005 and µ1,i = 0, i.e., no adaptation is considered for
Level 1 since the required range of variation in this level for the SM
control action is small.

iv) Parameters used for Level 2 (see 3rd, 6th and 7th steps in Section 8.1):
Fl,0 = 2 N, Fγ,0 = 0.2 N·m,K2 = 0.05I,W 2,l = 5,W 2,γ = 4, µ2,l = 0.04,
µ2,γ = 0.02 and u+2 = 0.05.

v) Parameters used for Level 3 (see 4th and 7th steps in Section 8.1):
K3,v = 5 and u+3 = 1.

vi) Parameters used for Level 4 (see 5th step in Sec-
tion 8.1): K4,v = 3, K4,p = 1 and q0 =[
0.17◦ −67.15◦ −0.12◦ 124.73◦ 0.12◦ 32.32◦ 190.22◦

]T.

vii) For the experiments below the robot system has been initialized in the
allowed region, as per the assumption stated in Section 3.4. For this
purpose, a smooth continuous control has been previously used to take
the robot to within the allowed region defined by the tool orientation
angles.
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8.3. Results
A first experiment has been conducted to verify the performance of the

proposed approach. In this experiment the reference orientation for the flat
rectangular object at the tool is perpendicular to the robot Z-axis, i.e., both
roll and pitch angles are constrained (Level 1) to αref = 180◦ and βref = 0,
whereas the yaw angle γ remains unconstrained and can be guided by the
human operator (Level 2). A shot glass with liquid is placed on the flat
object in order to show the smoothness of the proposed method.

A video for the first experiment can be played at
https://media.upv.es/player/?id=266fcef0-feef-11e7-a69a-ed3f85977e27,
whereas Fig. 8 shows several instants of this video. The results for this
experiment are depicted at different figures. Fig. 9 shows the performance
of the current approach in terms of constraint functions and the activation
of the inequality constraints. In particular, on the one hand the roll or
pitch constraints in the first level are active around 10% of the experiment
time, whereas the maximum deviation for these angles is just about 0.2
degrees, see Fig. 10, which means that the orientation for the flat object
is almost perpendicular to the Z-axis all the time, as required. Note that
the constraint for angle β is activated more than that for angle α, which
is due to the torque in the pitch axis exerted by the weight and inertia of
the shot glass with liquid. On the other hand, the constraints in Level 2
are active around 65% of the time. Note that the main objective of Level 2
is to be very sensitive to the human operator’s forces and torques, which
is successfully attained as shown in the video: the robot is guided by the
human operator using just one finger and very small forces and torques.
In sum, as can be seen in the video, the robot control prevails over the
human operator for the object orientation, while the human operator forces
prevail over the robot for the object position, as required by the considered
transport application.

Fig. 11 shows the ASG behavior of the constraints in Level 2, which are
used to guide the robot. The figure shows the variation of the computed
switching gains in order to follow the human operator’s forces, which are
detected by the tool sensor. In particular, it can be seen how the switching
gains are increased by the ASG algorithm when large force magnitudes are
detected.

Fig. 12 shows the tool speeds and force magnitudes, where it can be seen
(top graph) that the linear velocities are increased in some phases to track the
human operator’s forces (second graph) and, subsequently, they are reduced
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(a) video: 0m 27s; graph: 12s (b) video: 0m 30s; graph: 15s

(c) video: 2m 01s; graph: 105s (d) video: 2m 10s; graph: 114s

(e) video: 2m 14s; graph: 118s (f) video: 2m 19s; graph: 123s

Fig. 8. Frames of the video of the first experiment, where a glass with liquid is transported
cooperatively between the operator and the robot. The time instant is indicated for each
frame.
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Fig. 9. Constraint functions and active constraints for the first two levels in the first
experiment. The modified constraint function φi is in dark-blue, whereas the original
constraint function σi is in light-cyan.
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Fig. 13. Trajectory followed by the robot tool in the first experiment: left, 3D view;
right, top view. Start and end points are indicated with a green circle and a magenta
square, respectively.

when no forces are detected by the sensor. The same applies to the angular
velocity γ̇ (third graph), which is also guided by the operator (bottom graph),
whereas the other two angular velocities, i.e., α̇ and β̇, remain close to zero
since only small corrections are needed to keep the reference orientation of
the flat object.

Fig. 13 shows the trajectory followed by the robot tool, where it can be
seen that a large area has been covered by the robot during the experiment:
around 1 meter in both X- and Y -axes and 0.25 meters in Z-axis. Fig. 14
shows the control commands computed during the experiment. Note that all
four levels contribute to the commanded joint accelerations, although those
for Level 1 are smaller, since only small corrections are needed to keep the
reference orientation of the flat object, as mentioned above.

A second experiment has been conducted in order to show the capability
of the proposed approach to keep a generic reference orientation as imposed
by a hypothetical collaborative handling task, while the sensed commanded
action from the operator is used to guide the location of the end-effector. In
particular, for this experiment the reference value for roll angle of the flat
object has been changed to αref = 180◦+30◦, whereas the yaw angle has been
constrained to γref = 0 and the pitch angle remains constrained to βref = 0.
The same sensor arrangement without the shot glass has also been used for
this experiment.

The video for the second experiment can be played at
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Fig. 14. Control actions for the first experiment: contribution of each priority level to the
commanded joint accelerations in the first four graphs, the commanded joint accelerations
in the fifth graph, and commanded joint velocities to be sent to the robot controller in the
sixth graph.
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(a) video: 9s; graph: 2s (b) video: 13s; graph: 6s

(c) video: 24s; graph: 17s (d) video: 27s; graph: 20s

Fig. 15. Frames of the video of the second experiment, where a desired robot tool
orientation is maintained regardless of the user indications, which drive the location of the
end-effector under the action of the proposed cooperative controller. The time instant is
indicated for each frame.
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Fig. 16. Second experiment: angles for the robot tool, constrained roll (continuous-
blue line), pitch (dashed-red line) and yaw (dotted-magenta line) angles. The continuous
horizontal lines indicate the boundary of the allowed region, whereas the dashed horizontal
lines represent the reference value for the angles.
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Fig. 17. Second experiment: Tool speeds and force magnitude. From top to bottom:
linear velocities; linear force magnitude; and angular velocities. The dashed horizontal
line represents the threshold for the force magnitude.
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Fig. 18. Second experiment: Trajectory followed by the robot tool: left, 3D view; right,
top view. Start and end points are indicated with a green circle and a magenta square,
respectively.
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https://media.upv.es/player/?id=d4f6d6b0-2e53-11e8-b43a-51b816915a74.
Fig. 15 shows several instants of the video. The maximum deviation for
the angles is, as before, about 0.5 degrees, see Fig. 16. Fig. 17 shows the
tool speeds, where it can be seen that the linear velocities (top graph) are
increased to track the human operator’s forces detected by the sensor and
reduced to zero when those forces are lower than the threshold (see middle
graph), whereas the angular velocities (bottom graph) remain close to zero
since only small corrections are needed to keep the reference orientation of
the flat object. Fig. 18 shows the trajectory followed by the robot tool,
where it can be seen again that a large area has been covered by the robot
during this experiment: around 0.5m in X-axis, 1.1m in Y -axis and 0.55m
in Z-axis.

The experimental results shown above allow to validate the proposed con-
trol strategy and to appreciate its generality, effectiveness and main features.
The method could be extrapolated to a specific industrial application using
an experimental platform with adequate capabilities: robot payload; robot
velocity; sensor accuracy, etc.

8.4. Discussion
Amain advantage of SMC techniques over classical continuous approaches

is its inherent robustness [9], see Section 5.4. In this regard the above exper-
iments have revealed how the robot is able to automatically adapt the tool
position to the operator’s forces while maintaining the required tool orienta-
tion regardless of the possible inaccuracies accounted for at the low-level joint
controllers and, in general, all the reasonable perturbations and unmodeled
dynamics (non-linearities, friction forces, etc.) that could be expected in a
practical setting for the collaborative task at hand, as shown by the results
presented here (please also refer to the video links included).

Another typical advantage of SMC strategies over classical continuous
approaches is the low computational cost [9], see Section 5.4. In particular,
the proposed SMC algorithm only requires the Lie derivatives Lgφi, which are
given by the robot Jacobian and the constraint functions computed from the
roll-pitch-yaw orientation angles and the force sensor measurements. Thus,
the proposed method can be programmed in a few lines of code, see Section 7,
which translates in efficient computational times for the control loop, e.g.,
15 microseconds for the above experiments using a modern computer.
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9. Conclusions

An approach for human-robot collaboration in transport applications has
been developed in this work. In particular, some coordinates of the robot
pose were controlled to achieve the reference values imposed by a handling
task, whilst the remaining coordinates were guided by the human operator
using a force sensor located at the robot tool. There are two main distinctive
features of the proposal: the multi-layered nature of the strategy, where a set
of four tasks are defined with different priorities; and an adaptive one-side
sliding mode control developed to fulfill inequality constraints, which were
defined to track both the reference values and the operator’s forces.

The main advantages of the proposed approach are robustness and low
computational cost. The feasibility and effectiveness of the proposed ap-
proach were substantiated by simulation and experimentation using a redun-
dant 7R manipulator.
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