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Abstract

A thorough millimeter-wave measurement campaign is carried out in an indoor environment with

an aim at characterizing the short-term fading channel behavior. The measurements are conducted in

a variety of scenarios, with frequencies ranging from 55 GHz to 65 GHz, in line-of-sight and non-

line-of-sight conditions, and combinations of horizontal and vertical polarizations at both transmitter

and receiver. A number of fading models are tested, namely Rayleigh, Rice, Nakagami-m, α-µ, κ-µ,

η-µ, and α-η-κ-µ. The statistics under analysis are those characterizing the fading amplitude and the

frequency selectivity. In particular, the probability density and cumulative distribution functions for the

former and level crossing rate per bandwidth unit for the latter are the respective first- and second-order

statistics used. To this end, from the experimental data, the parameters of the models are estimated and

the corresponding theoretical curves are plotted and compared with the empirical ones. Whereas the

required theoretical formulations of the first-order statistics of these models are already well known,

those of the second-order statistics as well as these fitting process in such a band shown here are

unprecedented in the literature.
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Index Terms

Millimeter wave communication, small-scale fading, measurement campaign, statistical analysis,

frequency domain level crossing rate.

I. Introduction

Advanced wireless communications systems, e.g. the fifth generation (5G) and beyond, shall

operate in the millimeter-wave (mm-wave) band in order to circumvent the scarcity of frequency

band in the lower portion of the spectrum [1]–[3]. The mm-wave band − spanning from near

30 to 300 GHz − is still virtually unexplored, providing an abundance of resources able to

accommodate the multi-Gbps data rates of the new wireless traffic services, a requirement

impossible to be met in the sub-6 GHz. The spectrum availability in the mm-wave band is indeed

an irrefutable attraction, but the propagation conditions in it are still a matter of investigation.

Several measurement campaigns have been carried out to model the propagation channel

in mm-wave frequencies [4]–[9]. It is observed, however, that a considerable effort has been

steered towards investigating the large-scale path loss behavior [10]–[12]. In contrast, in spite

of its importance, little attention has been paid to the corresponding statistics of the small-

scale fading, caused by multipath propagation [13].

Interestingly, many of the stochastic channel models for mm-wave communication systems

available in literature assume Rayleigh or Rice distributions for the small-scale fading amplitudes

in non-line-of-sight (nLoS) and line-of-sight (LoS) scenarios, respectively [7], [8], [13]–[15].

In [14], the short-term fading amplitude for LoS measurements taken in three corridors of

an office block at frequency 60 GHz with a bandwidth of 1 GHz was modeled as a Rician

distribution. Values of mean and standard deviation of the Rice factor have been reported for two

antenna types, i.e. an open-ended waveguide and lens. Other interesting results have been shown

in [13], where the small-scale fading statistics obtained from a 28 GHz outdoor measurement

campaign revealed that the Rice density was more suitable than Rayleigh even in nLoS conditions.

A glance at some of the published works for different mm-wave scenarios e.g. [13], [15], [16],

shows that more elaborate fading models must be used so that the true behavior of the fading

channel can be better captured.

The diversity of scenarios envisaged for the mm-wave band will certainly lead to a variety

of propagation conditions, which are less likely to be accommodated by the classical fading

models. Rayleigh, Hoyt, Rice, Nakagami-m and Weibull will certainly apply, but they may lack
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flexibility to accommodate more intricate situations. Some flexible models, such as α-µ, κ-µ,

and η-µ may serve this purpose, but, again, perhaps more generality may be required. Some

researches have already assessed the use of multiparameter distributions to model field data in

mm-wave frequencies [16]–[18]. However, the results obtained in one or another case have not

reproduced some peculiar effect of the behavior of the signal in mm-wave band [16].

Recently, a very general and unifying, physically-based, complex fading model, namely α-

η-κ-µ, has been proposed [19]. It accounts for virtually all relevant short-term propagation

phenomena, including the following: nonlinearity of the medium, power of the scattered waves,

power of the dominant components, and multipath clustering. The model has been described by

means of its envelope and phase probability density functions (sPDFs). Due to its multiparameter

characteristic, this distribution is able to accommodate an enormous number of fading scenarios.

The said model comprises all of the most relevant complex-based fading scenarios found in the

literature. Additionally, it can be used to better fit some specific region of the density, e.g. the

lower tail region. Apart from this characteristic, a distinguished feature of this distribution is its

inherent capability to reproduce multimodality [19]. A due discussion, however, concerns the

need for such a general model in light of the difficulty in applying it. Some brief reflections on

these issues follow next. Undoubtedly, any common theory attempting to unify several scattered

models giving rise to new ones per se is always an interesting topic to pursue. The counterpart

of this is that such an unifying theory always leads to mathematical formulations usually more

intricate than those comprised by it. And the α-η-κ-µ fading model is no exception. Of course,

even if only for theoretical purposes, a general fading model built upon physical phenomena

may be of interest. But there is much more than a theoretical interest in investigating the

application of this model. The field of mm-wave is still barely explored, so that the interactions

of the electromagnetic waves and the environment remain to be better known. A fundamental

question to be answered is: are the available fading models able to accommodate the possible

different situations arising in this new scenario? In other words, is there a need for new models?

Note that at these higher frequencies, the irregularities of the surfaces are already on the order

of magnitude of the wavelength. Therefore, these surfaces are perceived as rougher, resulting

in higher diffusion. Thus, the partial waves of the resulting scattering process may present

phase correlation due to the spatially correlated surfaces. Such a correlation may be modeled

through different forms of imbalance of the in-phase and quadrature components of the fading

process, and this is largely and flexibly available in the α-η-κ-µ fading model. (The reader
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is referred to the Section “Conclusions and Challenge” of [19].) Because of its newness as

well as comprehensiveness, several issues remain to be investigated, thus creating an enormous

opportunity for future researches. Very recently in [20] higher order statistics for the α-η-κ-µ

model have been derived, namely level crossing rate (LCRt), average fade duration (AFDt), and

phase crossing rate (PCRt)1.

In addition to the variability of the signal amplitude as a function of time or distance, multipath

is also known to provoke frequency selectivity. In this sense, finding the PDF that yields the best

fit for the fading amplitude is as relevant as knowing how the amplitude varies as a function of

the frequency, a phenomenon that may be captured by the frequency domain level crossing rate

(LCRf) [21].

In this paper, a thorough mm-wave measurement campaign is carried out in an indoor envi-

ronment aiming at characterizing the short-term fading channel behavior. The chosen frequencies

cover the full range from 55 GHz to 65 GHz band, in LoS and nLoS conditions, with combi-

nations of horizontal and vertical polarizations at both transmitter and receiver. In addition to

these thorough practical measurements, the following are contributions appearing in the paper.

1) Selection of the fading model PDF, chosen among Rayleigh, Rice, Nakagami-m, α-µ, κ-µ,

η-µ, and α-η-κ-µ that best fits the experimental data using the following goodness-of-fit

(GoF) metrics: normalized mean square error (NMSE), Kolmogorov-Smirnov (KS), and

Akaike information criterion (AIC).

2) Derivation of an exact closed-form expression for the LCRf of the α-µ fading model.

3) Derivation of an exact closed-form expression for the LCRf of the κ-µ fading model.

4) Derivation of an exact LCRf expression for the η-µ fading model in terms of a single proper

integral.

5) Derivation of an exact LCRf expression for the α-η-κ-µ fading model in terms of a single

proper integral.

6) Selection of the fading model LCRf, chosen among Rayleigh, Rice, Nakagami-m, α-µ, κ-

µ, η-µ, and α-η-κ-µ that best fits the experimental data using the following GoF metrics:

NMSE and AIC.

1The acronyms for level crossing rate, average fade duration, and phase crossing rate are followed by a subscript t to denote

that these statistics are obtained having as attribute the time (level crossing per time, time below level, and phase crossing per

time). As shall be seen, in this paper, we use LCRf to denote level crossing rate per frequency.
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This paper is organized as follows. Section II briefly revisits both the main parameters of the

fading models under test and GoF methods used. It also derives the expressions of LCRf for

some of the main multiparameter distributions. The measurement setup and the measurement

environment are described in Section III. Section IV analyzes the numerical results obtained

from the measured data. Finally, Section V draws some conclusions.

II. Preliminaries

A. Fading Models Under Test

The fading distributions to be tested here include the following: (i) the best-known models,

namely, Rayleigh, Rice, Nakagami-m; (ii) the already popular general models, namely α-µ, η-µ,

and κ-µ; and (iii) the very recently and most general model, namely α-η-κ-µ. Because of its

newness, and because it comprises all of the other ones, it is certainly of interest to revisit the

definition of the parameters involved in α-η-κ-µ. The α-η-κ-µ envelope R can be written as [19,

Eqn. (9)]

Rα =
µx∑

i=1
(Xi + λxi )2 +

µy∑
i=1
(Yi + λyi )2 (1)

in which: (i) α > 0 quantifies the nonlinearity of the medium; (ii) Xi and Yi are mutually

independent Gaussian processes; (iii) E (Xi) = E (Yi) = 0, with E(·) denoting the expectation

operator; (iv) E(X2
i ) = σ2

x ; E(Y2
i ) = σ2

y ; (v) λxi and λyi are, respectively, the mean values

of the in-phase and quadrature components of the multipath waves of cluster i; (v) µx and

µy are the number of multipath clusters of in-phase and quadrature components, respectively.

The multiparameter PDF of the α-η-κ-µ envelope model is presented in three parametrization

formats, namely Raw [19, Eqn. (17)], Local [19, Eqn. (23)], and Global Parametrization [19, Eqn.

(29)]. For convenience, i.e. because this is the one used here, only the Global Parametrization

is described. In the Global Parametrization, the following are the parameters (all positive):

(i) α denotes the nonlinearity of the medium; (ii) η = µxσ
2
x /(µyσ2

y ) defines the ratio of

the total power of the in-phase and quadrature scattered waves of the multipath clusters; (iii)

κ = (λ2
x + λ

2
y)/(µxσ

2
x + µyσ

2
y ) gives the ratio of the total power of the dominant components

and the total power of scattered waves; (iv) µ = (µx + µy)/2 concerns the number of multipath

clusters; (v) p = µx/µy depicts the ratio of the number of multipath clusters of in-phase and

quadrature signals; (vi) q = λ2
xµyσ

2
y /(λ2

yµxσ
2
x ) describes the ratio of two ratios: the ratio of the

power of the dominant components to the power of the scattered waves of the in-phase signal
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and its counterpart for the quadrature signal; and (vii) r̂α = E(Rα) = µxσ
2
x +λ

2
x + µyσ

2
y +λ

2
y. The

number of distributions obtainable from the α-η-κ-µ model as particular cases is enormous and

is far from having been explored in its entirety yet. A detailed explanation for the known special

cases and also the meaning of each parameter can be found in [19]. The PDFs of normalized

envelope ρ = R/ α
√
E(Rα) of the target fading models to be tested here are given as follows:2

1) Rayleigh

fP(ρ) = 2ρ exp
(
−ρ2

)
(2)

2) Rice (with parameter κ)

fP(ρ) = 2(κ + 1)ρ exp
(
−κ − (κ + 1)ρ2

)
I0

(
2
√
κ(1 + κ)ρ

)
(3)

3) Nakagami-m (with parameter µ)

fP(ρ) =
2µµρ2µ−1 exp

(−µρ2)
Γ(µ) (4)

4) α-µ

fP(ρ) = αµµραµ−1

Γ(µ) exp (µρα) (5)

5) κ-µ

fP(ρ) = 2µ(1 + κ) µ+1
2

κ
µ−1

2 exp(µκ)
ρµ exp

(
−µ(1 + κ)ρ2

)
Iµ−1

(
2µ

√
κ(1 + κ)ρ

)
(6)

6) η-µ

fP(ρ) = 2
√
π(1 + η)µ+ 1

2 µµ+
1
2 ρ2µ

√
η(1 − η)µ− 1

2Γ(µ)
exp

(
− µ(1 + η)

2ρ2

2η

)
Iµ− 1

2

(
µ(1 − η)2ρ2

2η

)
(7)

7) Finally, α-η-κ-µ3

fP(ρ) =
∫ 2π

0
fP,Θ(ρ, θ)dθ (8)

2For homogeneity, the parameters of all distributions are given in terms of those of the more general one.

3Other functional forms for the PDF of the α-η-κ-µ envelope can be found in [19].
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where fP,Θ(ρ, θ) is given by

fP,Θ(ρ, θ) = αµ
2p(η + 1)2(κ + 1) µ2+1ρ

α
2 (µ+2)−1 | sin(θ)|

µ
p+1 | cos(θ)|

µp
p+1

2η(p + 1)2
(

κ
ηq+1

) µ
2−1
(ηq)

µp
2(p+1)− 1

2 exp
(
κµ(η+1)(qp+1)
(p+1)(ηq+1)

)
× exp

(
− µ(η + 1)(κ + 1) (η sin2(θ) + p cos2(θ))

η(p + 1) ρα

)
sech

(
2µp(η + 1) cos(θ)

η(p + 1)

√
ηκq(κ + 1)
ηq + 1

ρ
α
2

)
× exp ©­«2µ(η + 1) cos (θ − φ)

η(p + 1)

√
ηκ(κ + 1) (η + qp2)

ηq + 1
ρ
α
2
ª®¬ sech

(
2µ(η + 1) sin(θ)

p + 1

√
κ(κ + 1)
ηq + 1

ρ
α
2

)

× I µ
p+1−1

(
2µ(η + 1)| sin(θ)|

p + 1

√
κ(κ + 1)
ηq + 1

ρ
α
2

)
I µp
p+1−1

(
2µp(η + 1)| cos(θ)|

η(p + 1)

√
ηκq(κ + 1)
ηq + 1

ρ
α
2

)
(9)

B. New LCRf Expressions

The behavior of the wireless communications channel is drastically affected by the multipath

propagation phenomenon. In addition to provoking a random fluctuation of the signal as a

function of time (or distance), multipath also causes frequency selectivity. Characterizing such

statistics is certainly of interest.

The high demand for data rates is leading systems to use larger bandwidth, often with tens

to hundreds of MHz, or even several GHz, rendering the dispersion of channels (frequency

selectivity) a major issue in the design of air interfaces for digital communications. This can

directly affect the correlation or orthogonality between the subcarriers in multi-carrier systems

such as orthogonal frequency division multiplexing (OFDM), commonly used in broadcast and

mobile communications [22]. In such systems, many of the methods developed for narrow-band,

single-carrier transmission can be employed in the frequency-domain. One of the metrics used

to assess the variability of the amplitude as a function of the frequency is the so-called LCRf.

In this section, the LCRf expressions for the α-µ, κ-µ, η-µ, and α-η-κ-µ fading models are

shown. These expressions are then used to fit field data measurements carried out in the 55 GHz

to 65 GHz band in Section IV. To the best of the authors’ knowledge, both the expressions as

well as their fitting to field data in such a band are unprecedented in the literature.

The LCRf refers to the average number of times the signal crosses a given amplitude level

in the positive (or negative) direction per bandwidth unit. In [21], the LCRf has been derived

for the Nakagami-m distribution. Here, we follow the same approach to obtain the LCRf for
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all mentioned fading models. As a matter of fact, in essence, the approach used in [21] is the

same as that developed in [23] and then followed for the other fading environments [21], [24]

but having frequency, rather than time, as the crossing attribute. Interestingly, using the due

procedure, but having frequency rather than time as the crossing attribute, yields exactly the

same functional forms as those of [20], [23], [25]–[29]. Hence, the LCRf statistics, NRf(ρ), for
the various environments, in which ρ is the amplitude level normalized to the its rms value and
Üψ(0) is the second derivative with respect to frequency of the frequency autocorrelation function

at zero, are given as follows4:

1) For Rayleigh

NRf(ρ) =
ρ
√
−Üψ(0)√

π exp
(
ρ2) . (10)

2) For Rice (with parameter κ)

NRf(ρ) =
ρ
√
−Üψ(0)(κ + 1)I0

(
2ρ

√
κ(κ + 1)

)
√
π exp(κ) exp((κ + 1)ρ2) . (11)

3) For Nakagami-m (with parameter µ)

NRf(ρ) =
ρ2µ−1µµ−

1
2
√
−Üψ(0)√

πΓ(µ) exp
(
µρ2) . (12)

4) For α-µ

NRf(ρ) =
ρα(µ−

1
2 )µµ−

1
2
√
−Üψ(0)√

πΓ(µ) exp (µρα) . (13)

5) For κ-µ

NRf(ρ) =
ρµ

√
−Üψ(0)µ (1 + κ)µIµ−1

(
2µρ

√
κ(1 + κ)

)
√
πκ(µ−1) exp(µκ) exp

(
µ(1 + κ)ρ2) . (14)

4It is noteworthy that in [20], [25]–[29], the LCRt formulations have been derived for an isotropic environments, in which

case Üψ(0) = −2π2 f 2
d , with Üψ(0) being the second derivative with respect to time of the temporal autocorrelation function at

zero and fd is the maximum Doppler shift. An anisotropic environment can be modeled by using fd = (− Üψ(0)/(2π2))1/2 in the

formulations. Now the LCRf is finally expressions are attained bearing in mind that Üψ(0) signifies the second derivative with

respect to frequency of the frequency autocorrelation function at zero.
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6) For η-µ the LCRf can be calculated by

NRf(ρ) =
((1+η)µ)2µ− 1

2 ρ4µ−1
√
−Üψ(0)√

2πηµ22µ−2Γ2(µ)
×∫ π

2

0
sin(2θ)2µ−1

√
1 + η − (1−η) cos(2θ) exp

(
−

((1+η)2 + (
1−η2) cos(2θ)) µρ2

2η

)
dθ

(15)

7) Finally, for α-η-κ-µ

NRf(ρ) =
∫ 2π

0
NRf(ρ, θ)dθ, (16)

where NRf(ρ, θ) is given by

NRf(ρ, θ) =√
−Üψ(0)ρ 1

2α(2+µ) κ
1+qη+κ+qηκ

(
1+p−µ
2+2p

)
qηκ

1+qη+κ+qηκ

(
1+p−pµ

2+2p

)
|cos(θ)|

(
pµ

1+p

)
|sin(θ)|

(
µ

1+p

) (
d2η cos(θ)2+p sin(θ)2)

√
π(1 + d)4η

( (1+p)
(1+d)2(1+η)(1+κ)µ

)3/2
√

ρα(d2η cos(θ)2+p sin(θ)2)
p

× exp
©­­«
2ρα/2(1 + qη)(1 + κ)p

√
qηκ

1+qη+κ+qηκ cos(θ) − ρα(1 + qη)(1 + κ)p cos(θ)2

((1 + η)µ)−1(1 + p)η(1 + qη)
ª®®¬

× exp
©­­«
η

(
2ρα/2(1 + qη)(1 + κ)

√
κ

1+qη+κ+qηκ sin(θ) − (1 + pq)κ − ρα(1 + qη)(1 + κ) sin(θ)2
)

((1 + η)µ)−1(1 + p)η(1 + qη)
ª®®¬

× I µ
1+p−1

©­­«
2ρα/2(1 + η)(1 + κ)µ

√
κ

1+qη+κ+qηκ | sin(θ)|
1 + p

ª®®¬ I pµ
1+p−1

©­­«
2ρα/2(1 + η)(1 + κ)µp

√
qηκ

1+qη+κ+qηκ | cos(θ)|
(1 + p)η

ª®®¬
× sech

©­­«
2ρα/2(1 + η)(1 + κ)µ

√
κ

1+qη+κ+qηκ sin(θ)
1 + p

ª®®¬ sech
©­­«
2ρα/2(1 + η)(1 + κ)µp

√
qηκ

1+qη+κ+qηκ cos(θ)
(1 + p)η

ª®®¬
(17)

and Iυ(·) is the modified Bessel function of the first kind and order υ [30, Eqn. (8.406.5)].

In (17) we define the following: (i) Üψ(0), as the mean of the second derivative with respect to

frequency of the frequency autocorrelation function at zero; (ii) d, as the imbalance of the second

derivative with respect to frequency of the frequency autocorrelation function at zero between

in-phase and quadrature components. Consequently, (i) 2(− Üψ(0))1/2 = (− Üψx(0))1/2+ (− Üψy(0))1/2;
(ii) d = (− Üψx(0))1/2/(− Üψy(0))1/2; (iii) (− Üψx(0))1/2 = 2d(− Üψ(0))1/2/(1 + d); (iv) (− Üψy(0))1/2 =
2(− Üψ(0))1/2/(1 + d);
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C. Goodness-of-fit Tests

The first step towards defining the distribution that best fits the field data concerns the use

of some GoF methods to assess how practical and theoretical distributions compare with each

other. Practical distributions are obtained empirically through a histogram built from field data.

Theoretical distributions are found with the respective parameters estimated from the same field

data. In the literature there are a number of statistical criteria to define the choice between

one or another model, each of which with specific characteristics [31]–[36]. However, since

they are statistical models, there is no one single criterion that is universally accepted as the

best model. Each criterion uses different analysis methods to pick its choice and this can lead

to different results when more than one criterion is used. It is noteworthy that the subject of

estimation of the relative quality of statistical models is vast and no criterion is unequivocally

and unanimously found to be the best. In the analyses conducted here, three different figures of

merit or criteria are used, namely NMSE, KS, and AIC. The NMSE, in logarithmic scale, is used

for analyses where the focus is to compare the empirical PDF and the theoretical one in order

to quantify the PDFs dissimilarity (mean distance). The nonparametric KS test is performed

so that the estimated cumulative distribution function (CDF) and the hypothesized CDF are

compared. The AIC is used to compare empirical and theoretical statistic distribution models

considering dissimilarity, quantity of samples, and number of parameters of the distribution. In

these three statistical tests aforementioned, objective figures of merit are obtained that can be

used to evaluate the GoF between empirical and theoretical distributions. In NMSE and AIC

tests, the chosen distribution is the one with the lowest value. The KS statistical parameter D

represents the maximum absolute difference between theoretical and practical distributions. If

the sample comes from a given distribution, then D converges to zero almost surely in the limit

as the sample size tends to infinity. The corresponding p-value is calculated based on the KS

parameter D and it represents the reliability of the test considering a given confidence interval.

The best-fit performance is achieved by the distribution presenting the lowest D value and highest

p-value. Because NMSE, KS, and AIC statistical tests use different approaches, the conclusions

drawn from them will not necessarily be the same, that is the chosen distribution in one test may

not coincide with the one in the others. In addition, in some scenarios, e.g. for severe fading

conditions, it may be necessary to evaluate the fitting at the tail of the distribution. In such a

case, none of the above metrics seem adequate. A statistical test that best yields an appropriate
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metric in this case is the modified KS test [37]. As well as in the conventional KS test, such a

metric is used to quantify the GoF between the empirical and theoretical CDFs, but now with

the CDF plotted in log-scale with the objective of highlighting the fitting in amplitude values

closer to zero. As a consequence, the modified KS test emphasizes the fitting analysis where the

fading is naturally more severe.

III. Channel Measurements

A. Measurement Environment

The channel measurement campaign was carried out in a laboratory of the iTEAM Re-

search Institute at the Universitat Politècnica de València, Spain. The laboratory environment

is characterized by the presence of radiofrequency equipments, metallic cupboards, multiple,

desks and work tables and benches equipped with several computers and electronic devices and

chairs, among other items. The presence of numerous interacting objects, many of them metallic,

makes this a dense multipath environment due to different reflection, diffraction, and scattering

propagation mechanisms. The laboratory is integrated into a modern building construction, where

ceiling and floor are built of reinforced concrete over steel plates with wood and plasterboards-

paneled walls. The propagation environment dimensions are 13.5×7 m2 with a height of 2.6 m.

B. Measurement Setup

The complex channel transfer function (CTF) was measured in the frequency domain using

a channel sounder based on a vector network analyzer (VNA), the Keysight N5227A, with a

dynamic range of 119 dB and a maximum output power equal to +10 dBm from 50 GHz

to 67 GHz. Q-par wideband antennas with vertical polarization and omnidirectional radiation

pattern in azimuth (horizontal plane) were used at the transmitter (Tx) and the receiver (Rx)

sides. In addition, three HXI-HLNA low noise amplifiers (LNAs), one at the Tx side and two

at the Rx side, phase-stable and very low attenuation cables were used. The Tx antenna was

mounted on a tripod at a height of 1.44 m above the floor. The Rx antenna was placed over

a XY linear positioning system emulating a N × M uniform rectangular array (URA) with an

inter-element separation equal to 2 mm (equivalent to 0.4λ at 60 GHz). The height of the Rx

antenna was also 1.44 m with respect to the floor. The choice for the Tx and Rx height of

1.44 m is justified as follows. This height is similar to the average height where many obstacles

are located in this environment, e.g. central process unit (CPU) boxes, monitors, and different
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TABLE I: Measurement System Parameters

Parameter Value

VNA output power 0 dBm

VNA center frequency 60 GHz

VNA SPAN (Bandwidth) 10 GHz

VNA IF Bandwidth 100 Hz

Frequency points per trace 2048

Average antenna gain 5 dBi

Average amplifiers gain 25 dB

Tx antenna height 1.44 m

Rx antenna height 1.44 m

Total cables length 5.5 m

Cable attenuation at 65 GHz 6 dB/m

laboratory devices. Therefore, at this height, we may obtain a rich scattering environment with

a large number of multipath signals. In the same way, this corresponds to an approximate height

of a smartphone handled by its user. Thus, this scenario could closely emulate the one in which

cell phones are used. The Tx subsystem was connected to the Port-1 of the VNA and the Rx

subsystem was connected to the Port-2. The VNA and the XY positioning system were controlled

by a personal computer, measuring the S21( f ) scattering parameter, equivalent to the CTF of the

propagation channel. Equipment calibration was performed before the measurements procedure

to compensate for the attenuation and for any imperfection of the channel sounder components,

with the exception of the antennas. Thus, the measured S21( f ) parameter includes the channel and

the Tx and Rx antennas. An overview of the propagation channel measurement setup can be seen

in Fig. 1. For each position of the Rx antenna in the URA, the S21( f ) parameter was measured

directly from 55 to 65 GHz (a SPAN of 10 GHz in the VNA) using 2048 frequency points,

with a frequency resolution about 4.88 MHz. The intermediate frequency (IF) filter bandwidth

was selected to 100 Hz to reduce the power level of the noise floor. Table I summarizes the

measurement system parameters.

Two different locations for the Tx were considered. In the first location, the Tx-Rx distance

was 3.29 m, and a 35 × 35 URA in the Rx side was implemented. Three different propagation

conditions were investigated:

• Horizontal (H) polarization at the Tx antenna and vertical (V) polarization at the Rx antenna,
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Propagation Channel

Port 1
(Out)

Port 2
(In)

LNA

Vector Network Analyzer

Tx antenna Rx antenna

Personal Computer

XY linear positioning systemTripod

LNALNA

Fig. 1: Overview of the frequency domain propagation channel measurement setup.

i.e., HV polarization, and LoS conditions, referred to as Scenario 1.

• VV polarization and LoS conditions, referred to as Scenario 2.

• VV polarization and nLoS conditions, where the LoS component was obstructed using

radiation-absorbent material as can be seen in Fig. 2. This propagation condition is referred

to as Scenario 3.

In the second location, the Tx-Rx distance was 2.77 m, and a 50×50 URA was implemented. In

this case, VV polarization and LoS conditions were used. This propagation condition is denoted

as Scenario 4. Table II summarizes the characteristics of the defined scenarios.

According to the VNA configuration, the required time to measure the S21( f ) scattering
parameter for each position of the Rx antenna in the URA was about 36.32 s. Thus the acquisition

time of the measurements in Scenarios 1, 2 and 3 was about 12.3 h, whereas in the Scenario
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. 

 

Tx 
Rx 

Fig. 2: Laboratory setup for the measurements. (Up) front view, where the transmitting antenna is

on the left and the receiving antenna on the right, in the middle of the photograph the absorbent

material used in a specific measurement configuration is shown. (Down) back view, where the

transmitting antenna is on the right and the receiving antenna on the left.

TABLE II: Scenarios Characteristics

Scenario Tx-Rx distance (m) Polarization (Tx,Rx) Propagation

1 3.29 m (H,V) LoS

2 3.29 m (V,V) LoS

3 3.29 m (V,V) nLoS

4 2.77 m (V,V) LoS

4 this was about 25.2 h. To guarantee stationary channel conditions, which are affected by the

presence of people, the measurements were conducted during weekends.

IV. Results

A. First-Order Statistics

As hinted in Section III, the amount of collected data is indeed immense. To keep the analyses

manageable for investigation purposes, the frequencies were chosen at the extreme ends and at

the middle of the spectrum band, namely, 55 GHz (1st bin), 60.0048828 GHz (1025th bin),
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denoted as 60 GHz, and 65 GHz (2048th bin). All four scenarios, as described in Section III,

have been explored. In the tests carried out in this paper, the number of collected samples for

Scenarios 1, 2 and 3 has been 1225 and for Scenario 4 has been 2500.

For the analysis conducted here, and for each one of the frequencies and for all four scenarios,

the parameters of the target fading distributions (i.e., Rayleigh, Rice, Nakagami-m, α-µ, κ-µ, η-µ,

and α-η-κ-µ) have been estimated. Several built-in functions are available within MatLab that

can be used for parameter estimation purposes. For the PDFs case, the Matlab least-square-error

based function has been chosen, namely lscurvefit. For fairness, the same method is utilized

for all distributions with the same starting point. More details on lsqcurvefit function can

be found at [38]. Having the parameters estimated, then the NMSE, the KS as well as the AIC

metrics are found.

Table III shows the estimated parameters employing the nonlinear least square method, the

values of NMSE, in logarithmic scale, the KS statistic D, the corresponding p-value and the

AIC statistic for each target distribution. Bold-faced numbers highlight the best-fitting result in

each performance metric. From Table III, it can be seen that the NMSE, KS, and AIC criteria do

not necessarily agree with each other. Whereas through the first criterion for 12 out of 12 tests

the best-fittings have been achieved by the generalized fading distributions, through the second

one these figures are 11 out of 12. And for the third metric this result are 4 out of 12. On the

other hand, the effect of the polarization combination on the short-term fading distribution can

be inferred from the estimated parameters in Scenario 1 and Scenario 2 with LoS condition

corresponding to the same Tx and Rx antenna positions and polarization combinations HV and

VV, respectively, as it is shown in Table II. The estimated κ parameters of the Rice distribution

for the frequencies of 55, 60 and 65 GHz are 0.37, 0.22 and 0.71 for HV and 2.16, 3.45

and 1.92 for VV. Using HV combination the LoS contribution substantially decreases with a

significantly lower level given by the cross-polarization component of both Tx and Rx antennas.

Nevertheless, in case of HV the diffuse component does not decrease as the LoS dominant

component diminishes. This is due to the fact that the reflected and scattered components suffer

polarization changes in the process of reflection and scattering and thus the overall diffuse

component in HV is not significantly lower than in VV. Therefore, mathematically the κ parameter

is expected to be smaller in HV than in VV. Particularly, in the case of HV polarization for the

Scenario 1, the estimated values of the κ parameter of the Rice distribution are very close

to 0 and consequently the short-term fading distribution can be approximated by a Rayleigh
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TABLE III: (a) PDF Fitting results for Scenario 1 and Scenario 2.

Scenarios Frequency Distribution α̂ η̂ κ̂ µ̂ p̂ q̂ ˆ̂r NMSE [dB]
KS test

AIC
D p-value

Scenario 1

55 GHz

Rayleigh - - - - - - 1.01 −17.46 0.02 0.70 −284.25
Rice - - 0.37 - - - 0.99 −17.57 0.02 0.66 −283.45

Nakagami-m - - - 1.03 - - ≈ 1 −17.54 0.02 0.58 −283.12
α-µ 2.21 - - 0.89 - - 1.01 −17.59 0.02 0.69 −281.71
κ-µ - - 0.43 0.99 - - 0.99 −17.57 0.02 0.69 −281.47
η-µ - ≈ 1 - 1.03 - - ≈ 1 −17.54 0.25 ≈ 0 −281.12

α-η-κ-µ 3.82 0.18 0.08 0.47 1.26 0.10 1.16 −17.86 0.02 0.76 −276.88

60 GHz

Rayleigh - - - - - - 1.01 −15.92 0.02 0.65 −255.75
Rice - - 0.22 - - - 1.01 −15.94 0.02 0.60 −253.94

Nakagami-m - - - 0.96 - - 1.02 −16.02 0.02 0.56 −254.83
α-µ 2.75 - - 0.61 - - 1.05 −16.40 0.01 0.98 −257.27
κ-µ - - 0.84 0.85 - - 0.99 −16.38 0.01 0.99 −256.99
η-µ - ≈ 1 - 0.96 - - 1.02 −16.02 0.26 ≈ 0 −252.83

α-η-κ-µ 2.37 1.27 0.53 0.71 1.26 1.70 1.02 −16.42 0.01 0.98 −249.45

65 GHz

Rayleigh - - - - - - 1.02 −16.46 0.03 0.17 −255.08
Rice - - 0.71 - - - 0.99 −17.34 0.02 0.79 −263.32

Nakagami-m - - - 1.11 - - 1.01 −17.12 0.02 0.92 −260.72
α-µ 2.45 - - 0.82 - - 1.03 −17.32 0.02 0.76 −261.06
κ-µ - - 0.77 0.98 - - 0.99 −17.35 0.02 0.76 −261.35
η-µ - ≈ 1 - 1.11 - - 1.01 −17.12 0.24 ≈ 0 −258.72

α-η-κ-µ 4.00 5.00 1.04 0.45 0.66 1.19 1.14 −17.67 0.02 0.87 −257.08

Scenario 2

55 GHz

Rayleigh - - - - - - 1.09 −8.82 0.15 ≈ 0 −135.25
Rice - - 2.76 - - - 1.02 −14.97 0.02 0.94 −204.05

Nakagami-m - - - 2.02 - - 1.04 −14.36 0.03 0.33 −196.98
α-µ 3.70 - - 0.74 - - 1.08 −15.13 0.01 0.96 −203.89
κ-µ - - 2.92 0.96 - - 1.02 −14.97 0.01 0.95 −202.05
η-µ - 0.99 - 2.00 - - 1.04 −14.36 0.25 ≈ 0 −194.96

α-η-κ-µ 5.00 0.65 1.68 0.50 2.90 0.33 1.13 −15.27 0.02 0.92 −197.47

60 GHz

Rayleigh - - - - - - 1.10 −8.01 0.18 ≈ 0 −124.16
Rice - - 3.45 - - - 1.01 −16.68 0.01 0.97 −221.90

Nakagami-m - - - 2.38 - - 1.03 −15.92 0.03 0.29 −213.16
α-µ 3.44 - - 0.95 - - 1.06 −16.60 0.01 0.99 −218.96
κ-µ - - 24.47 0.19 - - ≈ 1 −16.73 0.01 0.99 −220.55
η-µ - 1.04 - 2.27 - - 1.03 −15.84 0.23 ≈ 0 −210.25

α-η-κ-µ 3.12 0.63 1.12 0.88 1.91 2.17 1.06 −16.76 0.01 ≈ 1 −212.84

65 GHz

Rayleigh - - - - - - 1.07 −10.64 0.10 ≈ 0 −168.42
Rice - - 1.92 - - - ≈ 1 −14.92 0.02 0.70 −215.62

Nakagami-m - - - 1.63 - - 1.04 −14.34 0.03 0.36 −208.95
α-µ 3.14 - - 0.79 - - 1.07 −14.78 0.02 0.63 −212.04
κ-µ - - 2.66 0.83 - - ≈ 1 −14.94 0.02 0.55 −213.86
η-µ - ≈ 1 - 1.63 - - 1.04 −14.34 0.25 ≈ 0 −206.95

α-η-κ-µ 3.48 0.10 1.08 0.55 0.57 3.31 1.09 −15.04 0.02 0.71 −207.00
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TABLE III: (b) PDF Fitting results for Scenario 3 and Scenario 4.

Scenarios Frequency Distribution α̂ η̂ κ̂ µ̂ p̂ q̂ ˆ̂r NMSE [dB]
KS test

AIC
D p-value

Scenario 3

55 GHz

Rayleigh - - - - - - 1.05 −13.64 0.05 ≈ 0 −215.78
Rice - - 1.29 - - - ≈ 1 −17.13 0.02 0.83 −254.01

Nakagami-m - - - 1.32 - - 1.04 −15.95 0.03 0.19 −240.45
α-µ 3.46 - - 0.57 - - 1.09 −17.19 0.02 0.77 −252.67
κ-µ - - 2.04 0.81 - - ≈ 1 −17.31 0.02 0.94 −254.10
η-µ - ≈ 1 - 1.32 - - 1.04 −15.95 0.25 ≈ 0 −238.45

α-η-κ-µ 3.48 0.10 1.23 0.50 0.54 1.88 1.09 −17.41 0.02 0.81 −247.26

60 GHz

Rayleigh - - - - - - 1.08 −8.57 0.14 ≈ 0 −138.24
Rice - - 2.91 - - - ≈ 1 −16.14 0.01 0.99 −223.41

Nakagami-m - - - 2.13 - - 1.03 −16.02 0.02 0.44 −222.03
α-µ 2.70 - - 1.27 - - 1.05 −16.21 0.02 0.88 −222.13
κ-µ - - 1.19 1.57 - - 1.01 −16.19 0.02 0.89 −222.00
η-µ - ≈ 1 - 2.13 - - 1.03 −16.02 0.24 ≈ 0 −220.03

α-η-κ-µ 3.08 0.29 5 0.52 1.59 1.07 1.05 −16.43 0.01 0.99 −216.67

65 GHz

Rayleigh - - - - - - 1.03 −15.90 0.03 0.39 −251.46
Rice - - 0.46 - - - 1.01 −16.10 0.02 0.65 −251.69

Nakagami-m - - - 1.01 - - 1.03 −15.90 0.03 0.42 −249.48
α-µ 2.97 - - 0.57 - - 1.07 −16.51 0.01 0.96 −254.47
κ-µ - - 1.05 0.84 - - ≈ 1 −16.47 0.01 0.99 −254.04
η-µ - 1 - 1.01 - - 1.03 −15.90 0.26 ≈ 0 −247.48

α-η-κ-µ 2.76 1.43 0.38 0.61 3.60 3.95 1.06 −16.53 0.01 0.96 −246.69

Scenario 4

55 GHz

Rayleigh - - - - - - 1.10 −6.61 0.22 ≈ 0 −100.27
Rice - - 4.94 - - - ≈ 1 −21.11 0.01 0.93 −265.30

Nakagami-m - - - 3.13 - - 1.02 −19.83 0.03 0.07 −250.55
α-µ 3.16 - - 1.39 - - 1.04 −20.83 0.01 0.89 −260.03
κ-µ - - 24.43 0.25 - - ≈ 1 −21.16 0.01 0.85 −263.81
η-µ ≈ 1 - 2.68 - - 1.02 −18.18 0.20 ≈ 0 −229.52

α-η-κ-µ 5.00 0.95 1.43 0.71 4.69 0.43 1.10 −22.12 0.01 0.99 −266.92

60 GHz

Rayleigh - - - - - - 1.09 −6.01 0.23 ≈ 0 −90.63
Rice - - 5.49 - - - ≈ 1 −19.56 0.01 0.75 −244.67

Nakagami-m - - - 3.41 - - 1.02 −19.27 0.02 0.39 −241.31
α-µ 2.78 - - 1.88 - - 1.03 −19.62 0.01 0.93 −243.32
κ-µ - - 1.80 2.06 - - ≈ 1 −19.62 0.01 0.93 −243.32
η-µ - ≈ 1 - 2.95 - - 1.02 −17.90 0.21 ≈ 0 −223.55

α-η-κ-µ 5.00 0.99 1.33 0.85 0.24 5.00 1.09 −19.79 0.01 0.77 −237.27

65 GHz

Rayleigh - - - - - - 1.11 −6.26 0.25 ≈ 0 −91.74
Rice - - 5.18 - - - ≈ 1 −17.88 0.01 0.73 −223.49

Nakagami-m - - - 3.25 - - 1.02 −17.45 0.02 0.44 −218.56
α-µ 3.08 - - 1.51 - - 1.04 −17.89 0.01 0.81 −221.58
κ-µ - - 3.53 1.32 - - 1.01 −17.89 0.01 0.82 −221.53
η-µ - 1.04 - 2.75 - - 1.03 −16.30 0.21 ≈ 0 −203.24

α-η-κ-µ 5.00 0.88 2.16 0.77 0.19 5.00 1.09 −18.10 0.01 0.76 −216.04
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distribution where the dominant component is negligible compared to the diffuse component.

As expected, considering the NMSE and the KS criteria, the more general distributions perform

better than the simpler ones, since they have more parameters and thus are more flexible. On

the other hand, when considering the AIC metric, we find that in most cases the conventional

distributions obtained the best compromise solution. As already mentioned and as well known, the

AIC penalizes the distributions with greater number of parameters. However, as can be verified

by the results, there are some situations (4 of 12) in which the more general distributions provided

an adjustment gain that justify the increase of complexity. It is also worth mentioning that if

another information criterion were selected (e.g., Bayesian, Deviance, Focus, Watanabe-Akaike,

etc.) other results are found.

To visually illustrate the fitting process, Fig. 3 shows theoretical PDFs plotted alongside the

empirical one for Scenario 4 and frequency of 65 GHz as a function of normalized envelope

ρ = R/ α
√
E(Rα) in logarithmic units. By visual inspection, it is possible to verify that, with

the exception of the Rayleigh case, all the other distributions match rather well the empirical

density. In fact, in this particular case, through the objective statistical measure, the following

distributions α-η-κ-µ, α-η and Rice are selected as the ones yielding the best-fitting considering

the NMSE, the KS and the AIC metrics, respectively.

The second fitting analysis presented here concerns the lower tail adjustment to the empirical

CDFs. This analysis is certainly paramount in modern wireless communication systems, in which

equipment is increasingly led to work with very low signal-to-noise ratios. The aim is to find

situations in which the metrics, though objectively yielding excellent fitting performance, are far

from representing the true picture. For this purpose, Scenario 3 at 60 GHz and Scenario 4 at

65 GHz have been picked. As can be seen in Fig. 4, in the first case, the α-η-κ-µ distribution was

found to give the best values in the NMSE and KS tests. In the second case, α-η-κ-µ and α-µ have

achieved the best-fitting in NMSE and KS tests, respectively. Nonetheless, observe in Fig. 4(a)

and Fig. 4(b) how the tails of both distributions fail to follow the true curve altogether. Because

of its indisputable flexibility, the α-η-κ-µ distribution has been chosen to manually fit the true

distribution. The parameters and the curves can be seen in these same Fig. 4(a) and Fig. 4(b). It

is noteworthy that the same approximate curve can be obtained for other set of parameters. For

instance, the curve of Fig. 4(a) can also be obtained with the following parameters: α̂ = 0.99,

η̂ = 1, κ̂ = 150, µ̂ = 0.07, p̂ = 1.14, q̂ = 0.998, ˆ̂r = 29.117 × 10−5, NMSE = −12.51 dB,

D = 0.0884, and p-value ≈ 0. Note how well the α-η-κ-µ lower tail-fitting distribution tends to
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Fig. 3: Estimated vs theoretical PDFs for Scenario 4 at 65 GHz.

follow the true curves. In addition, in Scenario 3, the modified KS statistics were 1.4885 and

0.2215 for α-η-κ-µ (the best NMSE and KS) and α-η-κ-µ lower tail-fitting, respectively. Then,

the α-η-κ-µ density achieved the best modified KS values in both cases. In the same way, the

modified KS statistics were 1.6891, 2.2943 and 0.1688 for α-η-κ-µ (the best NMSE), α-µ (the

best KS) and α-η-κ-µ lower tail-fitting, respectively.

A general and important conclusion is due. There is not a single combination of physical

phenomena that will categorically describe the behavior of the communication channel. Different

combinations of physical phenomena, such as non-linearity of the medium, multipath cluster-

ing, dominant signal power, among others may result in similar modeling. Take, for instance,

Nakagami-m and Rice. In no premises of any physical model for the Nakagami-m distribution a

dominant component appears. Only multipath clustering is considered. In this sense, Nakagami-

m cannot be used for environments within which no dominant components exist. However, the

clustering effect emulates that of a dominant component, and Nakagami-m has been successfully

applied to both nLoS and LoS situations. The same happens with Weibull and Rice. And this

interchangeability of effects, at least in a approximate way, as the case of Rice and Nakagami-m,



20

−30 −25 −20 −15 −10 −5 0 5
10−4

10−3

10−2

10−1

100

C
um

ul
at

iv
e

di
st

ri
bu

tio
n

fu
nc

tio
ns

Measured data
α-η-κ-µ tail-fitting
α-η-κ-µ - the best
NMSE and KS test

(a) Scenario 3 - 60 GHz

α-η-κ -µ tail-fitting results

α̂ = 3.92, η̂ = 0.69, κ̂ ≈ 0, µ̂ = 0.70,

p̂ = 4, q̂ = 1.49, ˆ̂r = 33.53 × 10−5

NMSE = −17.86 dB,
D = 0.068, p-value ≈ 0
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(b) Scenario 4 - 65 GHz

α-η-κ -µ tail-fitting results

α̂ = 1.92, η̂ = 0.98, κ̂ = 25, µ̂ = 0.31,

p̂ = 0.95, q̂ = 0.998, ˆ̂r = 17.57 × 10−5

NMSE = −19.5953 dB,
D = 0.0256, p-value = 0.0741

Fig. 4: CDF tail-fitting approach for Scenarios 3 (a) and 4 (b).

is easily and more potentially provided by the α-η-κ-µ fading model. In general, the environments

are rather complex and there is no single or simple solution either in physical or mathematical

terms in channel modeling.
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B. Second-Order Statistics

In this subsection, the adherence of the theoretical LCRf curves, given by (10)-(15) and (17),

to the empirical LCRf ones in all four scenarios described in Section III is assessed. Again, due

to the large amount of collected data and without loss of generality, the position chosen to be

evaluated in this analysis for all scenarios has been the 17 × 17, located near the center of the

URA. For all four scenarios, the parameters of the target LCRf fading models (i.e., Rayleigh,

Rice, Nakagami-m, α-µ, κ-µ, η-µ, and α-η-κ-µ) have also been estimated with the lscurvefit

function. Then the NMSE and AIC are calculated aiming to find the best fit for each of the four

evaluated scenarios.

Table IV summarizes the parameter estimates and the values of NMSE in logarithmic scale

and AIC. From Table IV, it can be seen that in all four evaluated scenarios the best-fitting

performance has been achieved by the more general fading models. If we consider the NMSE

metric in the four analyzed scenarios, the best performance have been achieved by α-η-κ-µ.

Considering the AIC metric, for Scenarios 1, 2 and 4 the best results have also been obtained

by the α-η-κ-µ. However, in Scenario 3, despite providing a better fit considering the NMSE

metric, the α-η-κ-µ distribution did not obtain the best performance in the AIC test. This is

justifiable, since the AIC test penalizes distributions with more parameters, which is the case of

the α-η-κ-µ (7 parameters). In fact, in Scenario 3, the distribution that provided the best result

in the AIC test has been the κ-µ (2 parameters), being in this way, for Scenario 3, the best

distribution considering a compromise between fit and complexity.

A typical plot of the variation of the amplitude as a function of the frequency is shown in

Fig. 5. In the same way, the corresponding autocorrelation function is given in Fig. 6.

To illustrate the LCRf fitting process, Fig. 7 shows the theoretical LCRf curves plotted

alongside the empirical one for all four scenarios as a function of the normalized enveloped

ρ in logarithmic units. By visual inspection, it is possible to verify that, for Scenario 1, with

the exceptions of Rayleigh and Rice distributions, all the other distributions match rather well

the empirical LCRf. However, if we verify only the extremely lower tail portion of the plots,

i.e., for substantially small ρ, the α-η-κ-µ and η-µ yield a better adherence. In fact, the best-

fitting considering the NMSE and AIC metrics is found for α-η-κ-µ distribution in this case.

For Scenario 2, with exception of Rayleigh, all the other fading models achieved a reasonable

fitting. Analyzing the lower tail, the best visual adjustment has been obtained by κ-µ. In this
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TABLE IV: LCRf fitting results.

Scenarios Distribution α̂ η̂ κ̂ µ̂ p̂ q̂ d̂ Ü̂ψ[×103] NMSE[dB] AIC

Scenario 1

Rayleigh - - - - - - - −10.41 −14.58 157.75
Rice - - 0.96 - - - - −22.18 −17.19 108.78

Nakagami-m - - - 1.22 - - - −13.72 −23.67 −18.13
α-µ 2.03 - - 1.21 - - - −13.75 −23.69 −16.44
κ-µ - - ≈ 0 1.22 - - - −13.72 −23.67 −16.13
η-µ - 0.19 - 0.70 - - - −12.66 −31.46 −168.66

α-η-κ-µ 1.79 0.71 0.39 1.51 0.32 21.26 0.56 −18.33 −32.36 −176.32

Scenario 2

Rayleigh - - - - - - - −5.68 −7.47 206.81
Rice - - 2.70 - - - - −26.43 −23.95 −22.66

Nakagami-m - - - 1.94 - - - −13.36 −25.43 −43.45
α-µ 1.94 - - 2.01 - - - −13.30 −25.54 −42.99
κ-µ - - 0.90 1.59 - - - −21.34 −29.04 −97.17
η-µ - 0.99 - 0.96 - - - −13.11 −25.34 −40.21

α-η-κ-µ 2.17 9.43 0.36 1.28 2.05 ≈ 0 4.20 −7.27 −31.60 −118.06

Scenario 3

Rayleigh - - - - - - - −6.32 −9.96 243.52
Rice - - 1.93 - - - - −22.25 −26.53 −170.29

Nakagami-m - - - 1.55 - - - −11.31 −22.90 −79.39
α-µ 1.86 - - 1.66 - - - −11.20 −23.24 −85.95
κ-µ - - 1.16 1.22 - - - −19.85 −32.36 −314.73
η-µ - ≈ 1 - 0.77 - - - −11.32 −22.90 −77.38

α-η-κ-µ 1.87 0.74 4.24 1.21 0.28 16.64 0.45 −47.35 −32.59 −310.46

Scenario 4

Rayleigh - - - - - - - −3.64 −5.85 183.34
Rice - - 3.62 - - - - −21.74 −22.07 −5.08

Nakagami-m - - - 2.42 - - - −10.99 −26.44 −56.42
α-µ 1.87 - - 2.64 - - - −10.89 −27.02 −61.26
κ-µ - - 0.44 2.25 - - - −14.84 −26.94 −60.28
η-µ 0.99 - 1.21 - - - −10.99 −26.44 −54.42

α-η-κ-µ 1.81 3.20 8.86 0.39 0.83 0.12 0.56 −20.49 −29.15 −76.22

case, the best-fitting considering the NMSE and AIC metrics has been obtained also by the

α-η-κ-µ model followed by κ-µ. For Scenario 3, considering ρ > −18 dB, the model yielding

the best visual fitting is the Rician one. On the other hand, at the lower tail the α-η-κ-µ and κ-µ

models could match the experimental LCRf. It is important to emphasize that in this scenario

the system operated in nLoS condition. In this situation the best-fitting considering the NMSE

has been achieved by the α-η-κ-µ distribution and the best fit considering the AIC has been

achieved by the κ-µ model. Finally, for Scenario 4, considering ρ > −5 dB, with exception of

Rayleigh all other tested models fit perfectly. For −15 < ρ < 10, with exception of Rayleigh

and Rice all other models match rather well the experimental curve. At the very low tail, i.e.

ρ < −15, the empirical curve tends to match those from α-µ, κ-µ and η-µ models.
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Fig. 5: Amplitude as a function of the frequency (Scenario 2).

V. Conclusions

A thorough field measurement campaign in the mm-wave band has been conducted in an

indoor environment with an aim at characterizing the first and second order statistics of the

short-term fading signal. The frequencies ranged from 55 GHz to 65 GHz, and the propagation

conditions included LoS and nLoS, with combinations of horizontal and vertical polarizations

at both transmitter and receiver. The motivation to use more general fading models, including

the α-η-κ-µ one, is rather straightforward. The short-term fading has been barely explored in the

60 GHz band. In such a yet unknown scenario, we wanted to investigate whether there would

be situations for which the available fading models would not yield a reasonable fit. In this

case, the use of the α-η-κ-µ could fill this gap. The response to this question has indeed been

given in the paper. Indeed, there are such situations, although rather rare. It can be said that the

available distributions, namely α-µ, η-µ, κ-µ, and their particular cases can be applied to most

of the situations. But, in some rare cases, the α-η-κ-µ would yield a better fitting performance.
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A number of LCRf expressions of multiparameter fading models have been shown here. First

and second order statistics (PDF, CDF and LCRf) of the fading models have been evaluated.

The models that best fitted the experimental data were chosen using three figures of merit,

namely NMSE, KS statistics and AIC. Analyzing the results of the first order statistical tests, it

was possible to verify that the most general distribution, namely α-η-κ-µ, provided the smallest

NMSE estimation error in all 12 scenarios analyzed. Considering the KS method, the more

general distributions, namely α-µ, η-µ, and κ-µ, yielded the best performance in 11 out of 12

scenarios. Finally, in the AIC metric, the more general fading models performed best in 4 out

of 12 scenarios.

For the second-order statistical tests, in all four LCRf estimated scenarios, as expected, the

α-η-κ-µ model also presented the best fit performance considering the NMSE method. Moreover,

in 3 out of 4 scenarios, the most generalized distribution also obtained the best result in the AIC

test, showing that the use of the most complex distribution is in most cases rewarded by a much

better curve fit.
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Fig. 7: LCRf fitting approach for Scenarios 1 (a), 2 (b), 3 (c) and 4 (d).

Interestingly, it has been observed that in some few situations, the lower tail of the true

distribution, obtained with field data, can only be followed by the more general fading model,

because of its inherent flexibility. It is noteworthy that the fading models available in the literature

fully meet the need for modeling short-term fading in the mm-wave band.

The message of this paper was not to prove beyond doubt that the α-η-κ-µ is the fading model

to be applied in a millimeter wave scenario. On the contrary, the idea is to show that those fading

models already available in the literature, more specifically α-µ, η-µ, and κ-µ, suffice. In some

occasions, rare ones, apart from α-η-κ-µ, the fitting performance of the distributions is not

as good. Then the α-η-κ-µ is the best option. But, of course, this per se, does not justify its
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use in all occasions. As well understood, the α-η-κ-µ is mathematically much more intricate

than the others. However, due to its multi-parameter feature, the α-η-κ-µ distribution provides

more flexibility. Obviously, in practice, those general, but simpler, distributions may be the best

choice for the vast majority of scenarios considering the trade-off between small error and high

complexity.
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