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Abstract: In this paper we report the experimental realization of a reconfigurable reflective
arrayed waveguide grating on silicon nitride technology, using optimization algorithms borrowed
from machine learning applications. A dozen of band-shape responses, as well as a spectral
resolution change, are demonstrated in the optical telecom C-band, alongside a proof of operation
of the same device in the O-band. In the context of programmable and reconfigurable integrated
photonics, this building block supports multi-wavelength/band spectral shaping of optical signals
that can serve to multiple applications.

© 2020 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

Integrated photonics is on the rise as a complementary technology to micro-electronics. Mainly
driven in the last years by the need of more bits per second [1,2] from long haul telecom
links, to short haul interconnects, photonic integration is now expanding to non-telecom
application domains as civil engineering [3], bio and life sciences [4], environmental sensing
[5–8] and automotive [9], among many other, as with more technology challenges ahead [10].
Integrated photonics is also expanding as microelectronics did, from application-specific to a
programable or reconfigurable PICs [11], where different flavors arise, among them the Field
Programmable Photonics Gate array (FPPGA) [12], artificial intelligence nano-photonics [13]
, linear optical quantum computing [14], arbitrary optical waveform generation (AOWG) [15]
among others. Reconfigurable band-pass shape optical filters are key for optical signal processing,
for incumbent and emerging applications such as LIDAR, bio-sensing, microwave processing
and telecommunications, to name a few.

Several integrated optics architectures have been explored, comprising micro-ring resonators
in silicon [16,17] and silicon nitride [18], Mach-Zehnder Interferometers (MZIs) in silicon
[19,20] and two arrayed waveguide gratings (AWGs) back-to-back in silica [21] and silicon [22].
Fontaine and co-workers reported a reconfigurable band-pass AWG in silica [23], with amplitude
and phase tuning within the arms, demonstrating up to six different band-shapes. The number of
previous works on tunable AWGs is humongous, but restricting the search to high-index contrast
silicon photonics technology, most address phase tuning to correct phase errors and improve the
passband shape and out-of-band floor [24,25]. In addition, other [26] report a minor re-shaping
of the pass-band when tuning the center wavelength of the channels, through the phase of the
AWG arms. Some works go beyond and make use of machine learning optimization algorithms
[27,28] in their quest for perfecting the Gaussian response of AWGs. All the above works cited
are for the optical telecom C-band. An interesting layout is the reflective AWG (RAW), where
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a mirror is included halfway, and works using MEMS [29], distributed Bragg reflectors [30],
photonic crystals [31], multimode interference reflectors [32] and metal [33] mirrors have been
reported. Besides the footprint advantage, the mirror opens a new dimension for shaping the
overall RAWG response, as we proposed earlier in [34].
In this paper we experimentally demonstrate for the first time to our knowledge, a reflective

reconfigurable AWG (RRAWG) in silicon nitride technology, using tailored optimization
algorithms borroed from machine learning applications. Twelve different band-pass shapes
and spectral resolution change have been demonstrated in the C-band, and operation is also
proved in the O-band. The paper is organized as follows. In section 2 we describe the device,
the reconfiguration algorithm and provide its numerical validation. The experimental details,
methods and validation of the RRAWG are given in section 3. The closing remarks and means
for improvement are lastly introduced in section 4.

2. Reconfigurable reflective AWG with machine learning active reconfiguration

2.1. Device description

Our RRAWG incorporates an amplitude and phase tunable mirror in each arm, as sketched in
Fig. 1(a). A static version with no tunable mirrors of the device was reported earlier in [34].
In this previous work by our group, no optimization of th response was provided, only the
ability to do so with the RAWG Sagnac loop based layout was outlined, with some supporting
simulation. Compared to [34], we have incorporated as mirrors a reflective version of a common
Mach-Zehnder Interferometer (MZI), also known as Michelson interferometer, where each of the
two arms is equipped with a thermo-optic phase shifter (TOPS) and terminated with a Sagnac
Loop Reflector (SLR), as depicted in Fig. 1(b). The MZI is based on Multimode Interference
(MMI) couplers (one for the arms, then two for the loop reflectors), so as to make the overall
mirror as broadband as possible. The field amplitude and phase from these dual-drive MZIs can
be controlled independently [35]. In regular AWGs, phase and amplitude errors are known to
cause response degradation, and they may stem from design to fabrication imperfections. The
tunable mirror is a reflective MZI as described, and despite all are done with the same layout,
fabrication deviations (width, height and material properties of the cross-section) leave all these
mirrors in an unknown starting point. Hence, without correction, the RRAWG passive response
is naturally distorted. Traditionally phase trimming techniques have been applied to telecom
(silica) AWGs, that set a static response to the device [36], but the active tuning capability of the
tunable mirrors ideally can in first place alleviate up to some extent the fabrications deviations,
and in second place provide the reconfiguration of the spectral response.
With respect to the actuators for the tunable mirrors, we resorted without loss of generality

to the TOPS available in the employed photonic integration platform, but other actuation
mechanisms may provide better features, in terms of footprint and speed. One of well-known
inconveniences of TOPS is thermal management of the chip, which requires a temperature
controller (TEC). Furthermore, when using arrays of TOPS (in some cases with several tens of
them), in reconfigurable PICs, the thermal cross-talk adds to the complexity of converging to and
stabilizing the optical response.

2.2. Reconfiguration strategy and implementation

For these complex reconfigurable PICs, different techniques and approaches are developed to
reach the target response and stabilize the system along time. Several of them are described
in the literature. Firstly, approaches based on obtaining the relative full-field amplitude and
phase response of the temporal response of the complete system. One of the most used is the
Optical Frequency Domain Reflectometry (OFDR), which can retrieve the full field response
of virtually any passive integrated optics device along all the paths from input to output [37].
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Fig. 1. Conceptual sketches for the RRAWG (a) and tunable mirrors (b). Device mask
layout (c) and microscope photograph of the fabricated device (d) in a chip of 5x10 mm2.

While it’s probably the most powerful inspection technique, it requires heavy post-processing and
ad-hoc configuration to retrieve the actual device response, which it’s hard to make compatible
to iterative real-time setting of the system response [27]. Secondly, some techniques to approach
the ideal response of the array waveguide grating using Gerchberg-Saxton algorithms to recover
the ideal phase in the array have been reported. These require combining the theoretical response
with high level algorithms from hologram retrieval, provided the amplitude response very well
known [38]. Additionally some works resort to algorithms to obtain the phase and the amplitude
from the spectral response, but their performance is modest and they are oriented towards image
recovery [39]. The third approach is ordinarily known as brute force [27], where the algorithms
act simultaneously over all the free variables to obtain the complex response. There is an
increasing use of these so-called machine learning techniques in multiple application domains,
reconfigurable PICs among them, despite they may be suboptimal as compared to OFDR based
approaches [27,40,41]. Addressing the full problem (full variable set, final target response) in a
device, such as the one presented in this paper, wreaks havoc on the goal: convergence. The
reason is they require iterative and continuous measurements, with an inherently non-linear
problem, and a target response that evolves along time.

Generalist machine learning algorithms are extremely well-suited, albeit their potentially high
computational cost, to solve very abstract problems with involved dependencies. Nonetheless,
as is the case of our RRAWG, in most cases the internal structure of the problem is known, so
the algorithms can be driven accordingly [42]. The (R)AWG response from one input to one
output is formed by the wavelength-dependent constructive interference of the fields radiated
from the arms. It is well-known that both sides of the slab coupler are transformed domains, in
the most simplified approach represented by a spatial Fourier transform [43]. Another intrinsic
property is the central arms receive more energy than the outer ones. Other practical aspect
to consider when selecting an optimization algorithm, is optical misalignment along time of
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the test setup. The algorithm has to allow pausing and resuming from a given point. Note that
there are also other time-changing conditions in our device, due to the fact that thermal tuners
influence each other (thermal cross-talk). Hence, some algorithms as neural networks need to
restart because they rely on collecting statistical data to extract the behavior of the variables. In
addition, algorithms not requiring the derivatives of the cost function are also preferred, since in
our device, the changes in amplitude and phase of multiple interferers, may lead to local minima.
Consequently, from all, we then selected the pattern search machine learning algorithm [44].

2.3. Numerical validation

A numerical model for the transfer function of the RRAWG was implemented using integral
Fresnel for star coupler, and the length and effective indices of each section, as in our previous
works [34,43]. The modeling of the tunable mirror accounts for the phase shifter measured
electro-optic response. That includes a cubic relation between the electrical power dissipation
and the electrical current due to self-heating (the ohmic resistance changes with the temperature /
electrical current) [45]. The numerical model incorporates the ability to force random phase and
amplitude errors [46] in the RRAWG arms, to synthesize responses similar to the ones obtained
through fabrication.

Through simulation we explored first brute force optimization. We reproduced by simulation
the response of an RRAWG with the same parameters than the fabricated device (see section
3.1). A cost function was defined, comparing the target and the intermediate response for a given
wavelength range, and a set of currents in the TOPS. After some numerical experimentation,
the cost function defined is similar to that used in microwave filter synthesis. It consists of the
summation of the quadratic difference between the target response and the current response in
logarithmic units [47]. This is a cost function that aims at sigmoid activation [48], and as it
has been reported to have very good convergence for machine learning algorithms [49]. With
this cost function and addressing the problem by brute force, i.e. all the TOPS currents at the
same time, sub-optimal results, quite far from the target, were obtained. Next, and owing to
the well-known internal structure described previously, we devised the following procedure. In
a first step, the same brute force approach is followed, but the target is now to minimize the
response over all wavelengths. This would be as switching-off all the RRAWG arms. Then, we
progressively enable arms, starting with the first two in the center (owing to their natural larger
energy). In this case the target spectral response imposed to the algorithm is far more simple
than for N interferers, it is just the one for an MZI, and the algorithm only needs to deal with 4
TOPS. Upon convergence on this first step, the target function is replaced for that of a generalized
MZI with three arms (the next with larger energy in the array), and consequently the number
of free variables (TOPS currents) is then 6. But for four of them the initial values come from
the previous successful minimization. The procedure is illustrated in Figs. 2(a)-(f). The first
panel presents the target response for all the RRAWG channels in dashed lines, while the current
response for the same is given in solid lines. The latter is calculated for a set of arbitrary starting
phases in the arms. In panel (b), the result of minimizing the current response is shown. This
provides a set of TOPS currents for all the arms. From this set, we show the target and current
function after optimization for two arms (4 TOPS) as described, in panel (c), and following the
optimization steps for 6 and 10 TOPS (3 and 5 arms enabled respectively) in (d) and (e). Finally,
Fig. 2(f) provides the optimization result vs. target response when all the 38 TOPS (19 arms) are
enabled.
Note that with our approach, the minimization step of Fig. 2(b) took 2768 iterations, and

for all the other steps Figs. 2(c)-(f) another 11283 iterations. In general, all the simulations
attempted with starting random amplitude and phase conditions, achieved minimization in
approximately 3000 iterations, and optimization in about 12000 iterations (a comparison of the
overall optimization approach, targets and performance, including the number of iterations in
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Fig. 2. Optimization algorithm step by step employing RRAWG response simulation.
The panels show in solid and dashed lines the actual and target normalized responses (in
logarithmic units) at a given step versus wavelength. Each of the color lines within the plots
represents one of the five RRAWG channels. In (a) the starting situation is given, where
the actual response is forced to differ heavily from the target, by including amplitude and
phase errors. Panel (b) presents the first step in which the tuners are configured so as to
’switch-off’ the device, i.e. minimizing the response, which is equivalent to bring all the
arms out of constructive interference. From panels (c) to (e) the number of arms brought
back to ’on-state’ (constructive interference) is progressively increased. The last panel (f)
shows the case for 19 arms enabled.

the experiment is given in Supplement 1). In this particular case each iteration took 11 seconds,
from which the pattern search share was negligible, since all the time was mostly consumed by
the RRAWG non-optimized simulation (i.e. the Fresnel numerical integral in a script language).
However, in the experiments reported later on, one can adjust the analyzer span and resolution, to
minimize spectra acquisition time, leading to optimization steps of 2-3 seconds in total. Despite
one can reduce the optimization step time, just for reference, for tuners allowed to vary in a range
of 75 mA, with a precision of 1 mA, the number of possible combinations would be of the order
of 10118, hence preventing the use of brute force. Upon confirmation the algorithms work on
simulation, we proceeded to their use with the fabricated devices.
The algorithm flow, and the particular values and iterations required, are detailed further in

Supplement 1. In short, it consists mainly of two steps: Step number 1, minimization, matching
Fig. 2(b); and Step 2, restoring the response, iterated several times by progressively adding new
variables (tuners) to the optimization algorithm, matching Fig. 2(c) to (f). See flowchart in
Supplement 1.

3. Materials, methods and results

3.1. Device design and fabrication

The RRAWG was designed and fabricated using the CNM-VLC silicon nitride platform [50]
whose technology is described in [51,52], through a Multi-Project Wafer run. Despite an SOI
chip would have a footprint advantage, we selected nitride mainly the platform have the potential

https://doi.org/10.6084/m9.figshare.12999605
https://doi.org/10.6084/m9.figshare.12999605
https://doi.org/10.6084/m9.figshare.12999605
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to operate from visible to the mid-infrared [52], with properly scaled designs, thus covering a
wider range of applications, that in turn may require re-programmable devices.The waveguide
core has a cross-section of 1.0 µm x 0.3 µm patterned via reactive-ion etching on a film of silicon
nitride deposited via low-pressure chemical vapor deposition, on top of a substrate of silica (2.5
µm height) obtained through wet oxidation of a silicon wafer. The waveguide core is cladded
with plasma enhanced deposited silica (1.8 µm height). The TOPS have a width of 5 µm and
are a bi-layer of Cr and Au patterned with lift-off, and 1.2 mm length. The RRAWG parameters
for the manufactured devices are: center wavelength 1550 nm, 5 channels with spacing 3.2 nm
and free spectral range (FSR) of 25.5 nm, slab coupler length 74.88 µm, arm length increment
49.24µm and the number of arms is 19, with bend radius 100 µm. The waveguides interfacing
the slab coupler are up/down-tapered to 2 µm. They are placed following a traditional constant
angle layout, 3 µm spacing over the grating circle, despite other placements can significantly
improve the response [53]. The RRAWG footprint is 10x4.5 mm2 (width x height) using and
orthogonal layout as sketched in Fig. 1(a). The large footprint is due to the MZI based tunable
mirrors, both by the large bending radius (conditions the arm spacing) and lengthy heaters (so as
to make them reliable for a given width). At the outer part of each interferometer arm or heater,
a shallow trench (just the cladding oxide removed) of 5 µm width is placed at distance of 13
µm. An additional trench is also present in the space between the two arms / heaters at 10 µm
distance. With optimized TOPS cross-sections [54], or other tuning mechanisms, the footprint of
the RRAWG could be significantly reduced. The chip is mounted on top of printed circuit board
(PCB), and the TOPS pads are wire-bonded to the metal lines in the board, Fig. 3(a).

Fig. 3. Photographs of the mounted chip (a) and setup (b).

3.2. Laboratory setup

The characterization setup consists of two stages, one with the micro-positioners, a three axis
motorized positioner and a manual positioner to control the yaw rotation angle, Fig. 3(b). The
PCB with the chip sits on top of a thermally controlled chuck, held by the second stage. For the
measurements, the fiber array is aligned manually in three steps.
First, the fiber array is yaw rotated until the fiber array edge is parallel to the chip. The other

pitch and roll rotation angles do not need to be adjusted because the sample and the fiber array
are carefully placed to be as parallel as possible. Second, a red light is used in two of the fibers
in the array for visual alignment purposes. Third, once the fiber array is visually aligned with
red light with the three-axis movement of the fiber array, a broadband infra-red light source
(BBS) is connected to one of the fibers, whereas a power meter is connected at the other fiber of
array. Hence, the position of the fiber array is optimized with the motorized stages to obtain the
maximum power.
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When the fiber array alignment is optimized, the power meter is replaced by an optical spectrum
analyzer (OSA), which is used to record the spectra with a resolution of 20 pm for measurements
in the optical C-band. To characterize in the O-band, the same procedure is used but the BBS is
replaced by a Yenista tunable laser with a CT400 combiner, employed to synchronize the sweep
and spectra recording. The spectra are recorded after each step where the TOPS are tuned to the
currents provided by the pattern search algorithm. The TOPS currents are generated with a 4
multi-current LuzWavelabs modules, with 10 current sources each, Fig. 3(b).

3.3. Characterization results

In order to assess on the RAWG insertion loss, we captured the transmission spectra of straight
waveguides. Despite coupling loss can thus be de-coupled, we still compared the straight
waveguide transmission to that of the setup without chip. We obtained 3-3.5 dB/facet and 5-5.5
dB/facet insertion loss, for microscope objetives with 2.5x2.5 µm2 mode-field diameter (MFD)
and for ultra-high numerical aperture (UHNA7) fiber with 3.2x3.2 µm2 MFD, respectively. The
results are compatible with the MFD of the in/out waveguides 1.19x0.95 µm2.

The peak insertion loss for the Gaussian optimized device was 15 dB below the transmission
of the straight waveguide. From those, 5 dB correspond to 2.5 cm propagation and 2 dB to excess
losses of the splitters used in the Michelson interferometer. Thus, the RAWG insertion loss is
less than 8 dB considering part of it can be due to the fiber array not being optimally aligned.

The spectral response reconfiguration results are given in Fig. 4. The algorithm flow, and the
particular values and iterations required, are detailed further in Supplement 1. Twelve different
responses where synthesized. Except in (b), (k) and (l), only one FSR is shown for clearness,
when comparing the synthesized responses to the target. Linear units are used in this case so
as to clearly appreciate the differences. In the figure we show in the first place on panel (a) a
regular Gaussian response, alongside the same response for the rest of the AWG channels in
panel (b). From (c) to (g) the experimental results for the synthesis of flat, truncated cosine,
Bessel, Lorentzian and decaying exponential responses are shown, all compared with their target
function. Note that the starting point for all this is the previously optimized Gaussian response.
All these experimental plots are collated in linear and logarithmic units in Fig. 5 (cf. with the
theoretical proposal in Fig. 6 of our early work on Ref. [34]).

Other functions are synthesized in Figs. 4(h) to (j). In (h), the band-pass is unfolded to create
a notch filter, whereas in (i) and (j) triangular shaped functions, isosceles and right triangle
(ramp) are shown. A version of right triangle with opposite ramp was also demonstrated, but
not shown for the sake of space. Panel (k) shows a Gaussian response synthesized with half
FSR. Theoretically that would correspond to having two interleaved subarrays out of phase, as
described in [55]. In conclusion, and from an application perspective, besides changing the shape
of the bands, the RRAWG can reconfigure its spectral resolution. Furthermore, and owing to the
broadband nature of silicon nitride on silica platform and the tunable mirrors used, responses
where synthesized as well for the O-band, with two channels shown in panel (l). In this case, the
other channels could not be properly measured, alignment was critical owing to a cross-section
designed to work in the C-band, and light was guided through the substrate mainly, obfuscating
the passing bands up to some extent.
As a general conclusion, by observing e.g. Fig. 5(b), the shape of the bands can be properly

approximated, but indeed the overall response (band and out of band) is still not optimal. We
believe there are several factors to investigate for further improvement, among them we would
highlight two. Firstly, the ability of algorithm to find the best combination and how good that is.
In this paper we used pattern search as a tool for a proof-of-concept, but we left unexplored how
to assess on the machine learning algorithm performance itself. Secondly, design improvements
to alleviate distortions (amplitude and phase) are not into place. These indeed would help the
algorithm and overall strategy, recall we progressively set target responses from simple MZI to

https://doi.org/10.6084/m9.figshare.12999605
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Fig. 4. Spectral response reconfiguration results. All the responses are given normalized,
either in linear (lin) or logarithmic (dB) units. For the linear representations, the horizontal
axis is given as wavelength difference in nm from the peak center.

Fig. 5. Spectral response reconfiguration results compared. All the responses are given
normalized, in linear (a) and logarithmic (dB) units versus the wavelength difference in nm
from the peak center. The colors correspond to Gaussian (dark blue), flat (red), truncated
cosine (orange), Bessel (purple), Lorentzian (green) and decaying exponential (light blue).
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generalized MZI by enabling arms step by step. We believe the better the design, the better the
match in the progressive steps and hence the final result. These design improvements should
include waveguide widening in straight sections [56–58] and improved grating line waveguide
placement in the slab coupler interface [53]. Last but not least, better thermal isolation (i.e. with
deep trenches down to the silicon wafer) would certainly alleviate the optimization efforts.

4. Outlook and conclusions

In this work, we have presented the design, fabrication and experimental validation of an
integrated reconfigurable reflective arrayed waveguide grating in silicon nitride technology. The
reconfiguration was addressed by optimization algorithms borrowed from machine learning and
adapted to the internal structure of our device. A dozen of different band-pass shapes have been
demonstrated, alongside spectral resolution change in the C-band and operation in O-band. The
device could be improved both in footprint, by using more compact bends and tuning elements,
and performance, by refining the internal structure, waveguides and slab couplers, as well as by
designing auxiliary elements, such as edge and MMI couplers, to operate broadband.
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