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Abstract

Classification is one of the important tasks of machine learning, which classifies each object

in a dataset into its corresponding class based on its features. However, an object might have

many features, which leads to many problems that hinder the performance of machine

learning algorithms, for example, the curse of dimensionality and overfitting. Therefore,

reducing data dimensionality is considered an important approach to dealing with high-

dimensional data, and one of the methods to reduce data dimensionality is feature selection,

which selects a subset from the entire feature set to maximize the performance of the machine

learning algorithms and minimize the number of features. In this project, we implemented a

feature selection framework that consists of four parts: data pre-processing, feature selection,

classification, and evaluation. Based on this framework, in order to compare the 3 different

types of feature selection methods, which are the Filter, Wrapper, and Embedded methods. We

combine five feature selection methods and five classification methods on three different

datasets and evaluate their performance and computational cost based on the cross-validation

split strategy. Through the experiments, we find that Filter approaches are fast and easy to

compute, and the Wrapper approach considers the correlations between feature selection and

classifier. For Embedded approaches, it combines the common advantages of both methods

explained above. Among them, we also propose a Transformer-based feature selection method

FS-Former, and we demonstrate through experimental results that our proposed method

achieves comparable performance with other feature selection methods.
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摘要

分类是机器学习的重要任务之一，它根据数据集中的每个对象的特征将其分为相应的

类别。然而，一个对象有许多特征，这将导致许多问题，阻碍机器学习算法的性能，

例如，维度的诅咒和过度拟合。因此，降低数据维度被认为是处理高维数据的一个重

要方法，而降低数据维度的方法之一就是特征选择，它从整个特征中选择一个子集，

使机器学习算法的性能最大化，特征的数量最小化。在这个项目中，我们实现了一个

特征选择的框架，这个框架包括四个部分：数据预处理, 特征选择, 分类，评估。基于

这个框架，为了比较过滤法（Filter approach）, 包裹法（Wrapper approach）和嵌入式

法（Embedded approach）这三种不同的特征选择方法，我们于三种不同的数据集上组

合 5 个特征选择方法和 5 个分类方法，并基于交叉验证法的策略评估他们的性能和计

算花费。通过实验，我们发现过滤法是快速和容易计算的，而包裹法考虑了特征选择

和分类器之间的关联性。对于嵌入法，它结合了上述两种特征选择方法的共同优点。

其中，我们还提出了一个基于 Transformer 特征选择方法 FS-Former，通过实验结果证

明，我们所提出的方法达到了和其他特征选择方法可比较的性能。
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Chapter 1: Introduction

1.1 Motivation

In recent years, with the rapid development of information technology, machine learning

techniques have become an important tool for processing big data. Among them, the

classification task is one of the most dominant machine learning tasks which classifies each

object in the data set into corresponding classes or categories based on its features. Currently,

machine learning classification is mainly used in various fields such as computer-aided

diagnostics [1], facial recognition [2], and spam detection [3]. However, with the

improvement of data collection technology, the dimensionality of the collected data is also

rising, even up to tens of thousands of dimensions (such as biomedical data [4]), which makes

it impractical to adopt traditional machine learning techniques to High-dimension low-sample

size (HDLSS) data. The problems that hinder the performance of the machine learning

algorithm in HDLSS data include the following.

There are two main reasons for the weak generalization ability of machine learning

algorithms in high-dimensional data: (1) Curse of Dimensionality: In high-dimensional

feature space, the distribution of data is highly nonlinear, and it is difficult to build a suitable

interface, which leads to the inability to build classification models with strong generalization

ability [5]. (2) In high-dimensional data, the number of samples is relatively insufficient

compared with the number of features, and it is easy to make the learning objectives not

related to the original This can lead to the failure of machine learning modeling based on

empirical data, resulting in poor generalization ability [6].

The root cause of the above problem is that the high-dimensional data in a dataset usually

contains a large number of irrelevant and redundant features. Therefore, reducing data

dimension is considered to be an essential step in handling high-dimensional data and one of

the methods to reduce data dimension is feature selection, which selects a subset of the whole

features to maximize the performance and minimize the number of features of machine

learning algorithm [7].

Introducing feature selection for machine learning algorithms can have many benefits: (1) It

can effectively solve the problem of weak generalization ability caused by the curse of

dimensionality and overfitting problems. (2) Due to the reduced number of features in the

data, the computational complexity of the machine learning algorithm is also reduced, thus

https://arxiv.org/abs/2006.13018
https://arxiv.org/abs/2006.13018
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improving the processing performance of the model. (3) Since only relevant features are

selected, it can help researchers to uncover task-relevant features. For example, in DNA gene

analysis, feature selection can help researchers to find potential gene expression [8][9][10].

However, the feature selection method aims to find an optimal subset of features from 2n

possible combinations, where n is the number of features. Therefore, it is an NP-hard problem

that is very difficult to deal with. To better understand the performance of feature selection

methods, in this work, a comparison of 3 main types of feature selection methods is made

including Filter approaches, Wrapper approaches, and Embedded approaches, which are

classified depending on the different ways of combining machine learning methods and

feature selection methods [11]. In the comparison, 3 different datasets and 5 different

classification methods are used to better explore the characteristics of different feature

selection methods. In addition to the above methods, we also propose an embedded feature

selection method, FSFormer, based on Transformer, one of the most popular and state-of-the-

art deep learning architectures [12].

1.2 Overview

Figure 1 The workflow of our project

As shown in Figure 1, this project is divided into four parts: data pre-processing, feature

selection, classification, and evaluation. Here, this report will illustrate these parts briefly.

(1) Data pre-processing: Since the raw data are typically unclean and feeding the raw data

into a machine learning model may cause many problems including incompleteness, noise,

inconsistency, redundancy, imbalance, outliers, and duplication Thus, an appropriate data pre-

processing pipeline is needed to overcome these problems.

(2) Feature selection: This is the main part of our project. The feature selection methods will

select the optimal set of features based on specific criteria. Thus, the data are processed to

contain only the optimal set of features.
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(3) Classification: In this step, the machine learning algorithm will classify each observation

using optimal selected features into different categorical values. In this project, we have

implemented the following classifiers: linear discriminant analysis (LDA) [13], quadratic

discriminant analysis (QDA) [13], Random Forest [14], support vector machine (SVM) [15],

and multilayer perceptron (MLP).

(4) Evaluation: To better understand the performance of different feature selection methods,

the quality of classification results will be evaluated using several indices such as accuracy,

balanced accuracy, confusion matrix, sensitivity, specificity, and Area Under Curve (AUC).

Besides, the computational cost of the different cases of classification will also be estimated.

1.3 Contribution

In summary, our main contributions are as follows:

(1) Implementation of the appropriate and effective data pre-processing pipeline for

uncleaned raw data.

(2) Implementation of three different types of feature selection methods including Filter

approaches, Wrapper approaches, and Embedded approaches.

(3) Implementation of five different widely used classification methods.

(4) Proposal of an embedded feature selection method which is called FSFormer based on the

state-of-the-art Transformer architecture.

(5) Adapt and combine the implemented feature selection and classification methods to

process three different datasets.

(6) Evaluate the performance of different combinations of the methods in terms of accuracy,

balanced accuracy, confusion matrix, sensitivity, specificity, Area Under Curve (AUC), and

computational cost.
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Chapter 2: Background

2.1 Feature Selection

Feature selection, which is also known as attribute selection, aims to select the optimal subset

of features that can maximize the performance and minimize the number of features of the

machine learning algorithm. Therefore, this part of the report will introduce some basic

definitions of feature selection methods.

2.1.1 Types of features

According to the previous research [16], features in an observation can be divided into three

main types: relevant features, irrelevant features, and redundant features. The definitions are

as follows:

Here we define the set containing all features as � , the ��ℎ features as Fi, and the target

information H.

(1) Relevant features: It is helpful for the machine learning algorithm and can improve the

performance of the algorithm. If it is eliminated from the feature set, the machine learning

performance will be deteriorated, which can be mathematically represented as:

�(� | �) ≠ �(� | � − ��) (1)

(2) Irrelevant features: It is not helpful for the machine learning algorithm and will not bring

any improvement to the algorithm performance. If it is eliminated from the feature set, the

machine learning performance will not be deteriorated, which can be mathematically

represented as:

�(� | �) = �(� | � − ��) (2)

(3) Redundant features: The features that can be inferred from existing features, therefore, It

doesn’t bring any new information to the machine learning algorithm. If it is eliminated from

the full feature set, the machine learning performance will not be deteriorated, while if its

relevant features are also eliminated, the machine learning performance will be deteriorated.

This can be mathematically represented as:

�(� | �) = �(� | � − ��) (3)
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�(� | � − ��) ≠ �(� | � − �� − ��) (4)

where Fj is any feature that � ≠ � .

Therefore, as seen from the definition of features, the purpose of feature selection is to

remove irrelevant and redundant features while retaining the relevant ones, and thus find a

subset of features that can lead to the optimal performance of the machine learning model.

2.1.2 Process of feature selection

Figure 2 Process of feature selection

The process of feature selection is shown in Figure 2, it first selects a subset of features based

on a specific method, then evaluates the selected subset based on specific evaluation criteria,

after that, The evaluation result is compared with the stopping criteria of the feature selection

process, and if the stopping criteria are satisfied, the final optimal feature subset is obtained, if

not, it will continue selecting features until the stopping criteria are satisfied.

2.1.3 Types of feature selection methods

Depending on the different ways of combining feature selection and machine learning

algorithms, feature selection methods can be divided into three approaches: Filter approaches,
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Wrapper approaches, and Embedded approaches. Here this paper will discuss the

characteristics of each method.

(1) Filter approach

It is characterized by the fact that it selects features without evaluating the performance of the

machine learning model, that is, feature selection and the machine learning algorithm are

independent. The filter feature selection method measures the discriminative ability of each

feature, ranks all the features in the original data according to their discriminative ability, and

then selects a certain feature according to a predefined threshold to form the final optimal

feature subset.

The advantages of this method are that it does not depend on any machine learning method

and it is computationally efficient. Therefore, it is suitable for adopting feature selection to

large-scale data. While it has the disadvantage that it is separate from the machine learning

algorithm, so the characteristics of the machine learning algorithm are not taken into account,

therefore, it is difficult to determine whether the selected subset of features can optimize the

performance of the classification learning algorithm. The representative Filter approaches are

RELIEF [18], FOCUS [19], and MIFS [17]. In our experiments, we use the RELIEF method

which will be detailed discussed in the next chapter.

(2) Wrapper approach

The wrapper feature selection method uses a machine learning algorithm to guide the search

process for a subset of features and evaluates the generalization and prediction capabilities of

the machine learning model for the chosen subset of candidates. Therefore, the wrapper model

is also often referred to as a feature selection model based on the search for the best subset of

features based on the evaluation results of the machine learning model, so that the subset of

features selected by this feature selection method is highly coupled with the machine learning

algorithm.

The advantage of this method is that it fits well with the machine learning algorithm since it

selects features based on the performance of the machine learning algorithm, thus bringing

better results compared with the Filter approach. The disadvantage is that a model needs to be

trained for each subset of features to evaluate their merits, so it is computationally intensive,

and it is prone to overfitting in case of insufficient samples. For this method, we choose

Sequential forward selection (SFS) and Sequential backward selection (SBS) [7], which

sequentially select or eliminate the feature set, respectively.

(3) Embedded approach

In the Embedded approach, the process of feature selection and machine learning are
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combined together, indicating that the feature selection is also optimized through the process

of learning. By doing so, the optimal subset of features is obtained by optimizing the

objective function of the machine learning algorithm. In the process of optimizing the

machine learning algorithm, the machine learning model removes features that have little

impact on the results and keeps the good features in the feature subset.

The method is similar to the Wrapper approach and has the advantage of combining machine

learning algorithms with feature selection, and the computational efficiency is high which is

similar to the Filter approach. However, the method is susceptible to the effects of the

function that optimizes the performance of a subset of features and the settings of its

associated parameters, in which the performance and computational efficiency will be

significantly influenced [20]. The classical methods in this approach include the LASSO

method [21], which adds an L1 penalty term to the regression coefficients to prevent

overfitting, specific regression coefficients can be made zero so that a simpler model can be

chosen that does not contain those coefficients, and [22] proposed an SVM-RFE based on the

support vector machine and recursive feature elimination. This project uses a decision tree-

based feature selection method, specifically, random forest as our Embedded approach.

2.2 Dataset

2.2.1 UCI Bank Marketing Data Set [23]

With the wide application of big data technology, banks rely on the intelligent analysis of big

data and the accurate judgment of algorithms to carry out diversified and accurate marketing

of financial products. Among them, the traditional bank telemarketing method can hardly

meet the needs of the times due to the randomness and low hit rate. How to make good use of

the various data in the bank database and machine learning technology to improve the

accuracy of bank telemarketing is the secret to the success of bank financial products today.

The dataset for this paper was taken from the open-source website UCI and was selected from

data related to a marketing campaign conducted by a local Portuguese banking institution [23].

A marketing campaign is the use of telephone calls to one or more telephone contacts to

confirm whether a customer will subscribe to a product (bank term deposit) or not. The

experimental data consists of 41188 items, including 20 features and 1 label, with the

classification objective of predicting whether the customer will subscribe to a time deposit

service (variable y), corresponding to the classification task. There are 36,548 data items with

a "no" label (88.7%) and 4,640 data items with a "yes" label (11.3%).
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There are 20 features and 1 label in this experimental dataset, and each feature and its

meaning are shown in Table 1 and Table 2. Among the 20 features, half of the variables are

categorical and the other half are numerical.

Table 1: Summary of UCI Bank Marketing Data Set

Dataset task binary classification

Number of features 20

Number of numeric features 10

Number of categorical

features

10

Number of observations 41188

Number of normal traffics 36548

Number of attacks 4640

Table 2: Features of UCI Bank Marketing Data Set

No. feature name type definition
1 age numeric Age of client
2 job categorical Job of client
3 marital categorical marital status of client
4 education categorical Education status of client
5 default categorical Whether the client has default credit
6 housing categorical Whether the client has the housing loan
7 loan categorical Whether the client has the personal loan
8 contact categorical Ways of communication
9 month categorical Last contact month
10 day of week categorical Last contact day of the week
11 duration numeric Last contact time
12 campaign numeric contacts during this campaign
13 pdays numeric days after last contact
14 previous numeric contacts before this campaign
15 poutcome categorical outcome of the previous marketing campaign
16 emp.var.rate numeric employment variation rate - quarterly indicator
17 cons.price.idx numeric consumer price index - monthly indicator
18 cons.conf.idx numeric consumer confidence index - monthly indicator
19 euribor3m numeric euribor 3 month rate - daily indicator
20 nr.employed numeric number of employees - quarterly indicator

2.2.2 Intrusion Detection Evaluation Dataset (CIC-IDS2017) [24]

Network intrusion is one of the greatest threats to the network space and refers to a series of

data theft, malicious tampering, and deliberate destruction of computers, networks, programs,

and data. In the face of the serious network space security situation, network security

situational awareness is increasingly mentioned. Network traffic, as the carrier of information
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exchange between endpoints on the Internet, enriches the data flow and controls flow

information in the network space. It is of great value for the construction of an intrusion

detection system of the network system. The screening of network traffic data anomalies can

effectively support the location of intrusions in the network system, especially for the

detection of unknown attacks. In the new situation of network space security defense, misuse

detection algorithms based on attack signature and pattern matching are increasingly unable to

meet the complex security needs in the complex network space, and anomaly detection

techniques applied by machine learning algorithms have achieved better results.

As for intrusion detection, the dataset used in this paper is CIC-IDS-2017, which contains

both normal traffic and common attacks. The data capture started at 9:00 a.m. on Monday,

July 3, 2017, and ended at 5:00 p.m. on Friday, July 7, 2017. This dataset was obtained by the

Canadian Institute of Network Security in 2017 by collecting and analyzing simulated

network attack traffic and normal traffic. As the dataset is extensive, we only will use 8000

observations corresponding to the day “Thursday, July 6, 2017, Morning” and this report will

group all attacks into one category so that our classification task becomes determining

whether that network traffic is under network attack, which is a binary classification problem.

Here, all normal traffics are labeled as “BENIGH” and all other attacks are labeled as

“ATTACK”.

Table 3: Summary of CIC-IDS-2017

Dataset task binary classification

Number of features 71

Number of numeric features 64

Number of categorical

features

7

Number of observations 8000

Number of normal traffics 7930

Number of attacks 70

Table 3 shows the overall characteristics of the CIC-IDS-2017 dataset. As shown in Table 3,

one great difference between CIC-IDS-2017 is that the class is highly imbalanced. In detail,

there are only 70 observations (0.875%) that are classified as attacks, while 7930 observations

(99.125%) are classified as normal traffic. To deal with the class imbalance issue, we had also

adopted the oversampling technique SMOTE (Synthetic Minority Oversampling Technique)

to add observations for minority classes [25].

2.2.3 Gene Expression Diagnostic (SMK-CAN-187) [26]

With sufficient training samples, deep learning models can learn features for different data
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types. feature learning, such as convolutional neural networks for computer vision and BERT

for natural language processing. However, deep learning models inherently require a large

amount of training data, so it is difficult to achieve good results with small sample data sets.

In some application domains, such as medical and security, data collection and labeling are

not easy, and the number of valuable data is often in the tens or hundreds, so researchers have

started to analyze and study small sample data sets. Gene expression profiling data is

characterized as a small sample dataset, and thus deep learning models built on gene

expression profiling datasets cannot learn sufficient The predictive power of the models has

been dramatically reduced due to the inadequate characterization of gene expression profile

data. However, most of the cancer gene expression profiling datasets are HDLSS data, which

can also be referred to as microarray data.

For these kinds of data, the dataset we use is SMK-CAN-187, which is a diagnostic gene

expression profile. The gene expression data are obtained from smokers with lung cancer and

smokers without lung cancer. By analyzing this spectrum using machine learning techniques,

we were able to develop a machine learning model for diagnosing smokers with lung cancer,

which has substantial clinical benefits. In our experiments, we only selected the first 1000

features as our data to address the limited computational resource.

Table 4: Summary of SMK-CAN-187

Dataset task binary classification

Number of features 1000

Number of numeric features 1000

Number of categorical

features

0

Number of observations 187

Smokers without Lung Cancer 97

Smokers Lung Cancer 90

As shown in Table 4, This type of data is characterized by a large number of features and a

small number of samples, and the number of features is even more than the number of

samples. In total, The experimental data consists of 187 items, including 1000 features and 1

label, with the classification objective of predicting whether the smoker has lung cancer

(variable y), corresponding to the classification task. Here, all features are numeric features

corresponding to the specific gene expression.

2.3 Transformer architecture

Recently, attention-based architecture, in particular transformers, which could make use of the

correlation of different elements can enhance the element representation, has been widely
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adopted in Natural Language Processing [27], Computer Vision [28], Medical imaging

analysis [29], and multi-modal fusion [30]. The transformer model is an encoder-decoder

architecture as you can see in Figure 3, which includes a number of stacked the transformer

encoder module (see left part of Figure 3) and the transformer decoder module (see right part

of Figure 3), respectively.

Figure 3: The Transformer - model architecture [27].

In the transformer encoder, the data first passes through a Multi-Head self-attention module as

you can see in Figure 4, where multiple heads process input from several different subspaces

and are eventually integrated. According to the experiment [27], this design allows the model

to learn more informative features by focusing on information from each subspace. self-

attention first adopts linear layers to learn the values of Q, K, and V, and then weights each

position of the input is learned by Scaled Dot-Product Attention. Specifically, Q, K, V

represent Query, Key, and Value respectively, whose concepts are derived from the field of

information retrieval. The model matches the corresponding Key in the sequence according to

the Query, and finally determines the weight distribution of Value based on the similarity of
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the Query and Key. Then, the forward propagation nerve network receives the weight

information computed by the Multi-Head self-attention module and processes it by applying

the concatenated information to the fully connected layers. To solve the degradation problem

in deep learning, the transformer encoder also uses residual connection [31] and layer

normalization [32] as shown in Figure 3.

Figure 4: Multi-Head self-attention module [27].

In our project, we only use a transformer encoder to encode raw features in our project, which

will be discussed in the implementation of FS-Former.
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Chapter 3: Design and Implementation

3.1 Implementation environment

Our project is running on windows 10 platform and implemented by MATLAB R2020b with

Statistics and Machine Learning Toolbox and Deep Learning Toolbox. For the

implementation of our proposed FSFormer, As for the hardware environment, the CPU is

Ryzen 3600, and the GPU is RTX 2070 with 8GB and 16 GB RAM.

3.2 Preprocessing

Data preprocessing is the process of examining, removing, or correcting abnormal data. The

purpose of data preprocessing is to change the form of the data to fit and match the needs of

the machine learning algorithm. Since there are no missing or duplicate values, therefore, we

will only preprocess numerical features and categorical features separately. For CIC-IDS-

2017, we also oversampled the data to overcome the issue of class imbalance.

3.2.1 Numeric feature preprocessing

In the field of machine learning, numeric features often have different magnitudes and

magnitude units which will make the machine learning model unable to find the optimal stage

effectively and accurately. In order to eliminate the influence of magnitudes of numeric

features, this paper will dimensionless the data, and the dimensionlessization of data can bring

adaptability among numeric features. After adopting dimensionlessization to the original

numeric features, they will be in a comparable magnitude, thus training a machine learning

algorithm will be much easier, and finally eliminates the influence of dimensionality on the

final results. Among them, the most typical are min-max normalization and z-score

normalization of the data, the former mapping the original data to between [0, 1] by a linear

transformation. However, since our data contains a large number of outliers, the min and max

values of the values are very susceptible to the influence of the outliers, and thus can lead to

poor results. Therefore, in our project, we adopt Z-score normalization to dimensionlessize

our data.

The Z-score, also known as standard deviation normalization, has a mean of 0 and a standard

deviation of 1 for the processed data. the transformation formula is:

https://www.mathworks.com/help/releases/R2020b/deeplearning/index.html?searchHighlight=deep%20learning&s_tid=doc_srchtitle
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�*= �−�
�

(5)

where �* is the transformed data, � is the mean of raw data and � is the standard deviation

of raw data.

3.2.2 Categorical feature preprocessing

For the categorical feature, there are a finite number of values taken, each representing a

category. In addition, for the categorical feature of text type, machine learning algorithms

cannot deal with the text directly, and usually, we convert text to numeric values for

processing, which requires encoding text as numeric values. In this project, we encode the

categorical feature of text type by ordinal encoding. In ordinal encoding, for a feature with m

categories, we map it correspondingly to the integers [0,m-1]. For example, for a feature like

"education", we can encode the text value "bachelor", "master", "doctor" as [0,2].

3.2.3 Unbalanced data processing

To address the issue of class imbalance in dataset CIC-IDS-2017, we work on the dataset

from the data level by oversampling. Oversampling techniques capture more minority class

sample information by increasing the number of minority class samples and improving the

underfitting of the dataset.

In this project, SMOTE (Synthetic Minority Oversampling Technique) [33] is used, which

oversamples minority class samples. This algorithm is derived from random oversampling

techniques which simply increase the minority class samples by copying samples. However,

copying samples is very likely to cause the problem of over-fitting. To address the above

problem, SMOTE adopts a strategy that artificially synthesizes the minority class new

samples by linear interpolation. The steps to generate a new sample are as follows:

(1) For each sample x in the minority class, its k-nearest neighbor is obtained by using

Euclidean distance as a criterion to select k samples with minimal distance in the minority

class sample set.

(2) For each selected k nearest neighbors, randomly select a set of samples that are

represented as xn.

(3) For each randomly selected sample xn, a new synthetic sample is generated using random

linear interpolation as follows:
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���� = � + ����(0,1) × (�� − �) (6)

For this method, we downloaded an implemented package which is publicly available at

https://www.ilovematlab.cn/thread-167786-1-1.html.

After adopting SMOTE to dataset CIC-IDS-2017, the class is balanced as shown in Table 5.

Table 5: Summary of CIC-IDS-2017 after oversampling

Dataset task binary classification

Number of features 71

Number of numeric features 64

Number of categorical

features

7

Number of observations 8000

Number of normal traffics 7930

Number of attacks 7930

3.3 Classification

In this paper, we adopted 5 different classification methods, which are Linear Discriminant

Analysis (LDA), Quadratic Discriminant Analysis (QDA), Random Forest, Support Vector

Machine (SVM), and Multi Layer Perceptron (MLP).

3.3.1 Linear Discriminant Analysis (LDA)

LDA classifier is widely used in machine learning as a classical classification method, which

is a Gaussian maximum likelihood classification method based on Bayesian decision making.

The basic idea of LDA for two-class classification is to find a feature-optimal projection

surface to project the features of the training data into a one-dimensional space, and then

classify the test samples according to the decision rules. Given a sample � ∈ �, where � is

the full dataset, assuming that the mapping function is a linear discriminant function:

�(�) = ��� + �0 (7)

Where � is an h-dimensional feature vector, w is a weight vector, and �0 is a constant, also

known as the threshold weight. w projects the high-dimensional vector � into a one-

dimensional space, and �0 is used to classify the different classes.

The goal of the LDA classifier is to make the projections of similar samples as concentrated

as possible and the projections of different classes of samples as dispersed as possible,

https://www.ilovematlab.cn/thread-167786-1-1.html
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assuming that the projection matrix is W, and the objective function is:

� =
�����
�����

(8)

where �� is the between-class scatter matrix and �� is the within-class scatter matrix,

respectively. We also define C1 as first class and C2 as second class. Therefore �� and

�� can be denoted as follows:

�� = �1 + �2 =
�∈�1

(� − �1)(� − �1)�� +
�∈�2

(� − �2)(� − �2)�� (9)

�� = (�1 − �2)(�1 − �2)� (10)

where �1 and �2 are means of samples for C1 and C2, respectively. �1 and �2 are

covariance matrix for each class.

Let ����� = 1, the optimal solution W is obtained by introducing Lagrange multipliers:

��� = ���� (11)

� = ��
−1(�1 − �2) (12)

3.3.2 Quadratic Discriminant Analysis (QDA)

The QDA algorithm is a variant of the LDA algorithm, the difference is that LDA assumes �1

and �2 is the same while QDA doesn't. Due to the above difference, LDA separates the data

with a linear surface, while QDA separates the data with a quadratic surface.

3.3.3 Support Vector Machine (SVM)

Support Vector Machines (SVM) were first proposed by Vapnik in 1995 [33], and have been

developed and explored for many years. SVM is now used in a variety of fields such as

pattern recognition and nonlinear regression. The purpose of support vector machines is to

determine a hyperplane to classify a data set, and the closest data to the hyperplane in each

class are the "support vectors". The method of determining the hyperplane is to maximize the
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sum of the distances from these "support vectors" to the hyperplane using optimization

methods. In our project, we adopt linear separable support vector machines.

For a dataset � = (�1, �1), (�2, �2), ⋅⋅⋅ , (��, ��) , �� ∈ −1,1 , where � is the input of the

SVM model and �� is the classification outcomes. SVM is based on finding a hyperplane in

the training set sample space that completely separates the samples with different

classification results. This target hyperplane can be represented by the following linear

equation:

��� + � = 0 (13)

where � is the normal vector and b is the displacement, these two parameters determine the

direction and intercept of the hyperplane, thus determining the position of the plane. Let the

hyperplane be (�, �), any point in the sample space �� to the hyperplane can be expressed as:

� =
��� + �

�
(14)

If the hyperplane yields no sample misclassification, then all samples in the training set can

satisfy the following: If �� = 1, ��� + � > 0, and If �� =− 1, ��� + � < 0. Let:

��� + � ≥+ 1, �� =+ 1;
��� + � ≤− 1, �� =− 1;

(15)

The samples such that the equal relation holds are the sample points with the smallest distance

from the target hyperplane, and these sample points are the "support vectors", and the margin

is:

� =
2
�

(16)

The target hyperplane is the plane that achieves the maximum margin, which is the plane that

minimizes 1
�
:
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min
�,�

� 2

2

�. �. ��(��� + �) ≥+ 1

(17)

In order to solve Eq. (17), the Lagrange multiplier method is usually used to obtain the "dual

problem" of this equation, Lagrangian function is:

�(�, �, �) =
� 2

2 +
�=1

�

��(1 − ��(���� + �))� (18)

And its dual problem is:

���
�,�

�=1

�

��� −
�=1

�

�=1

�

������ ���������

�. �.
�=1

�

��� �� = 0,

� ≥ 0

(19)

After solving �, then we can obtain the parameter of the SVM model:

�(�) = ��� + � =
�=0

�

��� ������ + � (20)

3.3.4 Random Forest (RF)

The decision tree-based random forest algorithm proposed by Leo Breiman [14] is one of the

widely used integrated learning algorithms today. Its core idea is to combine Bagging [35]

integrated learning theory with the random subspace method [36], which has higher

classification accuracy compared with the traditional decision classification tree algorithm.

Random forest is based on Bagging integration theory, which uses decision classification trees

as sub-classifiers. Firstly, the Bootstrap random sampling technique is used to generate
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multiple sub-training sets and their test sets from the dataset with put-back sampling, and then,

independent decision trees are constructed for each sub-training set to construct a random

forest.

To construct a random forest, suppose there are m samples with n features, the number of

decision trees in the random forest is k. Briefly, the process is as follows:

(1) The bootstrap method is used to sample m samples from the dataset with put-back to set

up k sub-training datasets. The rest of the unsampled samples are used as k out-of-bag (OOB)

data.

(2) The classification tree is used to construct the sub-classifier. For each node in the decision

tree, a correlation criterion is adopted to select m segmentation features randomly. After that,

the chosen node will be divided into 2 sub-nodes with the optimal segmentation features and

optimal segmentation points. This segmentation will be cycled until there are no nodes that

could be segmented, that is, all nodes are leaf nodes.

(3) Repeat k times the above steps to form k decision trees, which will be assembled into a

random forest.

After the random forest is constructed, it can be used for prediction with the following process:

(1) Classify the dataset X using k decision trees in the random forest to obtain k predictions.

(2) The plural of each decision tree prediction result is used as the final prediction result.

3.3.5 Multi Layer Perceptron (MLP)

MLP, also known as deep forward network, is a typical deep learning method, and the original

deep learning is using neural networks to extract features. the purpose of MLP is to

approximate a function f that maps an input x to a response y and learns the value of the

parameter theta so that it can get the best approximation of the function. A single perceptron

in MLP is shown in Figure 5.
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Figure 5: Perceptron

Equation of operation in perceptron is:

������ =
�

����� (21)

MLP generally consists of three layers: input layer, hidden layer, and output layer. As shown

in Figure 2, from left to right are the input layer, hidden layer, and output layer.

Figure 6: Illustration of MLP

To update and optimize the MLP and other deep learning methods, a typical approach is

Gradient descent which uses backpropagation strategy to update the parameters of the

networks.

In this project, our MLP is structured as shown in Figure 7.
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Figure 7: Structure of MLP in this project.

In order to scale the features in the MLP, we adopt batch normalization in the middle, which

is mathematically represented as:

� =
� − �

�
(22)

where X is a batch of samples and � and � are the means and variance of X.

We also introduce the activation function Relu, which is the key to allowing the neural

network to fit a nonlinear function. Without the activation function, no matter how many

layers there are in the hidden layer, it can only be fitted to a linear function in the end. Relu

can be mathematically represented as:

� = �, � > 0;
0, � ≤ 0; (23)

3.4 Feature selection

3.4.1 Filter approaches

In the filter feature selection method, the feature selection and the classification algorithm are

two independent processes. The features in the dataset are first filtered according to certain

criteria, and then, the filtered features are used to train the classifier. In this project, we

implement the Relief method to select features.

The relief method is one of the most commonly used feature selection methods. The method

determines the goodness of features based on their relevance to the label and then removes the

unsuitable features. The first proposed Relief algorithm focuses on the binary classification

problem, which adopts a "correlation statistic" to measure the importance of features, which is

a vector, and each element of the vector is the evaluation value of one of the initial features.
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The importance is a relevant measure for each feature in the subset, so it can be seen that this

"relevant statistic" can also be considered as the "weight" of each feature. You can specify a

threshold � and select only the feature value corresponding to the correlation statistic larger

than �. You can also choose the number of features you want to select denoted as k, and then

select the k features with the largest importance measures.

In the Relief method, for each �� ∈ �, where � is the whole dataset and �� is ith sample,

Define the nearest sample of the same class as nearHit, and the nearest sample of different

class as nearMiss. Then the algorithm is:

(1) Randomly select a sample �� ∈ �.

(2) For the given ��, find k nearHit and nearMiss.

(3) Update the weights with the following equation:

�� = ��−1 − �=1
� ����(��

�, ��������)�
2

�
+ �=1

� ����(��
�, ���������)�

2

�
(24)

where ����() represents the distance between �� and �������� or ���������. Which is

defined as:

(1) For categorical features:

����(�, �) = 0, � = �
1, ��ℎ������ (25)

(2) For numeric features:

����(�, �) = � − � (26)

In this project, we set the number of k to be 10, and we select features with weights>�.

3.4.2 Wrapper approaches

In Wrapper approaches, the optimal feature subset is selected based on the evaluation

performance of the implemented classifier. For this method, we choose Sequential forward

selection (SFS) and Sequential backward selection (SBS), which sequentially select or

eliminate the feature set, respectively.
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3.4.2.1 Sequential forward selection (SFS)

The SFS feature selection starts with the empty set and selects one feature at a time, and then

feature �� is added to the feature set � such that the objective function is optimal. The

process of SFS is as follows:

(1) Determine the empty set of features �0.

(2) Add a feature �� to the current feature set ��, in which �� satisfies:

�� = ������
��

���(�� + ��) (27)

where �� + �� represents adding the ith feature to the current feature set ��, and k is the

number of iterations. ���() is the objective function.

(3) Update current feature set ��:

��+1 = �� + �� (28)

3.4.2.2 Sequential backward selection (SBS)

The SBS feature selection is the opposite of the SFS algorithm, which starts from the full set

of features and then continuously discards features from the feature set to achieve the optimal

value of the objective function. The process of SBS is as follows:

(1) Determine the full set of features �0.

(2) Delete a feature �� from the current feature set ��, in which �� satisfies:

�� = ������
��

���(�� − ��) (29)

where �� − �� represents adding ith feature to the current feature set ��, and k is the number

of iterations. ���() is the objective function.

(3) Update current feature set ��:

��+1 = �� − �� (30)
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3.4.3 Embedded approaches

For the embedded feature selection approaches, this project has adopted a random forest. To

select the most informative features, the importance of a feature f in the random forest should

be calculated as follows:

(1) It first calculates the OOB (OOB, the data which is not sampled in the construction

process) data error of every decision tree in the random forest, denoted as ������1.

(2) Adding random noise to the samples with feature f of all OOB data. Then calculate the

corresponding noised data error, denoted as ������2.

(3) Assuming that there are K trees in the random forest, the feature importance is:

Importance(X) =
�

�

(������1
� − ������2

� )/�� (31)

The intuition to adopt this equation to measure the importance of a feature is that: If a feature

is disturbed with random noise, the corresponding out-of-bag accuracy will be greatly reduced,

indicating that this feature has significantly impacted the classification results, therefore, the

importance of this feature will be measured by the degree of performance damage. Then we

select features with ����������(�) > 0.
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3.4.4 FS-Former

Figure 8: Overview of FS-Former framework.

In this project, we also propose a wrapper feature selection method based on transformer

architecture as shown in Figure 8. In the FS-Former framework, the data first passes through

an FC layer to be embedded. Then we use the global average pooling operation in which all

values of features are summed and averaged to obtain a value. Here this value is the “CLS

token”, which is the abstract global information of all features. Then we concatenate the CLS

token with other feature vectors.

Then comes the core part of the proposed method, the feature selection transformer short for

FS-Former. which contains a Feature Selection Transformer Block and a Self-attention

Transformer Block. Here the Self-attention Transformer Block is borrowed from the classical

transformer encoder architecture, which is well known in the area of deep learning.

As for Feature Selection Transformer Block, all features are used as q, to query k which is

derived from the abstract global information CLS token. After that, an attention map for each

feature is obtained. Then the attention map is used to map the v which is also derived from the

CLS token from the perspectives of each feature and then linear project the outcome to get a

weight for each feature. Afterward, the Relu function will gate the weights. Eventually, the

gated weights will Hadamard product with the original features. By doing so, irrelevant

features are eliminated since the corresponding attention weights are set to 0. Therefore, only
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the most informative features are selected. This process can be mathematically represented as:

� = ���, � = ������, � = ������,

� =
���

�

� = ����(��(��))

� = � × �

(32)

Where �� , �� and �� are learnable linear functions that project input in the same

dimensions. And C is the dimension of input. And �� is another learnable linear function that

projects input to 1 dimension.

Finally, the selected features and CLS token will feed into MLP as explained in Section 3.3.5.

3.5 Tuning and debugging of the methods

There are 3 methods that need to be tuned which are RF and Relief and our proposed FS-

Former.

3.5.1 RF tuning

We can tune the parameter NumLearningCycles, which is the classification trees included in

the random forest. Here we select this parameter from (1,100) to different datasets. The tuning

figures for each dataset are shown in Figure 9:

Figure 9: NumLearningCycles tuning.

After tuning, the NumLearningCycles we select are shown in Table 6.
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Table 6: Optimal NumLearningCycles in different dataset.

dataset NumLearningCycles
Bank Marketing 55
CIC-IDS2017 9
SMK-CAN-187 44

3.5.2 Relief tuning

We also tuned the Relief by searching for the best parameter “Number of nearest neighbors”,

the searching space is from 10 to 100, with a step 10. The tuning figure for each dataset is

shown in Figure 10:

Figure 10: Number of nearest neighbors tuning.

After tuning, the Number of nearest neighbors we select is shown in Table 7.

Table 7: Optimal Number of nearest neighbors in different datasets.

dataset Number of nearest neighbors
Bank Marketing 10
CIC-IDS2017 10
SMK-CAN-187 10
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3.5.3 FS-Former

To explore the optimal hyper-parameter settings in FS-Former, we adjusted learning rate (lr)

and weight decay through a grid search strategy. These parameters that had tried in Bank

Marketing dataset as shown in

Table 8: Hyper parameters settings of FS-Former.

Hyper parameters settings Balanced accuracy

lr=0.01; weight_decay=5e
-9

0.86924

lr=0.01; weight_decay=5e
-4

0.75383

lr=0.001; weight_decay=5e
-9

0.74221

lr=0.001; weight_decay=5e
-4

0.78266

lr=0.0001; weight_decay=5e
-9

0.7277

lr=0.0001; weight_decay=5e
-4

0.71883

Therefore, we choose lr=0.01 and weight_decay=5e-9 as our hyper-parameter setting of FS-

Former.

3.6 5-fold Cross-Validation

In order to estimate the variability of the results, Montecarlo experiments have been

implemented through 5-fold Cross-Validation. Thus the mean and standard deviation of the

results of the experiments can be estimated and discussed.

The process of 5-fold Cross Validation is:

(1) The full dataset is randomly separated into 5 copies without being sampled repeatedly.

(2) For each fold, the selected copy is adopted as the test set, and the rest 4 copies are used as

the training set.

(3) Repeat 5 times, so that each copy will be used as the test set and the others as the training

set. Therefore this project will get a trained model for each fold.

(4) For each fold, the corresponding evaluation metrics on the test set are obtained and the

means and standard deviation corresponding metrics are calculated on 5 folds as an estimate.
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Chapter 4: Results and Discussion
In this chapter, we have evaluated and compared the different methods in terms of

performance, computational cost as well as features they selected on different datasets.

Specifically, the datasets we evaluated are Bank Marketing, CIC-IDS2017, CIC-IDS2017

with oversampling, and SMK-CAN-187.

4.1 Performance Evaluation

Here, we evaluated the performance of the different implemented methods. The evaluation

contains four metrics that are accuracy (ACC), balanced accuracy (BACC), the area under

curve (AUC), sensitivity (SENS), and specificity (SPEC), which can be mathematically

described as follows:

ACC =
TP + TN

TP + TN + FP + FN

SENS =
TP

TP + FN

SPEC =
TN

TN + FP

BACC =
SENS + SPEC

2

AUC = Area under receiver operating characteristic curve

(33)

Here, We adopted a Cross-Validation strategy to evaluate the performance. As shown in

Tables 9, 10, 11, and 12, which contain the mean values of all splits, the standard deviation is

in the corresponding brackets.



AStudy of Feature Selection Methods for Classification

34

Table 9: Performance of different methods on Bank Marketing.

Table 10: Performance of different methods on CIC-IDS2017.
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Table 11: Performance of different methods on CIC-IDS2017 with SMOTE.

Table 12: Performance of different methods on SMK-CAN-187.

As you can see in the above Tables 9, 10, 11, and 12, the Filter approach Relief has lower

performance compared with the Wrapper approach SFS or SBS in most cases. And Embedded

approach RF shows the worst performance compared with other feature selection methods.

But the performance of all of the feature selection methods is greater than just using the

classier without feature selection. This shows that our implemented feature selection

procedure successfully selects the most informative features then improve the corresponding
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classifier's performance. We also evaluate the effectiveness of data oversampling and

necessity of balanced data for feature selection as shown in Table 10 and 11. The

corresponding results demonstrate that the performance many methods which sensitive to the

data balance significantly increase from SMOTE oversampling techniques, indicating the

importance of adopting oversampling techniques to imbalanced data for feature selection.

For our proposed FS-Former, we can see that compared with MLP with full data or other

feature selection methods, our methods achieve comparable performance, suggesting the

effectiveness of our FS-Former to filter the redundant features. Specifically, in Bank

Marketing, FS-Former even surpasses all other methods. However, from the results, we can

see that there is no specific method superior to all other methods and each method has its own

characteristics and advantages, therefore, we can not easily conclude which method is the best.

We also draw the confusion matrix and ROC curve for different cases, As

ROC curves show the performance of the method for different levels of probability of false al

arm (PFA). One method could perform better in some ranges of PFA, but perform worse in ot

her ranges of PFA. However, since there are extensive figures, we only show LDA on Bank

Marketing in this report (see Figure 11 and Figure 12) while the full figures will be shown in

the supplementary material.

Figure 11: Confusion matrix of LDA on Bank Marketing.
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Figure 12: ROC curve of LDA on Bank Marketing.

As shown in Figure 11, the confusion matrix can successfully reveal the behavior of the

classifier by indicating the classification results of each class. In Figure 12, it is clear to see

that the ROC curve can fully exploit the overall performance of the classifier by changing the

threshold, and thus find an optimal classification threshold.

4.2 Computational cost Evaluation

In the experiments, we also evaluate the computational cost in terms of running time in 3

aspects: training time, inference time, and feature selection time.

As shown in Table 13 and Table 14, we find that in most cases, feature selection methods can

not only improve the classification performance but also improve the computational

efficiency marginally. The reason why the feature selection could reduce the computational

cost is that the computation time for machine learning algorithm is proportional to the number

of features. As for the proposed FS-Former, since the computational complexity for

transformer architecture is high, the computational cost is expensive, suggesting we should

optimize the architecture of the proposed FS-Former in future work. Besides, by comparing
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MLP and FS-Former with other classical machine learning classification algorithms, the

results show that the computational training cost for deep learning methods is expensive,

therefore, it is necessary to adopt feature selection to deep learning methods to reduce that

costs.

Table 13: Training time of different methods.

Table 14: Inference time of different methods.

We also evaluate the computational cost of feature selection methods as shown in Table 15.

As you can see, for Wrapper approaches, since SFS selected from an empty feature set and its

initial computational cost is low, therefore SFS is faster than SBS. And they have comparable

performance. However, for both methods, Some features may not be considered for

evaluation and computational costs increase extremely as the data dimension increases. For

the Filter approach, we can see that the computational cost for the Relief method is not
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sensitive to the data dimensions but sensitive to the data size. Similar to the Filter approach,

the Embedded approach RF also isn’t sensitive to the data dimensions but the data size. Even

in the dataset with thousand dimensions, the computational costs for the Filter approach and

Embedded approach are very low.

Table 15: Feature selection time of different methods.
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Chapter 5: Conclusion and Further Work

5.1 Conclusion

In this project, we implemented a framework of feature selection methods that includes four

parts: data pre-processing, feature selection, classification, and evaluation. Specifically, we

have implemented 3 types of feature selection methods: filter methods, wrapper methods, and

embedded methods. For the filter method, we implement the Relief method. For the wrapper

method, we implement SFS and SBS. For the embedded method, we implement RF and

proposed and the FS-Former method. All of the above feature selection methods are combined

with 5 different classifiers that are LDA, QDA, RF, SVM, and MLP. Also, to verify the

generalizability of our implemented approach, we apply the constructed combination to 3

datasets with different characteristics. In order to make the datasets fit the machine learning

methods, we pre-process the data by Z-score normalization and ordinal encoding. To deal the

issue of class imbalance, we also adopt SMOTE oversampling technique to one of the

datasets which is CIC-IDS2017. After a comprehensive evaluation, the results and figures of

merit for different combinations of methods are produced, which include accuracy (ACC),

balanced accuracy (BACC), the area under curve (AUC), sensitivity (SENS), and specificity

(SPEC), ROC curve, confusion matrix, and computational cost. From the results, we find that

all of the implemented feature selection methods successfully select the most informative

features that enable the classifier to achieve better performance and lower computational costs.

From the comparison of the different feature selection methods, we found the Filter method is

efficient and fast to compute. Therefore, it is very suitable for applying to high-dimensional

data. However, the Filter method does not consider the relationship between feature selection

and classifier which may degrade the performance. For the Wrapper method, although it

considers that relationship, the computational cost increases extremely as data dimensions

increase. Therefore, it is only suitable for the dataset with relatively low dimensions. For the

embedded method, since it is integrated with the classifier, has good performance and

computational complexity, however, only part of the classifier is embedded method, so it has

poor generalization capability. In this project, we also propose a feature selection method FS-

Former, according to the experiment results, our proposed method successfully filters the

redundant features and irreverent features and achieves comparable results with other feature

selection methods.
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5.2 FutureWork

Due to the limited computational resource and other factors, our projects can also be

improved in future work.

(1) Since the deep learning method needs elaborate fine-tuning, it requires lots of

computational resources that can find the optimal parameters setting. In future work, we will

try more settings to help our methods to get better performance.

(2) Due to the limited computational resource, we crap the SMK-CAN-187 into 1000

features. However, evaluating a dataset with extremely high dimensions is still needed in

future work.

(3) Deep learning has been widely used in many machine learning tasks, however, this

project lacks the comparison between other feature selection methods based on deep learning,

which should also be included in future work.

(4) To train a transformer-based architecture, it requires large amount of training data.

Therefore, in this project, the performance of our proposed FS-Former is not fully exploited.

In future work, we will try to train FS-Former with with more data.
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Risk and environmental impact assessment
(1) Prevents the successful completion of the project

Description

of risk
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of Impact
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rating

Impact
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Result

R

Rating of

risk
action
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computational

resource

For a dataset

with high

dimensions,

adopting

machine

learning

requires a

large

computational

resource

5 2 10
Significant
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Crap the

dataset

with fewer

features

Deep learning

methods need

to collaborate

fine-tuning

For deep

learning

methods, a

proper hyper-

parameter is

essential to

train an

optimal

model

4 2 8
Significant

Risk

Adopt the

appropriate

hyper-

parameter

searching

strategy

(2) Causes potential harm to people and /or animals

Description

of risk

Description of

Impact

Likelihood

rating

Impac

t

rating

Result

R

Rating of

risk
action

Biased

feature

selection

The selected

feature may

have a

stereotype for

4 4 16 High Risk

Manually

eliminate

the biased

features
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some persons.

For example,

the algorithm

may select

gender as the

informative

feature to

judge

criminals.
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