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ABSTRACT Photonics are becoming realistic technologies for implementing interconnection networks in
near future Exascale supercomputer systems. Photonics present key features to design high-performance
and scalable supercomputer networks, such as higher bandwidth and lower latencies than their electronic
supercomputer networks counterparts. Some research work is focused on conventional network topologies
built with photonic technologies, with the aim of taking advantage of photonic characteristics. Nevertheless,
these approaches fail in that they keep low the network utilization. We looked into this downside and we
found that circuit switching was the main performance limitation. In this article we propose a new switching
mechanism, called Segment Switching, to address this constraint and improve the network utilization.
Segment Switching splits the circuit in segments of the whole path, and uses buffering on selected nodes
on the network. Experimental results show that the devised approach significantly outperforms photonic
circuit switching in conventional torus and fat tree networks by 70% and 90%, respectively.

INDEX TERMS Interconnection networks, simulation, photonic technology, exascale supercomputers.

I. INTRODUCTION
In the last few years different projects around the world have
focused on the design of a single supercomputer able to reach
exascale computing performance. Exascale computing will
improve the performance of important scientific applications
like weather forecasting and medicine. This has motivated
countries around the world compete with each other in the
race to design supercomputers to reach exascale computing.
These systems, however, need to face the performance of the
major system components including, computational power,
interconnects, distributed storage, and energy management.
This article focuses on the interconnection network.

Designing efficient and high-performance interconnection
networks for exascale supercomputers is a major challenge
because communications requirements exponentially grow
with the number of nodes in the network. To accomplish
this challenge, photonics is a promising technology mainly
due to the huge network bandwidth this technology provides
compared to electronics. Some attempts have been made in
this direction. For example, the Tofu Interconnect D (TofuD)
[1] implemented in the Fugaku supercomputer (the new top
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in the Top500 list in June 2020 [2]) is partly implemented
with photonic links. Further attempts need to be made in
the design of fully photonic interconnection networks. To
this end, the designer of the interconnection network must
consider photonic technological constraints to implement the
topology, the routing algorithm and the switching strategy.
Most research efforts have focused on the two former while
paying little attention to the switching strategy. In contrast,
this article focuses on new switching mechanisms for future
photonic exascale networks.

As photonics technologies maturate, it is expected that
implementing buffers in photonic routers will become
feasible in the next coming years. Consequently, existing pho-
tonic network approaches commonly assume circuit switch-
ing as this mechanism does not require buffers in the routers.
Instead, circuit switching reserves resources along the path of
the message before it is sent, so the message is not blocked
on its way to the destination. In contrast, other works such
as Data Vortex [3] implement packet switching for a fully
optical bufferless network, jointly with a new topology and
routing algorithm. Nevertheless, traditional packet switching
is not implemented but a bufferless variant, and packet con-
tention is resolved by a distributed deflection routing control
scheme. This scheme works by miss-routing packets when

VOLUME 9, 2021 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ 43095

https://orcid.org/0000-0001-9353-3428
https://orcid.org/0000-0003-2426-4134
https://orcid.org/0000-0003-1466-4118
https://orcid.org/0000-0001-8630-4846
https://orcid.org/0000-0002-4459-3421


J. Duro et al.: Segment Switching: A New Switching Strategy for Optical HPC Networks

they cannot follow a minimal path due to conflicts in the
network resources. Deflection-based approaches work well
when the network presents a low utilization and the paths are
not long; however, when the traffic is not low enough they
accelerate the network towards saturation [4].

Regarding the switching mechanism, recent studies [5], [6]
claim that circuit switching is a better option than packet
switching for optical networks since it improves switching
time, which refers to the time needed for electronic compo-
nents to establish a new optical configuration. Circuit switch-
ing, which does not require buffering support, works well
with short message paths because they minimize the time
resources are reserved, which reduces reservation conflicts.
Note that reservation conflicts should be avoided because
they lower the network utilization, and consequently decrease
its performance. More precisely, improving the network uti-
lization translates into higher network performance, which
translates into overall system performance gains [7]. In future
exascale networks, however, paths are expected to be longer
due to huge number of nodes in the network. This means
that new switching techniques need to be devised. Note, that
if pure circuit switching is used then network resources are
blocked for a longer time, which causes this switching tech-
nique to present a poor utilization of the network resources
mainly due to the high number of reservation conflicts. We
identified this problem in a previous work [8], where we
showed that photonics can provide important performance
improvements when applied to conventional topologies like
torus and fat tree networks. Nevertheless, we found that
photonic links were underused, which indicates that there is
a high potential to improve performance.

The aim of this article is to improve the network perfor-
mance of photonic networks for exascale computing. With
this aim, we focus on improving the network utilization by
proposing a new switching mechanism that better exploits
the main features of photonics (i.e. number of channels
and aggregated bandwidth). In particular, we propose Seg-
ment Switching, a novel switching strategy which allows to
improve network utilization and, therefore, network perfor-
mance in torus and fat tree topologies. Segment Switching
improves network utilization by splitting the circuit from
message source to destination into smaller segments. More
precisely, instead of reserving the entire route from source to
destination, we reserve a segment or fraction (defined by the
availability of network resources) or the entire route. In this
way, unlike circuit switching, long paths are not reserved at
the same time, so reducing reservation conflicts and allowing
the transmission to proceed even if the path is not fully
reserved.

To be effective, Segment Switching requires a limited num-
ber of buffering. Nevertheless, we show that with current pho-
tonics technologies, which allow a small number of buffers to
be implemented in a photonic switch, the proposal is feasible
and provides significant performance benefits. Experimental
results show that Segment Switching with only 1MB buffer
on a quarter of the network switches improves speedup by

25% on a torus network, and when buffers are included at the
top level of a fat tree network, performance improves by 30%.

The remainder of this article is organized as follows.
Sections II and III presents the related work and photon-
ics background. Section IV describes the main contribu-
tion of this work. Section V introduces the experimental
setup. Section VI discusses the obtained results and finally,
Section VII presents some concluding remarks.

II. RELATED WORK
Over the last years photonics have become a major topic
of interest to the scientific community, mainly due to the
advantages offers compared to electronics.

Some approaches have focused on hybrid opto-electrical
architectures. Helios [9] and HydRa [10] implement a net-
work consisting of two layers. In Helios, the top layer
(Top-of-Rack) consists of electronic switches based on
packet switching, and the lower layer is composed of
optical switches used for all-to-all communication with
each other. In HydRa the main focus is on the design
of a software-optimized low-cost network controller. Tofu
Interconnect D (TofuD) [1] developed by Fujitsu is the last
version of the Tofu Interconnect [11], [12], based on an irreg-
ular 6-D torus network that uses photonic links to intercon-
nect neighbouring nodes. Each TofuD router connects four
core-memory groups through six internal interfaces to access
the torus. SUDOI [13] also proposes a hybrid network con-
sisting of a multi-layer architecture for ubiquitous data center,
that implement optical communications in the intermediate
layer, interconnecting users accesses with the data center.

Other approaches are based on all-optical networks, DOS
architecture [14] propose an optical switch architecture based
on Arrayed Waveguide Division Multiplexing (AWGR) with
a loopback shared buffer system. An enhanced approach
called LIONS [15] presents different loopback buffers for
DOS architecture. The TOR of the OSA architecture [16]
is composed of Wavelength Selective Switches (WSS) and
Optical Switching Matrices based on MEMS (MicroElec-
troMechanical System). Another proposal with this scheme
is PROTEUS [17] that proposes reconfigurable topology in
the MEMS. Elastic optical networks [18], based on Space
Division Multiplexing (SDM), provide a variable bandwidth
per switch depending on network demands or the resource
assignment policy [19].

P-Torus [20] an architecture based on a two layers switch-
ing. In the lower layer, TORs are interconnected among them
through a 4 × 4 torus. TORs also connected to an Intercon-
nection Passive Aggregation (IPA) switch. In the upper layer,
IPAs are interconnected in a all-to-all network. OPSquare
[21] is an architecture based on two inter- and intra-cluster
networks, where TORs have two Wavelength Division Mul-
tiplexing (WDM) bi-directional optical links, one connected
to the inter-cluster switch and the other to the intra-cluster
switch. Intra-cluster connections take a single hop, while at
most two hops are needed to reach a node in a rack of another
clusters. In the HiFOST [22] architecture, the TORs of each
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cluster are interconnected each other by a flow controlled
Fast Optical Switch (FOS), which provides both intra- and
inter-cluster connectivity.

Data Vortex [3] proposes a new topology and routing
algorithm that implements packet switching and resolves
packet contentionwith a distributed deflection routing control
scheme. It is based on amultistage network architecture based
on a banyan network [23] with a structure of concentric
cylinders (routing stages) through which, the package, once
injected, can only proceed from inner stages to destination,
despite not following a minimal path.

III. BACKGROUND
This section provides the background on the basics of circuit
switching and wavelength-division multiplexing (WDM).
Then, we explain how circuit switching works on photonics
using WDM identifying the main disadvantages.

1) CIRCUIT SWITCHING
To send a message trough a circuit-switched network, a path
(or circuit) is established for themessage from source to desti-
nation. The selection of the path is performed by reserving the
links that compose the circuit. Once all the links of the circuit
are reserved, the message can be injected from the source to
reach the destination without any contention along the path.

One of the main drawbacks of conventional circuit switch-
ing is that if any link of the path cannot be reserved
(for instance, it is being reserved for another circuit), the
transmission of the message must wait until the link is
released.

This is one of the main causes why circuit switching is
not usually used in current electronic networks, where packet
switching is the preferred approach. Nevertheless, circuit
switching has been recently applied to optical networks since
the integration of a high number of buffers (enough to effi-
ciently support packet switching) is not trivial in photonics.
Moreover, link reservation contention can be mitigated with
WDM.

2) WDM
WDM allows multiplexing different wavelengths of light
onto the same optical fiber or link, thus, physically enabling
several transmissions (e.g., as much as the number of mul-
tiplexed wavelengths) per link. The maximum amount of
wavelengths that can be multiplexed onto a link is limited
by the optical communication band [24] and depends on
the minimum spacing that can be implemented between two
consecutive wavelength frequency values without causing
interference. Nowadays, a 100GHz channel spacing is typi-
cally used, which gives 40 wavelengths per link [25], but this
spacing can be reduced in order to populate a link with more
wavelengths. For instance, 50GHz spacing allows populating
the link with 80 wavelengths, and, as shown more recently in
[26], 160 wavelengths can be achieved with 25GHz spacing.

Eachwavelength provides a given bandwidth and the band-
width of a link, known as aggregated bandwidth, is computed
as the sum of the bandwidths provided by all the wavelengths

FIGURE 1. Message transmission example with circuit switching and
WDM.

multiplexed onto the link. This aggregated bandwidth is dis-
tributed among several channels, and each channel is used
for a different transmission. A previous study [8] found that
five 320-Gbps channels provide the best performance for an
aggregated link bandwidth of 1.6 Tbps. Henceforth, this will
be the number of channels assumed in this work.

3) PUTTING THEM ALL TOGETHER: CIRCUIT SWITCHING
WITH WDM
Let us explain how circuit switchingworks jointly withWDM
through a working example.

Suppose the network topology is a 16-node 2D-mesh net-
work like that shown in Figure 1. Consider that a message
is sent from node 0 to node 15 using X-Y routing. Assume
that each link of the mesh implements five channels and some
of the channels (highlighted in red) are already reserved. To
send the message, three steps are required. In the step 1©,
a reservation message is sent from node 0 to node 15. As
the reservationmessage advances through the path, it reserves
free channels to perform the transmission. Once the reserva-
tion message arrives to destination, it is sent back to node 0
(step 2©). The second step has two main purposes: i) to con-
figure the optical switches along the path to use the reserved
channels for the circuit, and ii) to notify node 0 whether
the circuit has been established or not. In case the circuit
is established successfully, in step 3©, the reserved channels
(highlighted in green) are used to send the message through
the circuit.

Note that if one of the links in the path does not have
free channels, the reservation will fail, similarly as it occurs
in conventional circuit switching. This means that a single
link without available channels in enough to prevent the
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transmission and, consequently, the use of the remaining
links along the path. Moreover, the problem may affect
several transmissions contending for the same link, causing,
as experimental results will show (Section VI), an overall
reduction of link utilization and thus of network performance.
This issue is tackled by the proposed approach presented in
the next section.

IV. OPTICAL SEGMENT SWITCHING
This section discusses the devised approach to improve
photonic circuit switching on classical network topologies.

As discussed above, due to contention at the channel reser-
vation stage, circuit switching does not leverage the WDM’s
huge potential on performance, resulting on underutilization
of the network.

WDM improves network utilization by allowing several
transmission channels per physical link, which enables the
reservation of one channel for a circuit without precluding
the reservation of the remaining channels in the same link for
additional circuits. However, when all the channels in any link
of the message path are already reserved, the circuit cannot
be established. Therefore, circuit switching constraints still
remain in WDM-based photonic networks.

The main shortcoming of circuit switching is that the
chance of finding a free channel diminishes as the length
of the path increases, thus aggravating in exascale networks.
The previous reasoning means that there is a need of enabling
the capability of establishing circuit segments instead of the
entire circuit in order to address this shortcoming. With a
segment of the circuit we refer to a fraction of the entire
message path. By deploying this capability we pursue that if
the entire circuit cannot be allocated, at least the first segment
is reserved, allowing themessage to advance while improving
the utilization of the first links of the circuit. Once the first
segment is used for transmission, consecutive segments will
be reserved until destination is reached.

Note that this approach imposes several requirements on
the network design. First, buffering support is required to
store data at the end of each established segment. This
involves including buffering in a subset of the network
switches.

Second, messages should be packetized (divided into small
packets of the same size) to allow packet storage when the
buffer does not present enough capacity to store the full
message.

Finally, an algorithm to reserve the segments that compose
a circuit is required. Below, these design requirements and the
proposed design options are discussed.

A. BUFFERING SUPPORT
Although it is technically feasible to implement buffering
in current photonic switches, this technology is not mature
enough to be applied in a production and commercial system.
However, its cost suggest to reduce buffering when possible.
In this sense, packet switching techniques would be costly
design choice option, since they require a high amount of

FIGURE 2. Photonic switch block diagram with n photonic inputs and
outputs and a dedicated input and output to communicate with an
associated buffer.

buffers (e.g. one buffer per input and output for each switch).
Nevertheless, some recent proposals of photonic switches that
can be leveraged by our approach integrate a small amount of
buffers [14], [15].

In particular, we leverage the Lions design [15], and, based
on this design, we devise an optical switch especially tailored
for our proposal. Figure 2 shows the block diagram of the
devised optical switch. The central module is an Arrayed
Waveguide Grating Router (AWGR) [27], [28], a passive
device that interconnects inputs and outputs at photonic chan-
nel level. At the input ports, the Label Extractors (LE) and
Tunable Wavelength Converters (TWCs) [29], [30] control
the wavelengths used to transmit data, thus the wavelengths
of the input and output channel can differ.

The proposed switch includes an associated buffer con-
nected to the AWGR through an input channel and an output
channel. The buffer can be implemented either with electronic
or photonic technology.

Although electronic buffers require signal conversions
(opto-electrical and electro-optical), this time is negligible
(in the order of picoseconds) [31], [32] compared to the net-
work cycle (nanoseconds) [33], [34], thus we use electronic
buffers due to the storage capacity they provide. Note that by
just adding a single buffer connected to one input and output
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port of the AWGR, we do not modify the timing behavior of
the original Lions design.

Finally, communications of the AWGR with external links
and the buffer are orchestrated by the control plane. This
component is an electronic component that configures the
TWCs to establish the circuits. Note that the devised design
allows the circuit to be partitioned into segments. With the
exception of the last segment, whose destination matches
the destination of the circuit, each segment ends in a buffer.
Conversely, there is a buffer at the source of every segment,
except for the first segment, which begins at the source of the
circuit.

B. MESSAGE PACKETIZATION
Without message packetization, buffers along the path should
be oversized to allow storing messages of any length. To
overcome this problem and make an efficient use of the
buffer, messages are split into small fixed-size packets. Each
packet is handled as an independent unit regarding routing
and storage in the buffers.

As it will be shown in Section VI-A, message packetiza-
tion improves network utilization. This is mainly due to two
reasons: i) due the small packet size, it is more likely to find a
buffer with enough space to hold it, so packetization enables
establishing segments that could not be established when
considering the whole message; and ii) the time that a channel
is busy when transmitting a packet is usually much shorter
than the time required for the transmission of the whole
message, therefore reducing link contention when reserving
channels, and thus improving network utilization.

C. SEGMENT RESERVATION
Algorithm 1 presents the pseudo-code for reserving a segment
of the circuit. The algorithm has two main parts. In the first
part, the route of the transmission is traversed reserving the
required channels for the segment (lines 3–6). If the whole
route is traversed and all channel reservations succeeded until
destination, then the whole circuit can be established and no
buffering is needed along the path (lines 7–11).

However, if one of the channel reservations fails, then
the second part of the algorithm, which reserves a buffer
entry for the segment, is performed. In this part, the route is
traversed back from the node where the channel reservation
failed to the source node (lines 14–20). The backward traver-
sal ends as soon as a node with a free buffer entry is found.
In this way, we ensure that the end of the segment is as close
as possible to the destination of the entire route.

After the backward traversal has been performed, in case
the buffer entry reservation succeeded, the reserved segment
spans from the source node to the node with the buffer entry
(lines 21–23). Otherwise, similarly to as done in conven-
tional circuit switching, the segment reservation is retried
(lines 24–26).

Once a segment has been reserved, the segment is used
to perform the transmission. After that, a new segment must
be reserved from the intermediate node to the destination

Algorithm 1: Segment Reservation Algorithm

1 /*** CHANNEL RESERVATION ***/
2 nodei← source node;
3 repeat
4 try to reserve a free channel in nodei to next node;
5 nodei← next node;
6 until link reservation fails or nodei = destination node;
7 if nodei = destination node then
8 /* The segment is the whole circuit:
9 no buffer reservation is needed. */
10 return segment [source node . . . destination node];
11 end
12

13 /*** BUFFER RESERVATION ***/
14 repeat
15 try to reserve a free buffer entry in nodei;
16 if buffer reservation fails then
17 release previously reserved channel;
18 end
19 nodei← prev node;
20 until buffer reservation succeeds or nodei = source

node;
21 if buffer reservation succeeded then
22 /* Return the reserved segment */
23 return segment [source node . . . nodei];
24 else
25 /* A segment cannot be reserved, retry */
26 retry segment reservation algorithm;
27 end

(or other intermediate node). This implies additional calls to
the algorithm until the destination is reached.

Although potentially any switch may include a buffer,
in this work, we study the impact on performance of plac-
ing buffers in only a subset of the network nodes. In this
way, savings can be achieved both in energy consumption
and implementation complexity. To perform this study, we
focus on torus and fat tree topologies and, for each topology,
we devise distinct buffer layouts across nodes. For the fat
tree topology, buffers are only deployed on the switches of
specific network levels, prioritizing top levels as they are
more prone to become contention points of the reservation
algorithm. For the torus, we ensure that when advancing in
a given dimension there is a buffer every n switches. For
instance, for an 8 × 8 × 8 torus, with a configuration where
a quarter of nodes implement buffers, if there is a buffer in
node 0 (0,0,0), next buffer in X dimension will be in node 4
(3,0,0), in Y dimension will be in node 32 (0,3,0) and in Z
dimension will be in node 256 (0,0,3).

Figure 3 plots an example of segment reservation and
transmission. As in Figure 1, a message is sent from node
0 to node 15 following X-Y routing. Notice that both buffer
distribution and buffer availability is included in the figure.
In this case, no free channels are available after node 11.
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FIGURE 3. Example of a segment reservation and transmission in a
2D-mesh network with a buffer every 2 nodes in each dimension.

In step 1©, which corresponds to the first part of Algorithm 1,
the reservation message tentatively reserves the channels it
crosses until node 11 is reached. Then, the message is sent
back (second part of the algorithm) to reserve a free buffer
entry and establish the optical circuit 2©. Since the buffer in
node 11 is full, the entry is reserved in buffer 3 (the closest that
has an available slot). Note that this message also releases the
channels tentatively reserved in the first step between buffers
3 and 11 since they will be not take part by the segment.
Once the reservationmessage notifies node 0 that the segment
destination is at node 3, node 0 performs the transmission 3©.
After that, a new reservation and transmission must be made
from source node 11 to destination node 15.

V. EXPERIMENTAL SETUP
This section describes phINRFlow (photonic Interconnec-
tion Network for Research Flow-level Simulation Frame-
work), the simulation framework used to model the proposed
approach, presenting the optical and network configurations
used for the performed experiments, as well as the traffic
patterns considered in these experiments.

phINRFlow is a flow-level simulator for photonic inter-
connects that inherits functionality from INRFlow [35], origi-
nally developed with the aim of modeling electrical networks.
It implement multiple, direct and indirect, network topologies
(e.g. cubes, dragonfly or trees) and multiple traffic generation
methods (e.g. synthetic or traces). It is highly scalable and
includes the main components necessary for modelling pho-
tonic interconnects. These capabilities enable us to evaluate
the system under realistic loads, giving insights to its viability
as a candidate for exascale systems.

In this work we model and evaluate two classical net-
work topologies consisting of 1728 nodes, a 3D-torus of
12×12×12 nodes and a 12-ary 3-tree under a synthetic traffic
where each node sends 100 messages to random destinations.
Both networks are evaluated with loads composed of mes-
sages of two lengths: 80% of short messages (4KB) and 20%
of long messages (512KB). In order to obtain more accurate
results, for each network configuration, 20 simulations have
been performed with different seeds.

The latencies of the components of the photonic switch
depicted in Figure 2 are taken into account according to the
literature. In particular, we have considered the time that
LEs require to route the messages [36]–[38], the switching
time of TWCs [39], and the delays of opto-electrical (O/E)
and electro-optical (E/O) converters [31], [32]. Recall that,
as stated in Section IV-A, the overall delay added by these
components is in the order of picoseconds, which can be con-
sidered negligible, considering that optical network switching
time is in the order of nanoseconds [33], [34]. Moreover,
these times can be much shorter according to novel research
regarding different materials such as graphene, reaching the
order of femptoseconds [40].

Finally, circuit reservation time is also taken into account
in the experimental setup. This time is not fixed for all routes,
but it depends on the route length. This time takes a simula-
tion cycle per hop, both forward to reserve the segment and
backward to establish it.

VI. EXPERIMENTAL RESULTS
This section evaluates the mechanisms proposed in
Section IV. First, we explore the impact of message pack-
etization based on a given MTU (Maximum Transmission
Unit). The circuit is established only during the transmission
of a packet, and released after sending the packet. This will
allow to block the network resources for a shorter time.
After analyzing the impact on performance, we analyze the
effect of adding a small amount of buffers in the network to
allow splitting the entire path, which translates into shorter
segments, thus reducing the time the network resources are
blocked by the transmission of a packet.

A. IMPACT OF PACKETIZATION VS PURE CIRCUIT
SWITCHING
The first approach of this work is aimed at maximizing
the network utilization by limiting the maximum amount
of information that is sent at the same time in classical
topologies using optic technology. We define an MTU of
4 KB (based in the size of short messages) in the network,
but unlike typical circuit switching, we reserve network
resources only for the transmission of only one packet. Once
the packet is sent, the used resources are released. This
way will allow other nodes to reserve and use resources
earlier, therefore, improving the utilization of the network
resources.

Figure 4 shows the link utilization, arranged in increasing
order, in the studied network configurations.
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FIGURE 4. Channel utilization in bufferless photonic networks. An MTU is
not defined (in red) and an MTU is defined (blue).

This metric has been calculates with Equation 1:

Ulink =
Tused
Ttotal

(1)

It can be appreciated that in the torus topology, on average,
link utilization rises from 20% in the base photonic network
(red color) to 50% packetized photonic network (blue), which
reaches 60% in the most used links. Regarding the fat tree
topology, utilization rises on average from 15% to 40%. This
means that in both topologies, links are being used to transmit
data for a larger fraction of the time, and therefore, more data
are transmitted in less time.

B. IMPACT OF BUFFERS ON THE NETWORK
PERFORMANCE
1) LINK UTILIZATION
In the previous section we have shown that message packeti-
zation helps the photonic network to increase link utilization

and network throughput. Next, we analyze the impact of
introducing a small amount of buffers in the network, shorten-
ing the paths and reducing the time that network resources are
reserved for sending a packet. These buffers can be located in
all the switches or only in a subset of them. Buffer sizes have
been assumed to be multiples of the definedMTU (4KB). For
instance in a 32KB buffer, 8 messages can be placed.

Figure 5 shows that link utilization significantly increases
when buffers are included in the network, both in the torus
and in the fat tree, even with a small quantity of buffers.
The bufferless baseline networks (colored in red), achieve an
average utilization around 20%, while the buffered networks
obtain an average link utilization over 50%. As commented
before, buffers are included in some of the networks switches
but not necessarily in all of them. Notice that in the switches
where we introduce buffers there is just one buffer in the
switch as shown in Section IV-A. Moreover, different buffer
sizes (from 32KB to unlimited) have been evaluated. In the
torus topology, buffers are deployed in every switch (labelled
as All Sw in the figure), in a half of the switches (1/2 Sw in the
figure) and in a quarter of the switches (1/4 Sw in the figure).
As can be observed in Figure 5a, buffering significantly
increases link utilization regardless of the number and size of
buffers. Increasing the number of buffers provides a marginal
improvement of link utilization, which becomesmore evident
when the buffer size increases. The link utilization for a 32KB
buffer is on average by 50%, while for the infinite buffers is
around 60%.

In the fat tree, buffers are deployed in the last level (labelled
as 1 level in Figure 5b), in the two upper levels (2 levels) and
in all the 3 levels of the fat tree. Again, buffering provides a

FIGURE 5. Link utilization when buffers are included in (a) the torus topology and (b) in the fat tree.
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FIGURE 6. Buffer Utilization in (a) the torus topology and (b) in the fat tree topology.

significant link utilization increase, evenwith just one level. If
buffers are introduced in more levels, marginal improvements
are obtained on average, being the utilization gain remarkable
only in a small number of links, which reaches by 80%
utilization when buffers are in all the 3 levels of the fat
tree. The buffer size has a greater impact on link utilization
improvement. The average utilization for a 32KB buffer is by
40%, and for hypothetical unlimited buffers by 50%. These
increases in the link utilization will translate into network
performance enhancement as shown in Section VI-C.

2) BUFFER UTILIZATION
So far we have studied the impact of the number of buffers
on link utilization, this section analyzes the utilization of the
buffers. Figure 6 presents the results for the studied designs,
which has been calculated with Equation 2. Like in previous
study, each point of the line corresponds to one buffer. Notice
that the length of the 3 lines of the same plot differ, this
happens because the number of buffers also do that.

Ubuffer =

∑ncycles
1

Slotsoccupied
Slotstotal

ncycles
(2)

In the case of the torus topology, it can be observed in
Figure 6a that the larger the buffers the lower the utilization.
The utilization starts by 70% in the smallest 32KB buffer and
goes down to around 10% in largest 16 MB buffer.

This means that large buffers are underutilized and may
suggest that they are a waste of resources. This will be
corroborated in Section VI-C where we analyze the network
performance. Comparing the lines of the same plot, we can
see that the larger the buffers the higher the differences among
the utilizations drawn in the same plot. This suggests that
putting a large amount of resources in the network is not a
good policy after a certain amount since they are barely used.

Regarding the fat tree topology, Figure 6b shows that the
general utilization trend is similar to the torus, using larger
buffers results in less buffer utilization. Nevertheless, there
are two differences that should be emphasized. On the one
hand, it can be appreciated (looking all the plots of the fig-
ure from left to right) that the buffer utilization when buffers
are only placed in the last level (red lines) of the fat tree goes
down slower than in the torus as the buffer size increases. This
suggests that the most used buffers are the ones located in the
last level of the network. On the other hand, it can be seen
that in this topology the distance among the lines of the same
plot widens as the buffer size increases, more than in the torus
topology. This also confirms that the last level of the fat tree
is the one that most contributes to performance.

After analyzing the buffer utilization, we focus on the path
length followed by packets. We analyze how many times
packets are buffered before reaching their destination. This
information is shown in Figure 7a for each studied network
configuration. In the torus topology, the term N Sw-S refers
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FIGURE 7. Re-stored Messages. Number of times that messages are stored over its path from source to destination.

FIGURE 8. Packet latency in network cycles split in network and buffer latency.

to the buffer layout and the buffer size S. For instance,
1/2 Sw-32K, means that there is a 32KB buffer in half of the
nodes. In the fat tree, N L-S indicates that buffers of S size
are present in N levels, that is, 2L-1M means that there are
buffers of 1MB in the two last levels of the fat tree.

As expected, the larger the number of buffers the higher the
number of times packets are buffered. In the torus topology,
three main groups of bars can be appreciated in each plot of
Figure 7a, corresponding to All (buffers in all the switches),
1/2 (buffers in half of the switches) and 1/4 (a quarter of the
switches), respectively. In the case of 32KB buffers, 85% of
the packets are never stored before arriving to their destina-
tion. On the other hand, as the buffer size increases, as more
storage resources are available in the network, more times
packets are stored. Nevertheless, from a buffer size of around
4 MBs, for a number of buffers in the network, the number of
times packets are stored gets stable.

The number of times packets are stored is related to the
length of the paths. As more times packets are stored, shorter
paths are used. Figure 7a is also related to Figure 6a, as more
times packets are stored, the buffers are more used. If we
compare on the basis of the same buffering capacity, for
instance, 32KB in all the switches versus 128KB in only in a
quarter of the switches, it can be appreciated that distributing
the buffering capacity among more switches performs better
as a higher amount of packets is never stored in intermediate
buffers. In the first case (32KB in all the switches), 65% of

the packets are sent directly to destination and, in the sec-
ond (128KB in a quarter), 75% of them are never stored in
intermediate buffers.

Figure 7b shows the results for the fat tree. As can be seen,
the fat tree presents a different behavior, adding more buffers
does not increase significantly the number of times packets
are stored. The number of packets that are never stored in
intermediate buffers is similar for one, two or three levels with
buffers. This can be seen for instance in 1 L-32K, 2 L-32K
and 3 L-32K, where packets are sent directly to destination in
more than the 95% of the packets. Doing the buffers larger
makes increasing the number of times packets are stored.
We can see how blue bars are reduced progressively up to a
size of 8-16MB. From this size it stabilizes. In case of having
only buffers in the topmost level, packet can be stored only
0 times or once. If there are buffers in two levels then packets
can be stored 0, 1 or twice, and so on.

3) PACKET LATENCY
In addition to utilization, a key factor to understand the behav-
ior of the proposal is the impact on packet latency. Figure 8
plots the average latency per packet separated in buffer and
network latency. The former latency corresponds to the time
a packet waits in an intermediate buffer, while the latter
represents the time that the packet takes through the network,
which accounts the time from the packet generation to reach
the destination (excluding the buffering time). As expected,
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FIGURE 9. Speedup of the network with buffers for (a) torus and (b) fat tree over the Photonic Baseline Network.

buffer latency increases with the buffer size, since message
packets can spend additional time in the buffers before reach-
ing the destination. This, in turn, increases the overall latency.
Nevertheless, in addition to the latency increase, as men-
tioned in Section VI-B1, there is also an increase in link
utilization that translates into network throughput improve-
ments. Therefore, more messages can be transmitted at the
same time, shortening the time needed to transmit the data
over the network and thus providing a better performance,
as shown in the next section.

C. NETWORK PERFORMANCE
Figure 9 shows the average speedup over the photonic base-
line network achieved by the proposed network mechanism
with synthetic traces (see Section V). Results are plotted with
a 95% confidence interval through 20 executions of each
trace with different seeds. The first bar corresponds to the
speedup achieved when only a packet is transmitted through
each established circuit, but considering no buffering in the
network. In the other bars of the plot, buffers are in the
network with different amounts and sizes. As studied above,
the behavior of the studied topologies differs. Thus, results
will be discussed for each topology.

Regarding the torus, as can be seen in Figure 9a,
the best results are reached when buffers are deployed in
more switches of the network. These results were expected
since these networks present the highest link utilization
(see Figure 5a). The buffer size is significant only for small
buffers, and practically scarce o no additional performance
benefits are reached over 4MB buffers. An important point
is that given an amount of storage, it is better to distribute
it over the network as much as possible than concentrating it
on just a subset of switches. This can be observed comparing,
for instance, the 1-1M configuration where a speedup by 50%
is reached against the 2-2M and 4-4M configurations where
45% and 35% speedups are obtained, respectively.

In the fat tree the trend is different, as shown in Figure 9b.
Looking at the groups of bars of the figure, it can be observed
that similar speedups are obtained regardless of the number of
levels where buffers are deployed in the switches. In contrast,
when focusing on a given number of levels (e.g. 3L), it can
be appreciated that the key parameter for performance in the

fat tree is the buffer size, that is, the greater the total buffer
size the higher the speedup. Therefore, it can be concluded
that in the fat tree, unlike the torus, the best way to distribute
a given buffering capacity is to have large buffers in the
topmost level of the topology. In contrast, distributing buffers
over more switches of the network has no strong impact
on performance in the fat tree. This is in line with the link
utilization results studied above (see Figure 5b), where it was
shown that differences among the three lines of the same plot
are marginal, but link utilization increases with the buffer
size.

The highlighted differences among topologies appear both
due to the topology properties and to the associated routing
algorithms. Torus is a direct network topology, where all the
switches have nodes injecting packets in the network, while
fat tree is an indirect topology, where computing nodes that
inject packets in the network are connected only to the first
stage or level of the topology. Thus in torus, packets injected
in the network by the computing nodes compete with packets
in intermediate buffers while the fat tree does not have this
inconvenient in all the network switches. Moreover, the orga-
nization of the fat tree topology makes that packets first
follow an upward sub-path, they have a turnaround in a given
level of the topology, and finally they follow a downward
phase. The adaptive routing followed in the upward phase of
the fat tree allows to avoid conflicts since any of the output
ports in the current switch can be used. After the turnaround is
performed, conflicts can appear (in the topmost level in most
of the cases) so that storing packets in that last phase is highly
convenient.

VII. CONCLUSION
Photonics have been shown to be promising technologies for
future exascale networks, mainly due to the huge bandwidth
they deploy. As a consequence, when using photonics in
conventional HPC networks, the link utilization is rather low.

In this article we have proposed Segment Switching aimed
at improving the link utilization in conventional networks
topologies. Segment Switching relies on two main mecha-
nisms: packetizingmessages and buffering.With packetizing,
we pursue to reduce the amount of information that is sent
at the same time over the route. This way reduces the time
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messages block the network resources, and thus the time
other nodes wait before injecting messages. This mechanism
increases link utilization by 30% on average in the studied
topologies, torus and fat tree and, a result, also enhances
network performance by 5% in the torus and 10% in the fat
tree. With buffering, we pursue to reduce the time network
resources are blocked by shortening the circuit established
to send a message. Multiple circuit lengths have been ana-
lyzed by studying different layouts for allocating buffers to
switches. Different number of buffers and buffer sizes have
been studied.

Experimental results show that the studied topologies
present different buffering demands and require distinct
designs. Regarding the torus topology, performance improves
when buffering is supported by more switches. The max-
imum performance is achieved with 4MB buffers. Larger
buffers provide scarce or no performance benefits at all. This
means that reducing the average circuit length in the torus
is more critical for performance than increasing the buffer
size. Regarding the fat tree topology, the key parameter is the
buffer size. Deploying buffering only in the upwards stage, if
it is large enough allows to achieve the best performance. This
happens because contention is less frequent in the downwards
phase in this topology.

To sum up, for a given buffering capacity, the best distribu-
tion is to give a fraction of storage to each switch in the torus
and, to accumulate that capacity in the last-stage switches in
a fat tree. Segment Switching improves network performance
up to 70% and 90%, in the studied torus and fat tree topologies
respectively.
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