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Abstract: Observational records provide a strong basis for constraining sea ice models within
a narrow range of climate conditions. Given current trends away from these conditions, models
need to be tested over a wider range of climate states. The past provides many such exam-
ples based on paleoclimate data, including abrupt, large-amplitude climate events. However, the
millennial-duration of typical paleoclimate simulations necessitates balancing the inclusion and
sophistication of model processes against computational cost. This is why many simplified mod-
els used for multi-millennial simulation only feature representations of thermodynamic sea ice
processes, while representing sea ice dynamics is essential for more complex general circulation
models. We investigate the impact on climate mean states and variability of introducing sea ice
dynamics into the simplified general circulation model PlaSim-LSG.

We extend the default thermodynamic sea ice component in PlaSim-LSG with one that in-
cludes also dynamic sea ice processes. We adapt the structure and parallelization scheme of
this new submodel originating from the MITqgcm, a more complex state—of-the—art general cir-
culation model. Then, we evaluate the impact of sea ice dynamics on the simulated climate.
Comparing climatologies and the variability of the extended model to control simulations of the
pre-existing setup, we find that the standard model overestimates sea ice extent, concentration
and thickness. The extended model, however, is biased towards low sea ice amounts and extent.
Modifying individual parameters in initial tests of the newly added component is not sufficient
to compensate for this bias. Still, the general ability of the model to represent positive and nega-
tive biases of the sea ice cover provides a promising starting point for the tuning of PlaSim-LSG
with sea ice dynamics. Fventually, the extended model can be used to investigate the role of sea
ice for past climate oscillations.

1 INTRODUCTION

Paleoclimate simulations provide a test-bed to constrain climate models of different com-
plexity over a much wider range than what is available from instrumental records [1, 2]. In
addition, they provide an opportunity to verify concepts on mechanisms and tipping elements
which led to abrupt climate oscillations in the past. Sea ice is closely linked with past abrupt
climate transitions as found in model studies [3—6] and inferred from paleoclimate archives [7,
8].

A major limitation of transient paleoclimate simulations over multiple millennia with state—
of-the—art general circulation models (GCMs), which represent the earth system to a great
level of detail, are the high computational costs. Simplified GCMs still offer a reasonable rep-
resentation of the atmosphere and ocean with a dynamical atmospheric core and a mixed-layer
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or dynamic ocean component [9]. Depending on the questions and time scales of interest, they
additionally feature representations of other components of the earth system, like sea ice ther-
modynamics or simple vegetation [10]. Yet, simplified GCMs are typically highly parametrized,
have a relatively coarse spatial resolution to allow for moderate computational cost in simula-
tions of multiple millennia, and are often specifically adapted to answer specific research ques-
tions with design decisions carefully weighing model complexity against computational costs
[9-12]. As a result, simplified GCMs or models of intermediate complexity do not take all earth
system processes into account in great detail and, other than in more complex state—of-the—art
general circulation models, it is not always common to, for example, model the dynamics of sea
ice. Simplified GCMs can, however, help to build a better understanding about which processes
are actually needed to effectively resolve particular climate phenomena [11].

The Planet Simulator (PlaSim) [13-15] coupled to the Large Scale Geostrophic Ocean (LSG)
[16] is a well-studied simplified GCM. It solves the primitive equations in the atmosphere, ap-
proximates the dynamical equations of the ocean under the assumptions of large spatial and
temporal scales, and employs simplified parametrisations for processes like sea ice thermody-
namics, greenhouse gas forcing, and land cover and vegetation [14]. However, it does not contain
a component to model the dynamics of sea ice up to this point. PlaSim and its atmospheric
core PUMA have been used in a wide range of applications from synchronization experiments
[17] to entropy and hysteresis studies [18]. More recently, the model was used to study the
dynamical landscape of climate [19] and in combination with LSG in a study on atmospheric
contributions to abrupt climate changes in the past [20]. LSG has been extensively studied and
was a part of CMIP1 [21] and of Paleoclimate Model Intercomparison Projects [e.g. 22—-24].

Yet, it has been shown that under climate conditions of the Last Glacial Maximum, the
time period of greatest land-based ice volume during the Last Glacial period, occuring around
21 kyr ago [25], PlaSim-LSG has pronounced biases with respect to CMIP5 simulations towards
too low high-latitude winter temperatures over oceanic and snow-covered land regions [20].
Similar biases occur under present-day conditions during winter in high latitudes. The model
overestimates climate sensitivity as is visible from transient simulations [26, 27] and simulates
unrealistically large and thick amounts of sea ice. Dynamics of sea ice are crucial to realistically
represent the sea ice thickness distribution, while sea ice thermodynamics are most relevant to
enable feedbacks with earth system compartments [28, 29]. Thus, sea ice dynamics could
potentially help to address the model biases by reducing the amount of too-thick multi-year
sea ice present in the model. Also, representing sea ice in PlaSim-LSG in more detail for multi-
millennial simulations of past climate could help to reveal the role of sea ice as an important
moderating and tipping component in the onset and development of centennial- to millennial
scale climate oscillations.

Here, we present our work integrating sea ice dynamics into PlaSim-LSG. While it is essential
for more complex GCMs to represent the dynamics of sea ice, this is less common for simpli-
fied GCMs or earth system models of intermediate complexity used for coupled simulations of
multiple millennia. We describe the pre-existing model configuration, and its newly extended
capabilities for dynamic sea ice modelling in Section 2. While one of the primary motiva-
tions for these extensions to PlaSim-LSG comes from prospective multi-millennial paleoclimate
simulations, we present and discuss initial simulations with the current state of the extended
model under present-day climate conditions (Section 3.1). We choose present-day climate for
initially constraining the extended model, because direct sea ice observations are available in
this period. We test the impact of several key parameters of the sea ice dynamics component
(Section 3.2), and evaluate the performance of the new model configuration (Section 3.3). We
conclude with future perspectives in Section 4.
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2 MODEL DESCRIPTION
2.1 Planet Simulator

PlaSim in version 17 is a simplified GCM which solves the wet primitive equations of the
atmosphere in its dynamical core PUMA. We employ a T42 spectral resolution in this study
(about 2.8° x 2.8°) and a vertical discretization of 10 layers. PlaSim performs calculations
which are for example associated with the mixed-layer ocean, sea ice thermodynamics, and the
surface energy balance on a 64 latitude x 128 longitude Gaussian grid [13-15, 20].

The thermodynamic sea ice model in PlaSim is based on the zero-layer Semtner [30] model
which is used as well in several other GCMs like the MITgem [31]. Other than in the standard
version of PlaSim-LSG, snow on sea ice is represented following the description of snow on land
in the appendix of Andres and Tarasov [20]. In addition to the configuration described there,
we implement a simple representation of snow-covered ice, bare ice (meaning ice that is directly
exposed to the atmosphere and not covered by snow), and melt pond fraction following the ver-
sion 2 scheme for sea ice albedo of Kgltzow [32]. The purpose of these extensions is to represent
the sub-grid scale effects of melt ponds and snow cover on sea ice albedo and the surface energy
balance [e.g. 28], which was not the case in PlaSim-LSG previously. We further introduce a
globally conservative treatment of excess thermodynamic sea ice growth beyond the physical
limits of the sea ice thickness parametrisation in the zero-layer model to improve model stability.

LSG is a 3d general circulation ocean model running at 2.5°x 5° horizontal resolution with
22 vertical layers [16, 22]. LSG implicitly solves the oceanic primitive equations assuming large
spatial and temporal scales. This makes a longer integration step than for all other compo-
nents in PlaSim possible. However, this benefit comes at the expense of not representing gravity
waves and barotropic Rossby waves in the ocean [22]. While we run PlaSim at a time step of
20 minutes, one integration step of LSG is performed every 10 days. A mixed-layer ocean with
a thickness of 50 m is coupled between LSG and the rest of PlaSim, allowing the ocean to re-
spond to phenomena on shorter time scales than the LSG step. The mixed-layer ocean relaxes
to the LSG solution under stationary atmospheric conditions, and mixes the solution from LSG
and the thermal response to surface forcing when atmospheric conditions vary [described e.g.
in 20].

PlaSim has been coupled to another ocean model, yielding the PlaSim-GENIE model [33].
This implementation replaced the thermodynamic sea ice component of PlaSim and the LSG
ocean model by the GOLDSTEINSEAICE and GOLDSTEINOCEAN components. To repre-
sent sea ice dynamics, this model employs an advection scheme and uses Laplacian diffusion
[34]. Conversely, we choose to retain the LSG model and extend PlaSim-LSG with a component
to model sea ice dynamics which we adapt from the MITgem [31, 35] (see Section 2.2). Unlike
PlaSim-GENIE, this approach allows us to also resolve nonlinear viscous-plastic rheologies of
sea ice. Another reason is that PlaSim-LSG is user-friendly, well-documented, and extensively
studied. Finally, the LSG model has previously been shown to exhibit abrupt climate oscilla-
tions [36]. This makes it an ideal test-bed to study such oscillations during the Last Glacial
Period.

2.2 Sea ice dynamics component

To model the dynamics of sea ice, we adapt those parts of the MITgcm’s sea ice component
[35] which solve the sea ice momentum equations of a variant of the nonlinear viscous-plastic
(VP) sea ice model introduced by Hibler [37]. The momentum equations in the MITgcm’s com-
ponent are solved with the line-successive-over-relaxation (LSOR) method of Zhang and Hibler
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[38] on an Arakawa C grid. Furthermore, we integrate the second- and third-order flux-limited
volume- and area-conserving advection schemes from the MITgcm which are used to advect sea
ice thickness, concentration, and snow cover [31, 35]. Ice—ocean and ice-atmosphere stresses
are directly applied from PlaSim-LSG. While viscous-plastic rheologies with an elliptical yield
curve and normal flow rule have been employed for many years in GCMs including MITgem [e.g.
39, 40], it should be noted that they produce unphysical fracture angles. This is why current
development efforts aim at using rheologies which result in better agreements of small-scale sea
ice features with observations [e.g. 41, 42]. However, our motivation of incorporating sea ice
dynamics into PlaSim-LSG is not to most accurately represent sea ice across a wide range of
spatial scales. We rather aim to represent sea ice dynamics in this simplified GCM in sufficient
complexity to reduce model biases and study its role in abrupt climate oscillations, which can
be observed in multi-millennial simulations with the model. For this purpose, a well-tested and
widely-applied sea ice component with elliptical yield curve is sufficient and affordable in terms
of added computational costs.

To handle the coupling and interpolation between PlaSim’s Gaussian grid and the Arakawa
C grid of the dynamic sea ice component, we add and test an intermediate module. We use
the pre-existing coupler of PlaSim and LSG to first interpolate any additionally needed oceanic
fields to the PlaSim grid. In this process we extend the parallelization architecture of PlaSim
to allow for fast handling of neighbouring grid areas used in the discretisations of the sea ice
model (“halo exchange”). Additionally, we modify the MITgcm routine interfaces to match
with the coding conventions of PlaSim where needed.

In the coupled model, the dynamic sea ice component is called sequentially in every step
of PlaSim, with the oceanic stress forcing from LSG being updated at every LSG time step.
Thickness categories used in the dynamic model are still represented as zero-layer in the ther-
modynamic component. This is the default option for the MITgcm sea ice model as well.
Given the potential for substantial biases in zero-layer thermodynamic sea ice models, the
MITgem provides an option for the 3-layer model of Winton [43]. This is not available in our
configuration due to the current implementation of sea ice thermodynamics in PlaSim.

3 PRELIMINARY RESULTS AND DISCUSSION
3.1 Impact on climatological model biases and simulated climate variability

Starting with the default PlaSim-LSG model parameter set and default parameter settings of
the sea ice dynamics component, we run equilibrium simulations under present-day boundary
conditions and radiative forcing (COq concentration-equivalent of 360 ppm). Following an initial
spin-up phase into a quasi-equilibrium state, we study climatologies over 70 years (150 for the
control simulation with only thermodynamic sea ice). Compared to the model setup with
only thermodynamic sea ice, we find a strongly decreased mean sea ice extent throughout the
year for the model configuration which includes the new component for sea ice dynamics in
both hemispheres. Fig. 1 shows this bias for Antarctica. Sea ice extent is below the 1981-
2010 median observations for all months. As a result, the 2m temperature has a positive
bias compared to reanalysis data (Fig. 2), strongly overcompensating the negative polar 2m
temperature bias of the control simulation in the Northern High Latitudes but doing so only
slightly in Antarctica. This may hint at the need for differing parametrisations of sea ice albedo
for the two hemispheres.

Over all seasons, the mean sea ice thickness from the simulation with the extended model is
greatly reduced compared to the configuration with only thermodynamic sea ice in most of the
Antarctic Ocean, with thicker accumulations only in the Weddell Sea and Ross Sea (Fig. 1).
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We observe a similar behaviour with greatly reduced sea ice thicknesses in the Arctic region
(not shown). The configuration with only thermodynamic sea ice exhibits unrealistically thick
sea ice under present-day conditions in parts of Antarctica and the Arctic. Thus, tuning of the
coupled model should allow us to reach a realistic sea ice state in between the extremes of the
configuration of PlaSim-LSG with only thermodynamic sea ice and the extended model.
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Figure 1: Climatogies of PlaSim-LSG for the present day control simulation (PD C) with only thermodynamic
sea ice (top row) and for the simulation with sea ice dynamics under present-day conditions and using the
default parametrizations (PD SID, bottom row). Panels show annual mean 2m-temperature of the standard
configuration (A), annual mean 2m-temperature anomaly between the two configurations (simulation with sea
ice dynamics minus control simulation, B), absolute sea ice thickness in September (C, D) and absolute sea ice
concentration in September (E, F). The 1981-2010 median sea ice extent of September is indicated in magenta
using the data of Cavalieri et al. [44].

Compared to reanalysis data, the model configuration with only thermodynamic sea ice over-
estimates mid to high latitude annual 2m temperature variability, measured in units of absolute
2m temperature standard deviation of the zonal 2m temperature average (Fig. 2). Conversely,
the extended model with sea ice dynamics underestimates 2m temperature variability in North-
ern mid- to high latitudes. This negative bias in the temperature variability is a lot smaller in
Southern mid-latitudes and remains positive for Southern high latitudes. Reduced temperature
variability in a state with low amounts of sea ice is in line with previous findings which indicate
that temperature anomalies could be amplified less under global warming scenarios which go
along with major reductions in sea ice cover [45]. As for the biases of the mean temperature
and sea ice states, the results for temperature variability are promising for achieving a realistic
representation in between the extremes of the configurations with only thermodynamic sea ice
and the one with sea ice dynamics through tuning.
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Figure 2: Zonal mean 2m-temperature (top row) and standard deviation (bottom row) for the entire annual
cycle (panels A and B), and for monthly climatologies of March (panels C and D) and September (panels E
and F) of the present-day control simulation (PD Control), the simulation with sea ice dynamics using default
parameters (PD SID), and ERA 5 Reanalysis [46].

3.2 Effects of tuning

We conduct initial tests towards a more realistic representation of sea ice cover in the ex-
tended model. Therefore, we vary individual parameters of the dynamic sea ice component
aiming at increases in mean sea ice extent, concentration and thickness distribution in the
coupled model setup. We only consider key parameters of the sea ice dynamics component and
do not conduct a comprehensive tuning procedure involving the entire coupled model. Table 1
lists these parameters which are related to the internal sea ice dynamics or the coupling to
oceanic and atmospheric stresses. Parameters are varied equally in both hemispheres to test
the general response of the coupled model. The purpose of these initial parameter tests is to
gain an understanding for how the coupled model responds to parameter changes in the first
place and to provide a basis for more systematic parameter tuning.

Overall we find little to no impact for individual parameter changes in 30 year-averaged
simulation data. Sea ice concentration and thickness are slightly increased when changing the
sea ice strength parameter P* to P* = 3.1625 x 10*N/m?® compared to the default param-
eters. P* (see Table 1) is the main free parameter in the sea ice strength parametrization,
which is why it is particularly suited for modifications [37]. The most notable impact can be
found in and around the Beaufort Sea and East Siberian Sea in the Arctic (Fig. 3). For the
Antarctic, sea ice extent and concentration are still generally too low. Thus, more realistic val-
ues cannot be achieved by variations in individual parameters of the sea ice component alone.
Evaluating combinations of varied parameters at once and involving the thermodynamic sea
ice component, the albedo parametrisation, and other components of the coupled model in a
more rigorous process of parameter optimisation are possible next steps to improve the tuning
of PlaSim, following e.g. Mehling et al. [47]. In addition, different parameterisations for the
two hemispheres might need to be considered in the tuning. This is generally supported by
previous findings indicating that the most accurate representations of sea ice by models which
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Table 1: Main parameters related to the sea ice-internal dynamics, and to the coupling to ocean and atmosphere
which can be subject to model tuning.

Parameter [units] Variable name Description Default Tested values
value

Cy [1073] SEAICE waterDrag Water drag for freely drifting sea 5.5 1.1, 24, 3.5, 6.2 (See Table 1 in
ice [49] and the findings of [50])

ko [N/m?] SEAICEbasalDragK2  Parameter and implicit flag for 0.0 15.0 (see [51] for additional pa-
basal stress parametrisation of rameters ug, k1, ks which have not
landfast sea ice been changed from defaults here)

C* (1] SEAICE_cStar Empirical (exponential) scaling 20.0 Not changed, same impact

constant to couple sea ice thick- achievable with parameter P*
ness and strength following [37]

P*[104N/m?] SEAICE strength Primary free parameter to couple 2.75 2.61, 2.89, 3.025, 3.1625 (cor-
sea ice thickness and strength fol- respond to ~ +5% steps from
lowing [37] MITgem default)

k(1] SEAICEstressFactor Overall coupling factor of sea ice 1.0 0.9, 0.95, 1.05
and wind stress to ocean surface
layer

0.0 0.15 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Sea Ice Concentration March

Figure 3: Sea ice concentration and extent in March for the PlaSim-LSG model with only thermodynamic
sea ice (panel A), the default parametrisation of the extended model with sea ice dynamics (parameter P* =
2.75 x 10*N/m?, B), and with an increased parameter P* = 3.1625 x 10* N/m? (C). The 1981-2010 median
sea ice extent of March is indicated in magenta using the data of Cavalieri et al. [44].

comprise a VP rheology with an elliptical yield curve cannot be achieved with a single global
value of the sea ice strength parameter [48]. A limiting factor for high values of P* are the
potentially inaccurate representations of small-scale sea ice features [42], which are, however,
not the focus of our effort of representing sea ice dynamics in this simplified GCM used for
multi-millennial simulations of past climate.

3.3 Model Performance

We compare the performance of the new model configuration to the different possible config-
urations of PlaSim-LSG and the core model PlaSim, for the hardware capabilities of a standard
server (Intel Core i5-8600K, 6 x 3.60 — 4.30 GHz, simulations in this study on 4 cores) and a
general purpose high performance computing cluster. Table 2 shows the total run time and the
resulting simulation times achievable per day of simulation. The added component increases
the simulation time per year by about 10 % compared to the standard PlaSim-LSG setup.
For a T42 resolution we achieve a decent benefit when increasing the number of computing
cores from eight to sixteen (35 % speed-up). Further increase to 32 cores does only decrease
run time marginally. This hints at the primary limitation of performance of PlaSim-LSG in
general. In the current implementation the LSG ocean component is not parallelized, although
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it is sequentially coupled.

Table 2: Typical computational cost of different model setups. If not stated otherwise, the given numbers refer
to a coupled PlaSim-LSG setup with only thermodynamic sea ice at T42 resolution (see Section 2).

Machine Core Number and Time per simula- Simulation years
Clock Rate [GHz] tion year [mn] per day
Standard Server 4x4.3 ~ 13.0 111
Standard Server (with sea ice dynamics) 4x43 ~14.2 101
Standard Server (only PlaSim core model) 2% 4.3 ~ 6.4 225
Standard Server (only PlaSim core model, T21) 2x4.3 ~ 2.7 533
General purpose cluster 8 x 2.1 (0.25 node) ~12.0 122
General purpose cluster 16 x 2.1 (0.5 node) ~ 78 184
General purpose cluster 32 x 2.1 (1 node) ~ 7.2 199

4 CONCLUSION

We extended the simplified general circulation model PlaSim-LSG with a component for
sea ice dynamics adapted from the MITgecm. While it is essential for state—of-the—art general
circulation models to represent the coupled dynamics of sea ice, it is less common for sim-
plified general circulation models, which are used for multi-millennial simulations of the past
climate, to feature sea ice dynamics. The component now added to PlaSim-LSG solves the
Hibler [37] sea ice momentum equations with a non-linear viscous-plastic rheology, and advects
sea ice as a response to stress forcing, thereby adopting the most common representation of sea
ice dynamics in more complex general circulation models. We studied climatological biases of
2m-temperature, and sea ice extent and thickness in the PlaSim-LSG configuration with only
thermodynamic sea ice and with the new model extension under present-day climate condi-
tions. The extended model presently under-represents sea ice extent and thickness compared
to present-day observations, and exhibits ice-free summer months. Through this, the negative
temperature bias of the standard model configuration in mid- to high latitudes is overcompen-
sated. As expected, the reduced amount of sea ice leads to decreased temperature variability
in mid- to high latitudes compared to the PlaSim-LSG version without thermodynamic sea
ice. Thus, sea ice dynamics is of great importance for the mean state and variability of the
high-latitude climate simulated by PlaSim-LSG.

Variations of individual parameters of the sea ice dynamics component have small to negli-
gible impact on the sea ice bias of the extended model. More thorough tuning of the coupled
model components simultaneously is required. However, while the extended model underesti-
mates sea ice thickness and extent, the configuration with only thermodynamic sea ice overes-
timates them. Therefore we expect that a realistic present-day state in between these extremes
can be reached through appropriate and comprehensive tuning of the coupled model. Introduc-
ing different parametrisations for the two hemispheres into the dynamic and thermodynamic
sea ice components could provide an additional possibility to improve the simulated climate of
the model.

Modelling sea ice dynamics adds about 10 % of runtime to the PlaSim-LSG model. This
is reasonable given the comparably high degree of explicit formulations introduced into the
model architecture to represent sea ice dynamics in more detail. The main bottleneck of
the PlaSim-LSG combination remains the unparallelized LSG ocean component, which limits
effective parallelization to sixteen cores. While additional tests for physical consistency, model
stability under varying boundary conditions, and tuning remain, the extended model adds to
the repertoire of different PlaSim-LSG configurations and allows us to study the impact of sea
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ice dynamics on known biases of the model. Given the reasonable computational effort needed
to run the extended model, it can potentially contribute to the understanding of mechanisms
which led to past climate oscillations in multi-millennial simulations of the Last Glacial Cycle.

CODE AVAILABILITY

The most recent state of the extended model can be accessed on GitHub: https://www.
github.com/paleovar /plasim17sid.
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