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Abstract

In recent years, the Natural Language Processing community have been moving from

uncontextualized word embeddings towards contextualized word embeddings. Among

these contextualized architectures, BERT stands out due to its capacity to compute bidi-

rectional contextualized word representations. However, its competitive performance

in English downstream tasks is not obtained by its multilingual version when it is ap-

plied to other languages and domains. This is especially true in the case of the Spanish

language used in Twitter.

In this work, we propose TWiLBERT, a specialization of BERT architecture both

for the Spanish language and the Twitter domain. Furthermore, we propose a Reply Or-

der Prediction signal to learn inter-sentence coherence in Twitter conversations, which

improves the performance of TWilBERT in text classification tasks that require reason-

ing on sequences of tweets. We perform an extensive evaluation of TWilBERT models

on 14 different text classification tasks, such as irony detection, sentiment analysis, or

emotion detection. The results obtained by TWilBERT outperform the state-of-the-art

systems and Multilingual BERT. In addition, we carry out a thorough analysis of the

TWilBERT models to study the reasons of their competitive behavior. We release the

pre-trained TWilBERT models used in this paper, along with a framework for training,

evaluating, and fine-tuning TWilBERT models.
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1. Introduction

In recent years, the Natural Language Processing community have been moving

from uncontextualized word representations [1, 2] towards contextualized word repre-

sentations [3, 4, 5, 6]. In the first case, each word is represented by one embedding that

condenses information of all the contexts where the word appears. While in the sec-5

ond case, each word is represented by different embeddings depending on the context

of the word. This allows to model complex features of the words e.g. coreference or

polysemy. Among these contextualized architectures, BERT [6] stands out due to its

capacity to compute bidirectional contextualized word representations.

BERT is a neural bidirectional language model which uses Transformer Encoders10

[7] as backbone. It is able to compute bidirectional word representations due to the

use of a Masked Language Model (MLM) as pre-training objective. MLM is based on

Cloze tasks, where tokens are randomly masked, forcing the model to learn the bidi-

rectional context of a token to predict it. Furthermore, the authors of BERT considered

the sentence coherence as an important aspect of language understanding. For this rea-15

son, they proposed the Next Sentence Prediction (NSP) signal with the aim of learning

coherence by means of determining if a text segment A precedes a text segment B in

the original source.

Due to the competitive performance of this model in English downstream tasks,

the authors of BERT provided a multilingual version (M-BERT), trained with the20

Wikipedia dumps of 104 different languages. However, this multilingual model ex-

hibits systematic deficiencies that affect certain language pairs [8]. Furthermore, the

competitive performance of BERT in English downstream tasks is not achieved by M-

BERT when it is applied to tasks on other languages. or this reason, specializations of

BERT for several languages have proliferated [9, 10, 11, 12, 13].25

In addition to the language, the domain of the downstream tasks is also a key aspect

which degrades the performance of this kind of models. The more different the target

domain is compared to the source domain, the more remarkable is the degradation. This

is especially true for the Twitter domain in which we are interested, where, usually,

users communicate with each other informally, and using social networks slang.30
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In this work, we propose a specialization of BERT both for the Spanish language

and the Twitter domain, that we called as TWilBERT. This specialization consists on

training a BERT model from scratch to obtain coherent contextualized embeddings of

Spanish tweets. In order to learn inter-sentence coherence, we propose Reply Order

Prediction (ROP), an adaptation of the NSP signal, similar to [14], to Twitter conver-35

sations. To our knowledge, this is the first work that proposes a full specialization

of BERT for the Twitter domain, taking coherence into account. In addition, we im-

plemented and freely released a Keras [15] framework to train, evaluate and fine-tune

TWilBERT models. Moreover, we release the pre-trained TWilBERT models used in

this article, that can be easily used in the provided framework.40

The following items summarize the main contributions of our work:

• We propose an adaptation of BERT to address text classification tasks in Spanish

Twitter, that obtains significant improvements on several datasets provided in

international workshops.

• We adapted the Next Sentence Prediction signal for learning coherence between45

pairs of tweets inside Twitter conversations, which significantly improves the

results on downstream tasks.

• We performed an extensive analysis to study the competitive performance of

TWilBERT in Spanish Twitter text classification tasks.

• We provided a framework 1 for training, evaluating, and fine-tuning TWilBERT50

models, that also allows to use several improvements on Transformer models

recently published in the literature.

• We released the pre-trained TWilBERT models used in this paper, that are freely

available 1.

The rest of this paper is structured as follows. In Section 2, several related works for55

BERT models are presented. In Section 3, we discuss the motivation for specializing

1https://github.com/jogonba2/TWilBERT
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BERT models on the Twitter domain and in the Spanish language. In Section 4 a

description of the TWilBERT models used in this article is presented. In Section 5

we present the evaluation of the TWilBERT models on a broad set of downstream

text classification tasks on Spanish Twitter. In Section 6 several analyses to study the60

competitive behavior of the TWilBERT models are performed. Finally, in Section 7,

we present the conclusions extracted after evaluating and analyzing our proposal, along

with the future work.

2. Related work

BERT and several variants of its underlying structure are the state of the art for65

learning contextual representations that are useful in many Natural Language Process-

ing tasks. In this section, we discuss some of these variants of the BERT architecture

and its hiper-parameters, recently published in the literature, that improved BERT in

several directions [14, 16, 17].

In SpanBERT [17], several masking strategies were proposed. Their best results70

were obtained by masking contiguous random token spans instead of single tokens,

and using a span boundary objective for predicting each token in a masked span using

the tokens on its boundary. The performance of several pre-training masking schemes

in span selection tasks such as question answering and coreference resolution, was also

studied. They found that using a geometric distribution for sampling random spans75

provides substantial gains on span selection tasks.

The authors of RoBERTa [16] made a careful measurement of the impact of BERT

hyper-parameters and training corpora on the performance of the model. Specifically,

they found three interesting aspects that had a great impact on the BERT performance:

the NSP signal, the masking strategy, and the batch size. First, the NSP signal con-80

sistently degrades the results on downstream tasks, showing that this signal does not

provide additional information to the MLM. Regarding the masking, they found that a

dynamic masking strategy achieved better results than static masking, i.e. it is better

to use different maskings rather than use a small fixed set of masks for each sample

during training as in BERT. With respect to the batch size, they found that using large85
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batch sizes improves the perplexity of the MLM objective, as well as the performance

on downstream tasks.

In AlBERT [14], the authors found that there is some point where further increasing

the model size degrades the behavior of the system in downstream tasks. This degrada-

tion was observed empirically when a BERT model with L = 24 layers and hidden size90

H = 2048 was trained and fine-tuned for the ReAding Comprehension from Exam-

inations dataset [18], obtaining significantly lower results than another model trained

with L = 24 and H = 1024 (BERT large [6]). To overcome this degradation when the

model size increases, while maintaining the training time and the memory consump-

tion, the authors of AlBERT proposed three different strategies. Firstly, the factorized95

embedding parameterization. This strategy was proposed because of, usually, in this

kind of models it is required a higher dimensionality for the contextualized representa-

tions than for the subword embeddings. In BERT, increasing the dimensionality of the

contextual embeddings forces to increase also the dimensionality of the incontextual

subword embeddings due to the residual connections between each pair of subsequent100

layers. Nevertheless, factorized embedding parameterization allows to untie the dimen-

sionality of both kinds of embedding, reducing considerably the number of parameters

of the model. Secondly, cross-layer parameter sharing, to improve the parameter effi-

ciency by means of tying the weights among a pre-defined set of layers. The authors

of the research shown that this strategy was able to smooth the transitions from layer105

to layer, thus stabilizing the network parameters. Thirdly, they proposed an alternative

to the NSP signal, the so-called Sentence-Order Prediction (SOP). The SOP signal is

a reformulation of NSP where pairs of unordered sentences are used as negative sam-

ples. The benefits from the NSP signal have been a controversial issue in the literature

[19, 17], it seems that the NSP signal captures only topic coherence which does not110

provide additional information to the MLM task. For this reason, the authors of [14]

proposed SOP as pre-training signal to learn better the inter-sentence coherence.

Recently, several strategies for improving Transformer models have been proposed.

These strategies can be used to increase the performance of BERT by means of modify-

ing its underlying architecture. Some works in this regard are the LAMB optimizer [20]115

and Product Key Memory layers [21]. In [20] the authors proposed a layerwise adapta-

5



tive large batch optimization technique which allows the models to be trained with very

large mini-batches without any degradation of the performance. This way, the training

time of the BERT models was reduced from 3 days to 76 minutes in a TPUv3 Pod. In

[21], the authors proposed a novel structured memory layer which can be integrated120

in any neural network with the aim of increasing the capacity of the models without

computational overhead. This mechanism has been especially useful in Transformer

language models, where a 12-layered Transformer with only one memory layer, under

a specific setup of its hyper-parameters, was able to outperform a 24-layered baseline

Transformer.125

In order to use BERT in other languages different from the English language, the

authors of BERT [6] also provided a multilingual pre-trained model (M-BERT). This

model was trained with the Wikipedia datasets of 104 different languages. However,

the competitive performance of BERT in English downstream tasks is not achieved by

M-BERT when it is used on other languages. Several works have focused on train-130

ing specialized BERT models, from scratch or from pre-trained weights, for several

languages: Dutch [9], French [10, 11], Finnish [12], and Italian [13]. In FlauBERT

[10] and in CamemBERT [11], pre-trained BERT-based language models were pro-

posed for the French language, which obtained better results than M-BERT, under sim-

ilar settings, for a wide range of downstream tasks. In [12], a thorough evaluation of135

M-BERT compared with a BERT model trained from scratch with Finnish texts, was

made. The authors shown that the language-specialized version constitutes the state of

the art in several Finnish tasks, systematically outperforming M-BERT, which largely

fails to reach competitive performance. In AlBERTo [14], a BERT language model

was pre-trained with Italian tweets (without coherence signal) and evaluated in several140

text classification tasks such as irony detection, sentiment analysis, and subjectivity

classification.

In addition to the language, another aspect that degrades the performance of pre-

trained BERT models is the domain. The more different the target domain is from

the pre-training domain, the more remarkable is the degradation of the performance.145

Several works studied this issue, mainly focusing on training BERT models, from-

scratch or on from some pre-trained weights, in the target domain [13, 22, 23]. In [22], a
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BERT-based language model was pretrained by using a large-scale dataset of scientific

papers. Their experimentation with the domain specialized model shown significant

improvements over BERT in a broad set of tasks. In [23], the authors proposed to150

use combinations of general and biomedical domain corpora in order to train BERT-

based language models specialized on addressing named entity recognition, relation

extraction, and question answering downstream tasks.

In this work, we propose the specialization of BERT for both the Spanish language

and the Twitter domain. We called this approach TWilBERT. TWilBERT leverages re-155

cent modifications of the BERT architecture, published in RoBERTa [16] and AlBERT

[14], that shown systematic improvements on the MLM objective and downstream

tasks. Specifically, our proposal aggregates the inter-sentence coherence loss of Al-

BERT, applied on (tweet, reply) pairs, along with most of the hyper-parameter choices

of RoBERTa that allow for successfully pre-training BERT models such as: dynamic160

masking, which is crucial for pre-training on large datasets; the use of large batch sizes

for improve the perplexity of the MLM objective and the performance in downstream

tasks, and the value of the Adam β2 hyper-parameter for improving stability with large

batch sizes.

Beyond the similarities of TWilBERT, AlBERT and RoBERTa in terms of the un-165

derlying architecture and its hyper-parameters, the most related work presented in this

section is ALBERTo [13], because of we also attempted to address the Twitter domain.

In addition to the specialization language (Spanish language in our case), our systems

are different from ALBERTo models in a crucial aspect of the BERT architecture. In

ALBERTo, the model does not learn coherence among tweets because the cognition of170

a flow of tweets cannot be automatically identified on a sequence of tweets from the

same author. However, we considered that inter-sentence coherence is an important

aspect of language understanding that could improve the performance on downstream

tasks that require reasoning on pairs of tweets. For this reason, differently from [13],

we propose to use coherence signals in Twitter conversations, where a flow of tweets175

can be easily identified as (tweet, reply) pairs.

In addition, we implemented and freely released a Keras [15] framework to train,

evaluate and fine-tune TWilBERT models. All the techniques and improvements dis-
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cussed in this section are implemented within the framework. Also, we release the

pre-trained TWilBERT models used in this article, that can be easily used in the pro-180

vided framework.

3. Motivation

The competitive behavior of BERT-based models in downstream tasks whose fea-

tures are similar to the dataset used for pre-training have encouraged the scientific com-

munity to use BERT ubiquitously in a broad range of tasks. However, its performance185

is drastically reduced when this kind of models, specially M-BERT, are used in non-

English tasks [11, 10, 13] where some properties like syntaxis and grammar are differ-

ent from those which the models were trained. This is the case of the Twitter domain,

where M-BERT have to deal with Spanish tweets [24, 25, 26, 27]. Typically, these pro-

posals have obtained lower results than other Deep Learning architectures based on the190

use of incontextual word embeddings trained with Spanish Twitter datasets [28, 29].

Our motivation in this research is to adapt and improve the language modeling

capacity of the BERT architecture to boost the state of the art in text classification tasks

in the domain of Twitter for the Spanish language. To achieve this goal, it is necessary

to tackle with two main challenges.195

The first challenge is the language dependency. Although the authors of [6] pro-

vided multilingual models pre-trained with large amounts of texts in many languages

(M-BERT), which presupposes that all these languages share structural properties e.g.

typological (similar subwords) or grammatical properties. However, despite the fact

that M-BERT provides a deeper representation than simply memorizing vocabulary,200

contextual representations exhibit systematic deficiencies that affect certain language

pairs, as shown in [8]. This entails to a reduction in the results when fine-tuning is

performed on some languages. This is so much so that, in order to obtain more com-

petitive performance, usually, it is better to use simpler models trained in the target

language than the M-BERT model.205

The second challenge we must tackle is the domain dependency. M-BERT was

trained using the Wikipedia dataset from 104 different languages. Consequently, the
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use of M-BERT in other domains can degrades the performance if the target domain is

very different to the domain used for pre-training. This is the case of Twitter, where

users communicate with each other informally, using typical expressions of social net-210

works slang, many times with lexico-syntactic errors, or adding special tokens such

as hashtags, user mentions, and emojis. Therefore, there is a great mismatch between

Twitter (target domain) and Wikipedia (source domain).

Another problem related with the domain is the strategy used to learn coherence.

We consider that, as discussed in [14], the inter-sentence modeling is an important215

aspect of language understanding, and we want to take it into account for learning co-

herence in Twitter. To learn coherence in M-BERT, the self-supervised Next Sentence

Prediction (NSP) was used, that allows to improve the performance in downstream

tasks which require reasoning between pairs of sentences. However, the benefits of

the NSP signal have been a controversial topic in the literature [19, 17]. To address220

the NSP problems, the SOP signal was proposed in [14]. In addition, in the Twitter

domain, this signal cannot be used directly, due to there is no sequentiality between

sentences like in a document (or tweets in the history of tweets from a given user).

Nevertheless, there is a sequentiality among a given tweet and a reply to this tweet in

Twitter conversations. For these reasons, in this work, we propose the Reply Order225

Prediction (ROP) signal, which is an application of SOP to learn coherence between

(tweet, reply) pairs in order to improve the performance in downstream tasks that re-

quires reasoning on pairs of tweets. The definition of this signal is identical to SOP,

but using positive and negative pairs extracted from Twitter conversations instead of

subsequent sentences of a document.230

4. TWilBERT

TWilBERT is provided as a framework 1 that allows training, evaluating, and fine-

tuning BERT-based models. It also includes several techniques and improvements pub-

lished in recent works such as: cross-sharing parameter layers [14], factorized embed-

ding parameterization [14], Product Key Memory layers [21], LAMB optimizer [20],235

gradient accumulation. In addition, we provided two different pre-trained models for
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the Twitter domain in Spanish, freely available in 1.

Similarly to what the authors made in [6], we defined two different TWilBERT

models, with different number of Transformer layers and attention heads in the multi-

head self-attention mechanism of each layer.240

On the one hand, TWilBERT-Base (TW-Base) was defined to have half of the

Transformer layers and attention heads than M-BERT. TW-Base has L = 6 Trans-

former layers, A = 6 attention heads, dq = dk = dv = 64 the dimensionality of the

Query, Key and Value projections [7], E = 768 the dimensionality for the subword

embedding layer and H = E hidden size.245

On the other hand, TWilBERT-Large (TW-Large) was defined to have the same

number of parameters than M-BERT [6]. Specifically, TW-Large have L = 12, A =

12, dq = dk = dv = 64, and E = H = 768. We did not use any kind of dropout

[30] in the models, due to it can adversely affect the performance of Transformer-based

models, as stated in [14]. As pre-training objectives, we used MLM and ROP for both250

TWilBERT models, in order to learn coherent bidirectional representations of (tweet,

reply) pairs.

We used dynamic masking [16] for generating the MLM targets using n-gram

masking [17] with a maximum span of m = 3 subwords and a maximum of 15%

subwords masked for each sample. The probability for masking a span of length255

0 < l ≤ m is defined following Eq 1. The probabilities of each kind of token mask-

ing ([MASK] token, random subword and keep subword) are the same as in the BERT

model [6].

p(l) =
1/l∑m
i=0 1/i

(1)

To build the corpus, a total of 91 million of Spanish tweets were streamed from

September 2019 to January 2020. We applied a post-process in order to get the replies260

for all the tweets collected by the streamer. Those tweets that have not got reply, or

are not reply of a tweet, or have less than 3 words, were discarded. The result of this

post-process was 47 million of (tweet, reply) pairs (7.65Gb of text and 1.16 billion

words) which generates 94 million of positive and negative pairs for the ROP signal.
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All these tweets were segmented as subwords units by using SentencePiece [31] with265

a vocabulary size of 30,000 subwords. Furthermore, in order to reduce the number

of subwords required for representing the (tweet, reply) pairs, user mentions and urls

were replaced by a generic token.

We used Adam [32] with gradient accumulation for minimizing the cross-entropy

both for the MLM and ROP signals, with an effective batch size of 2048 samples (64270

batch size and 32 accumulation iterations). We also used Noam learning rate annealing

[7] with 10,000 warmup steps for TW-Large and 8,000 for TW-Base, due to the faster

convergence of TW-Base compared to TW-Large. To deal efficiently with pairs of

variable-length sequences, we implemented a bucketing strategy based on the lengths

of the (tweet, reply) pairs, with a maximum length of 128, in order to reduce, as much275

as possible, the amount of padding. The buckets were ordered by length in ascending

order to be used as input for the TWilBERT models. Two Nvidia Geforce RTX 2080

Ti were used for training TW-Large and TW-Base during 15 days.

Table 1 summarizes the differences among both TWilBERT models and M-BERT.

Figures 1 and 2 show the results, at each training step, for the MLM and ROP signals280

respectively at each training step for both TWilBERT models. It can be seen that TW-

Large outperforms TW-Base for both the MLM and ROP tasks.

Figure 1: Loss, including perplexity (ppl) and accuracy (Acc) of the MLM signal.
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Table 1: Differences among M-BERT, TW-Base, and TW-Large.

M-BERT TW-Base TW-Large

Language 104 languages Spanish Spanish

Domain Wikipedia Twitter Twitter

Objectives MLM+NSP MLM+ROP MLM+ROP

Tokenization WordPiece SentencePiece SentencePiece

Vocabulary 110k 30k 30k

Masking Static subword Dynamic spans Dynamic spans

L 12 6 12

A 12 6 12

E 768 768 768

H 768 768 768

dq 64 64 64

dk 64 64 64

dv 64 64 64

5. Experimental work

In order to evaluate the performance of our proposal, we selected a broad set of

text classification tasks for Spanish language on the Twitter domain. Specifically, we285

are interested in addressing tasks related with social media analysis such as sentiment

analysis, emotion detection, stance detection, hate speech detection and topic detec-

tion. Furthermore, to make a fair comparison with the state of the art, we only con-

sidered reference corpora provided in three international competitions that are highly

relevant in the field: Evaluation of Human Language Technologies for Iberian lan-290

guages (IberEval), Iberian Languages Evaluation Forum (IberLEF), and International

Workshop on Semantic Evaluation (SemEval). Additionally, several tasks that we ad-

dress in our experimentation provide the corpora in different Spanish variants from

Spain, Mexico, Uruguay, etc. We addressed also these cases in order to observe the

behavior of our models in specific low-resources variants of the Spanish language.295

According to the requirements of BERT-based models to operate on a given input
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Figure 2: Loss and accuracy of the ROP signal.
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and its respective output, all the text classification tasks considered in this paper can be

divided in the following categories:

◦ Single-input single-label: given as input a sample X ∈ VT , a degenerate (X ,

∅) pair is generated. The pooled token representations are used as input for300

a softmax output layer that computes a probability distribution over the set of

classes C.

◦ Single-input multi-label: in this case, the input is identical to the previous one,

however, the last output layer is a sigmoid layer that computes the probability of

each class c ∈ C as a Bernoulli distribution.305

◦ Multi-input single-label: the input is composed by k different text segments.

To handle it, all the text segments are concatenated by means of the [SEP] token

in order to compose the input for TWilBERT. The output layer is a softmax layer

to compute a probability distribution over the set of classes C.

The evaluation metrics used in this experimentation are those considered in the310

competitions to rank the systems. Specifically, for the single-label tasks, the metrics

considered were: Accuracy (Acc), Macro-Precision (MP, Eq. 2, which is defined in

terms of Eq. 3), Macro-Recall (MR, Eq. 4, which is defined in terms of Eq. 5), Macro-

F1 (MF1, Eq. 6), and Binary F1 (Eq. 7 when c = 1). For the multi-label case, Jaccard
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Accuracy (JAcc, Eq. 8) is considered.315

MP =
1

|C|

|C|∑
c=0

Pc (2)

Pc =
∑N
i=1[yi = ŷi = c]∑N

i=1[ŷi = c]
(3)

MR =
1

|C|

|C|∑
c=0

Rc (4)

Rc =
∑N
i=1[yi = ŷi = c]∑N

i=1[yi = c]
(5)

MF1 =
1

|C|

|C|∑
c=0

Fc1 (6)

Fc1 = 2 · Pc · Rc
Pc + Rc

(7)

JAcc =
1

N

N∑
i=0

|yi ∩ ŷi|
|yi ∪ ŷi|

(8)

To be able to compare our results with those of the first-ranked system in each task,

the training, development, and test partitions provided by the organizers of each task

were used. In some tasks the organization did not provide the development partition.

In these cases, we have generated them by splitting the train set using a random sam-

pling process. The sampling process selects 20% of the training set as development set,320

maintaining the original class distribution in both sets. We fine-tuned the TWilBERT

models by using a grid search over batch size ([16, 32]), learning rate ([1e-5, 5e-5,

1e-4, 5e-4]), and pooling strategy (averaging the contextualized embeddings or using

the embedding of the [CLS] token). Furthermore, weighted cross-entropy was used to

tackle with the class imbalance. Each experiment was repeated 3 times, and the best325

model on the development set was selected to be evaluated on the test set. In all the fol-

lowing subsections, we perform a comparison among M-BERT, the TWilBERT models
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and the best system of each competition. Additionally, we consider TW-Large with-

out ROP to observe the behavior of the proposed loss signal, and a BERT model, with

the same hyper-parameters than TW-Large, trained only with the Spanish Wikipedia330

(S-BERT) to observe how much the domain inconsistency between pre-training and

fine-tuning affects the performance on downstream tasks. For the sake of simplicity,

we added the results of these two systems in all the tables of the following subsections

although their results are discussed in Section 6.

5.1. Topic classification335

For topic classification, we used the dataset of the Classification of Spanish Election

Tweets (COSET) task [33]. This task is intended to classify the topic discussed in a

tweet into one of five topics related with the Spanish 2015 electoral cycle. The five

topics are: Political Issues, Policy Issues, Campaign Issues, Personal Issues, and Other

Issues. It is a single-input single-label task, where the MF1 is used to evaluate and rank340

the systems. Table 2 show the results of M-BERT, TWilBERT models and the best

system of the competition.

Table 2: Results for COSET task.

System MP MR MF1 Acc

M-BERT 67.65 64.30 65.25 70.35

S-BERT 63.49 62.07 61.73 64.58

TW-Base 72.03 63.80 66.58 71.00

TW-Large 67.84 59.51 61.47 73.20

TW-Large (w/o ROP) 64.77 60.88 62.22 66.18

Best [34] - - 64.82 -

The TW-Base system outperforms the best system of the competition by +1.76

MF1. Also, a large difference of +5.11 MF1 can be observed between the results of

TW-Base and TW-Large. M-BERT is competitive in this task, outperforming also the345

best system of the competition by +0.43 MF1. However, TW-Base shows a better

behavior than M-BERT, outperforming it by +1.33 MF1.
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5.2. Stance detection

For stance detection, we considered two different tasks on the same fact. On the

one hand, the Stance Detection in Tweets on Catalan Independence (SDTC) task [35].350

This dataset was collected by the organizers during the Catalan elections in September

2015, which have been interpreted by many political actors and citizens as a de facto

referendum on the independence of Catalonia from Spain. On the other hand, the Mul-

timodal Stance Detection in Tweets on Catalan 1Oct Referendum (MSDTC) task [36].

In this case, the dataset was collected by the organizers during the Catalan Referendum355

in October 2017. Along with the tweets, a context composed by the previous and the

following tweet to each tweet is also provided.

The two competitions were proposed with the aim of detecting the stance of tweets

(in favor, against or neutral) towards the target independence of Catalonia in Twitter

messages written in Spanish. The SDTC task is a single-input single-label task whereas360

the MSDTC task can be addressed both as a single-input single-label task (if the context

is discarded) or as a multiple-input single-label task. In order to evaluate and rank the

systems for the SDTC task, MF1 discarding the neutral class is used. For MSDTC, the

evaluation metric is MF1 considering the three classes.

Table 3 shows the results for the SDTC task. Neither M-BERT nor TWilBERT365

models outperform the best system of the competition, that is based on a combination of

stylistic, structural and contextual features based on n-grams. This can be related with

the low performance, observed in this task, obtained by systems based on distributed

features in comparison to systems based on categorical features [35]. M-BERT and

TW-Base obtained similar results, being both outperformed by TW-Large by +2.01370

MF1 and +1.86 MF1 respectively.
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Table 3: Results for SDTC task.

System MP MR MF1 Acc

M-BERT 57.11 54.61 43.73 69.80

S-BERT 54.07 53.75 43.36 65.77

TW-Base 52.05 55.40 43.88 61.79

TW-Large 54.86 56.27 45.74 66.51

TW-Large (w/o ROP) 52.22 54.10 43.16 64.57

Best [37] - - 48.88 -

Table 4 shows the results for the MSDTC task. In this case, we considered the

task both as single-input (sgl) and multiple-input (mpl). For the mpl experiments, the

central tweet and the next tweet are joined by means of a [SEP] token to compose the

input.375

Table 4: Results for MSDTC with sgl and mpl input configurations.

System MP MR MF1 Acc

M-BERT (sgl) 48.71 47.63 47.06 52.53

S-BERT (sgl) 50.87 50.06 49.53 55.14

TW-Base (sgl) 51.08 50.40 50.18 54.96

TW-Large (sgl) 52.62 51.48 51.46 55.23

TW-Large (w/o ROP) (sgl) 50.81 48.53 47.39 54.33

M-BERT (mpl) 54.12 51.14 50.48 56.68

S-BERT (mpl) 54.29 52.84 52.70 57.49

TW-Base (mpl) 56.23 52.62 52.10 58.03

TW-Large (mpl) 57.48 54.51 54.53 59.30

TW-Large (w/o ROP) (mpl) 55.72 49.71 48.91 54.06

Best [38] - - 28.02 -

In the sgl experiments, both TW-Base and TW-Large outperform the M-BERT sys-

tem by +4.40 MF1 in the best case. In the mpl experiments, the ranking of these sys-

tems is the same than for sgl experiments, being again the TW-Large the system that
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obtains the best results, by +4.05 MF1 in comparison with M-BERT and by +2.43 MF1

in comparison to TW-Base. It can be observed how the addition of context improves380

the results of all the systems. This could be favored by the NSP and ROP signals used

during the pre-training of the models to learn coherence relationships among pairs of

inputs. However, in the case of M-BERT, adding the context do not improve the re-

sults of TW-Large even without considering the context. This suggests that the ROP

signal is better suited for the Twitter domain than the NSP signal. Both M-BERT and385

TWilBERT models with sgl and mpl input configurations, clearly outperform the re-

sults of the best system in the competition.

It is interesting to observe that the TW-Large without the ROP signal obtains similar

results than M-BERT for the sgl experiments, however, when the context is included,

M-BERT outperforms it by +1.57 MF1. This shows that including a coherence signal390

in the training process, even it is not well suited for the Twitter domain, improves the

capability of the models for reasoning with multiple inputs. Additionally, the improve-

ment obtained when the context is considered for TW-Large without ROP is smaller

compared with the improvements on the other models (1.52 vs 3.42 MF1 for M-BERT,

1.52 vs 1.92 MF1 for TW-Base and 1.52 vs 3.07 MF1 for TW-Large). TW-Large with-395

out ROP signal is outperformed, in both sgl and mpl experiments, by both versions of

TWilBERT that consider the ROP signal.

5.3. Irony detection

The Irony Detection in Spanish Variants (IroSVA) task [39] was used to evaluate the

behavior of our proposal for Irony Detection. The main objective of the IroSVA task is400

to identify the presence of irony in short messages (tweets and news comments) written

in three different Spanish variants from Spain, Mexico, and Cuba. It is a single-input

single-label binary classification task where the evaluation metric is the MF1.

Tables 5, 6, and 7 show respectively the results for the Spain, Mexico, and Cuba

variants of the IroSVA task.405
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Table 5: Results for the Spain variant of IroSVA task.

System MP MR MF1 Acc

M-BERT 69.21 69.63 69.40 72.50

S-BERT 69.02 70.88 69.32 71.17

TW-Base 73.17 72.75 73.00 76.17

TW-Large 71.89 70.00 70.70 75.00

TW-Large (w/o ROP) 69.43 67.50 68.16 73.00

Best [28] - - 71.67 -

Table 6: Results for the Mexico variant of IroSVA task.

System MP MR MF1 Acc

M-BERT 61.92 62.42 62.10 65.66

S-BERT 69.35 67.14 67.86 73.00

TW-Base 68.79 67.91 68.27 72.50

TW-Large 69.30 70.01 69.61 72.50

TW-Large (w/o ROP) 64.99 66.06 65.28 68.00

Best [28] - - 68.03 -

Table 7: Results for the Cuba variant of IroSVA task.

System MP MR MF1 Acc

M-BERT 69.72 65.87 66.75 73.00

S-BERT 63.94 64.75 64.19 67.17

TW-Base 67.17 67.50 67.32 70.67

TW-Large 70.00 66.88 67.73 73.33

TW-Large (w/o ROP) 67.04 66.00 66.40 71.00

Best [40] - - 65.96 -

It can be seen that, for all the Spanish variants, the TWilBERT models outperform

M-BERT and the best systems of the competition by a margin between +0.98 and +7.51

MF1. For the Spain variant, TW-Base outperforms TW-Large by +2.3 MF1, however,
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for the Mexico and Cuba variants, TW-Large outperforms TW-Base by +1.34 MF1 and

+0.41 MF1, respectively.410

5.4. Emotion detection

For emotion detection, we used the dataset provided in the SemEval-2018 Task

1: Affect in Tweets task [41]. This task includes an array of subtasks for inferring

the affectual state of a person from a given tweet. In our case, we only focused on

the subtask E-c (SemEval-Ec). It is a single-input multi-label task with 11 different415

classes C = {anger, anticipation, disgust, fear, joy, love, optimism, pessimism, sadness,

surprise, trust } where the evaluation metric is JAcc.

Table 8 shows the results for the SemEval-Ec task. M-BERT obtained worse results

than the best system of the competition, being outperformed by +2.05 JAcc. TW-Base

outperforms M-BERT by +1.26 JAcc, but it showed a lower performance in comparison420

to the best system. TW-Large is the system that obtained the most competitive results,

outperforming the best approach in the competition by +1.70 JAcc.

Table 8: Results for SemEval-Ec task.

System JAcc

M-BERT 44.85

S-BERT 40.40

TW-Base 46.11

TW-Large 48.60

TW-Large (w/o ROP) 47.48

Best [42] 46.90

5.5. Hate speech detection

The dataset provided in the SemEval-2019 Task 5: Multilingual Detection of Hate

Speech Against Immigrants and Women in Twitter task (HatEval) [43] was used to425

evaluate our proposal. Specifically, we focused on the Subtask A, that is a single-

input single-label binary classification, where the systems have to predict whether a
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tweet in Spanish with a given target (women or immigrants) contains hate speech. The

evaluation metric used in this task is MF1.

Table 9 shows the results for the HatEval task. It can be seen that, the M-BERT430

model and the two TWilBERT models outperform the best system of the competition.

Specifically, M-BERT showed the best behavior, with an improvement of +2.98 MF1

compared to the best system. M-BERT also outperformed TW-Large by +2.83 MF1.

The results of TW-Base and M-BERT are similar, being +0.68 MF1 higher for the

M-BERT model.435

Table 9: Results for HatEval task.

System MP MR MF1 Acc

M-BERT 75.82 76.25 75.98 76.50

S-BERT 71.48 71.23 71.34 72.38

TW-Base 74.68 75.45 75.30 74.44

TW-Large 73.19 73.90 73.15 73.44

TW-Large (w/o ROP) 70.40 70.99 70.39 70.75

Best [44] - - 73.00 -

5.6. Sentiment analysis

For evaluating the performance in sentiment analysis, we used the datasets pro-

vided in the 2019 edition of the Workshop on Semantic Analysis at SEPLN (TASS).

It is a single-input single-label task on four classes C = {Negative,Neutral,None,

Positive} where the None class refers to tweets that do not express sentiment and440

the Neutral class refers to tweets where both Positive and Negative sentiments are

expressed with the same intensity. The organizers of the task provided five different

corpora, considering five different variants of the Spanish language from Spain, Mex-

ico, Peru, Costa Rica, and Uruguay. The evaluation metric used for evaluating and

ranking the systems is the MF1.445

Tables 10, 11, 12, 13, and 14 show the results on the Spain, Costa Rica, Uruguay,

Peru, and Mexico variants respectively. Except the case of Costa Rica variant, al-

ways there is a TWilBERT model that obtains better results than the best system of
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the competition. For all the variants, both TWilBERT models outperformed M-BERT,

obtaining results up to +11.07 MF1.450

Table 10: Results for the Spain variant of TASS task.

System MP MR MF1 Acc

M-BERT 49.17 49.36 48.89 59.38

S-BERT 43.08 41.98 42.82 51.82

TW-Base 51.96 50.75 50.84 59.14

TW-Large 52.10 51.94 51.64 59.50

TW-Large (w/o ROP) 50.47 48.00 48.55 55.51

Best [29] 50.50 50.80 50.70 -

Table 11: Results for the Costa Rica variant of TASS task.

System MP MR MF1 Acc

M-BERT 46.85 46.49 46.20 50.52

S-BERT 45.33 43.16 43.37 52.06

TW-Base 49.40 50.51 49.46 57.20

TW-Large 50.05 51.06 50.24 59.52

TW-Large (w/o ROP) 46.30 46.95 46.21 50.85

Best [45] 58.88 45.40 51.20 -

Table 12: Results for the Uruguay variant of TASS task.

System MP MR MF1 Acc

M-BERT 46.80 46.01 45.14 56.58

S-BERT 46.95 47.81 46.95 53.29

TW-Base 53.76 56.40 54.56 63.00

TW-Large 55.49 60.12 56.21 62.88

TW-Large (w/o ROP) 49.74 48.25 48.35 54.41

Best [29] 49.70 53.60 51.50 -
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Table 13: Results for the Peru variant of TASS task.

System MP MR MF1 Acc

M-BERT 46.58 40.60 37.90 37.43

S-BERT 38.75 39.51 38.48 42.14

TW-Base 45.83 45.36 45.49 48.22

TW-Large 48.40 46.28 45.01 44.06

TW-Large (w/o ROP) 47.45 41.46 39.30 39.48

Best [46] 46.20 44.60 45.40 -

Table 14: Results for the Mexico variant of TASS task.

System MP MR MF1 Acc

M-BERT 49.78 47.97 46.71 64.80

S-BERT 45.60 46.66 45.57 58.26

TW-Base 47.37 52.13 47.75 62.73

TW-Large 51.39 50.64 50.38 63.93

TW-Large (w/o ROP) 47.80 48.57 48.13 63.67

Best [29] 49.00 51.20 50.10 -

These results show the lack of specialization of M-BERT in almost all the Spanish

variants as those from Uruguay, Peru, Costa Rica, or Mexico. Besides that, the re-

sults of M-BERT in the Spain variant are more competitive than in the other variants.

This may be due to the Spanish Wikipedia dataset used for training M-BERT does not

include expressions from the Latin American variants.455

6. Analysis of the model

In the previous section, we have studied the behavior of several TWilBERT and

BERT models on a set of 14 different text classification datasets. The average results

obtained in these 14 datasets are shown in Table 15. It can be seen how the TWilBERT

models that consider the ROP signal outperform the M-BERT model by +3 points on460

average. By contrast, if the ROP signal is not used during pre-training, the results are
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very similar to those obtained by M-BERT. Also, if BERT is pre-trained only with

the Spanish Wikipedia, the results obtained are 1 point lower on average than those

obtained by M-BERT. These results suggest that the language, the domain and the co-

herence are relevant for obtaining better results on downstream tasks. According to465

the results (S-BERT < TW-Large (w/o ROP) < TW-Base < TW-Large) the language

seems to be the less relevant aspect, followed by the domain consistency and the co-

herence. Regarding M-BERT, the multilingual pre-training shows a great capability for

generalizing both for the language and the domain, however, the TW-Large (w/o ROP),

which is pre-trained with substantially less data and does not consider inter-sentence470

coherence, obtains the same results. As shown in 15, is the combination of the specific

language, domain and coherence signal that makes the difference.

Table 15: Averaged results on all the text classification datasets.

M-BERT TW-Base TW-Large TW-Large (w/o ROP) S-BERT

Avg 53.60 56.49 56.89 53.57 52.68

We hypothesized that these improvements are possibly due to three main factors,

related with the Twitter domain: the performance of the language model on tweets, the

coherence between tweets learned by means of ROP (especially useful in multi-input475

tasks) and a lower redundancy among the patterns captured by the attention heads of

TWilBERT in comparison to those of M-BERT. The aim of the next subsections is to

analyze these three factors.

6.1. Language model specialization

In this subsection, we study the specialization of the language models of M-BERT480

and TWilBERT to the Twitter domain. To do this, we built a dataset,D, that contains all

the tweets of the 14 datasets used in the previous section. This dataset is composed by

86,542 tweets. The aim of this analysis is to compute the probability that each language

model assigns to D, because the more probability a model assigns to the elements of

D, the more specialized this model is in D. However, it is not easy to compute a485

probability for a text sequence using BERT-based language models due to they are

bidirectional. Nevertheless, as shown in [47], BERT-based models can be interpreted
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as Markov Random Field language models. This interpretation can be used to compute

unnormalized log-probabilities, which allow us to find the model that assigns a higher

score to the tweets of D. Eqs. from 9 to 12 show the process to compute the averaged490

unnormalized log-probabilities assigned by a model fθ to the dataset D.

γ(D) = 1

N

N∑
i=1

α(Xi) (9)

α(X) =
1

|X|

|X|∑
t=1

log φt(X) (10)

φt(X) = fθ(X\t)xt (11)

X\t = {x1, ..., [MASK], xt+1, ..., x|X|} (12)

where N is the number of samples in D, φt(X) is the probability assigned by the

model fθ to the token t in the sample X ∈ D, α(X) is the average of unnormalized

log-probabilities for all the tokens in X , γ(X) is the average of α for all the samples

X , and X\t is the tweet X where the token t is masked using the token [MASK], used495

as input for the model fθ. The higher the probability assigned to the sample X , the

closer to zero is α(X). Therefore, the more fitted a model fθ is to the dataset D, the

closer to zero is γ(D). Table 16 shows γ(D) for M-BERT, S-BERT and the TWilBERT

models.

Table 16: γ(D) results for each model.

M-BERT TW-Base TW-Large TW-Large (w/o ROP) S-BERT

γ(D) -4.16 -1.26 -1.19 -1.21 -3.19

It can be observed a correspondence between the results shown in Tables 15 and 16500

for the M-BERT, TW-Base and TW-Large models, where the ranking among them is

the same in both tables. However, in spite of γ(D) for TW-Large without ROP is very

similar to TW-Large, it obtains similar results to M-BERT. These results suggest that,
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although the performance of the language model is relevant for improving the perfor-

mance on downstream tasks, there are other aspects that affect to the performance. A505

deeper study will be necessary in order to explain these results. The results of TW-Base

and TW-Large are also very similar (difference of 0.07 in terms of γ(D)), being also

similar their results averaged for the downstream tasks (difference of 0.40 points in av-

erage). It is interesting to see that γ(D) is significantly higher for those models trained

with tweets, in comparison to those trained with a general domain. This suggests that510

the domain inconsistency between pre-training and fine-tuning affects negatively to the

language modeling task on the downstream domain. TW-Large is the language model

which best fits the dataset D.

6.2. Coherence analysis

In this subsection, we carry out a study to analyze the coherence between tweet515

pairs captured by ROP (TWilBERT models) and NSP (M-BERT). To do this, we

crawled a new dataset D′ that contains 15,000 (tweet, reply) pairs unseen during the

training phase. Following [14], we considered two different levels of coherence: topic

prediction and inter-sentence coherence. From D′, we generated two new datasets,

D′
1,D′

2. Both datasets are composed of 15,000 positive pairs and 15,000 negative pairs.520

The purpose of both datasets is to evaluate M-BERT and the TWilBERT models in two

binary classification tasks to classify positive and negative pairs with respect to the

aforementioned levels of coherence. The positive instances of D′
1 and D′

2 are the sam-

ples of the dataset D′, while the negative samples are built following the coherence

level to study. On the one hand, the negative samples of D′
1 are (tweet, reply) pairs525

where the reply of a tweet is randomly sampled among the replies of all the other

tweets in D. Thus, this coherence level is focused on topic relationships among tweets

and their replies [14]. On the other hand, the negative instances of D′
2 are (reply,

tweet) shifted pairs, thus breaking sequentiality of the conversations to force models to

detect inter-sentence coherence. Table 17 shows the Accuracy for M-BERT and for the530

TWilBERT models in both datasets.
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Table 17: Accuracy of M-BERT and TWilBERT models for the two levels of coherence.

D′
1 D′

2 Avg

M-BERT 47.68% 49.41% 48.55%

TW-Base 55.43% 86.15% 70.79%

TW-Large 54.57% 91.27% 72.92%

As it can be seen in Table 17, M-BERT behaves like a random system in both

datasets, thus showing a lack of specialization in the two levels of coherence when it

is applied to the Twitter domain. The TWilBERT models better capture the coherence

between pairs of tweets, obtaining statistically significant improvements both for topic535

prediction (D′
1) and for inter-sentence coherence (D′

2) in comparison to M-BERT. The

same behavior was also observed in [14]. It is interesting to highlight that, in spite of

M-BERT was trained over pairs of sentences by using the NSP signal 2, this system

obtained up to -7.75% of accuracy less than the TWilBERT models on D′
1 dataset.

Both TWilBERT models obtained similar results inD′
1, without significant differences.540

However, TW-Large obtained significant improvements on D′
2 in comparison to TW-

Base. TW-large is the system which better captures the coherence, in average, for the

two coherence levels.

6.3. Redundancy in attention heads

In this subsection we study the redundancy of the attention heads of each model.545

The aim of this study is to determine if some attention heads detect similar patterns

than other attention heads in the same model. This way, a low redundant system must

be specialized in detecting a wide variety of patterns in each abstraction level, thus

improving the performance in downstream tasks [48].

To do this analysis, we computed the Jensen-Shannon Divergence (JSD) among all550

the pairs of attention heads in all the Transformer layers, in the same way that [49]. We

computed the distance between the attention distributions of two heads, Hi and Hj , as

2These pairs were built by the authors of [6] in the same way that we built the D′
1 dataset. However,

they used sentences from Wikipedia.
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shown in Eq. 13.

J =
∑
X∈D′

∑
t∈X

JSD(Hi(t), Hj(t)) (13)

We applied multidimensional scaling to project the JSD among the attention heads

in two dimensions. This projection is shown in Figures 3, 4, and 5 for M-BERT, TW-555

Base and TW-Large, respectively; where L indicates the layer to which each head

belongs.

Figure 3: Visualization of JSD divergences among M-BERT attention heads embedded in two dimensions.
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Figure 4: Visualization of JSD divergences among TW-Base attention heads embedded in two dimensions.
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As it can be observed, for all the models, there are several clusters of heads that

behave similarly. Specifically, attention heads in the same layers tends to get closer,

which was also observed by the authors of [49]. Furthermore, they mentioned that “one560
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Figure 5: Visualization of JSD divergences among TW-Large attention heads embedded in two dimensions.
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possibility for the apparent redundancy in BERT’s attention heads is the use of atten-

tion dropout, which causes some attention weights to be zeroed-out during training".

However, the TWilBERT models, that do not use any kind of dropout, also shown this

inner-layer redundancy.

The system that shows less redundancy is TW-Base, possibly because the reduced565

number of attention heads forces a higher specialization of these heads. M-BERT and

TW-Large show a similar behavior. However, the JSD among the M-BERT heads

is more concentrated in a reduced space (x1 ∈ [−6, 6], x2 ∈ [−6, 6]) than in TW-

Large (x1 ∈ [−20, 20], x2 ∈ [−30, 20]). It can be also observed that the attention

heads are grouped in two different clusters. The first cluster is composed by the first570

half of the heads (L ∈ {1, 6}) and the second cluster is composed by the second half

(L ∈ {7, 12}). The inter-class and the intra-class distances between the two clusters

are higher in TW-Large than in M-BERT, which suggests that TW-Large is less redun-

dant than M-BERT and, thus, more specialized in computing different patterns at each

abstraction level.575

From the two aforementioned clusters, we randomly selected three attention heads

to observe what patterns they capture. Specifically, we selected heads 2, 4, and 5 (from

the first cluster) and heads 9, 10, and 11 (from the second cluster). Figure 6 shows the

attention weights of these heads for a given sample. The first row refers to the heads 2,

4, and 5, and the second row refers to the heads 9, 10, and 11.580
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Figure 6: Attention weights for the sample “[CLS] @user me estoy riendo mucho . [SEP] @user es que

seguro no has escu _cha _do el final aja _jaj [SEP]" (tweet and reply are separated by the intermediate [SEP]

token). The English translation of this pair is: “[CLS] @user I’m laughing a lot . [SEP] @user is that surely

you have not heard the end ahaha [SEP]"
[CLS]
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[SEP]
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[SEP]
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[SEP]
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[SEP]
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[SEP]
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[SEP]
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[SEP]
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[SEP]
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[SEP]
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[SEP]
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[SEP]
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[SEP]
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[SEP]
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[SEP]
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[SEP]
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[SEP]
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[SEP]
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[SEP]
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[SEP]
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[SEP]
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[SEP]
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[SEP]
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[SEP]
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[SEP]
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Several surface-level patterns can be observed in Figure 6. Heads 2, 9, and 4,

attend to the previous, next, and 2 position next token, respectively. Heads 5 and 10

are focused on the separation between the tweet and its reply. This separation is clearer

in head 5, where the tweet attends to the [CLS] token and the reply attends to the

last [SEP] token. In head 10, the attentions are more scattered than in the head 5. In585

general, it is also observed a large amount of attention to the tokens [CLS] and [SEP],

especially in the head 11, where all the tokens attend to the intermediate [SEP] token.

7. Conclusions and future work

In this work, we have presented TWilBERT, a specialization of BERT both for the

Spanish language and the Twitter domain. Two TWilBERT models were trained on a590

dataset of 47 million of (tweet, reply) pairs. To our knowledge, this is the first work that

proposes a full specialization of BERT for the Twitter domain, taking coherence into

account by means of a novel Reply Order Prediction signal on Twitter conversations.

We performed an extensive evaluation and analysis of the TWilBERT models in

comparison to Multilingual BERT. TWilBERT models outperformed Multilingual BERT595

on 14 different datasets of text classification tasks such as irony detection, sentiment
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analysis, emotion detection, hate speech detection, stance detection, and topic detec-

tion.

The proposed models seem to capture better the topic and inter-sentence coher-

ence between tweets, they are a better language models on the Twitter domain, and600

their attention heads shown lower redundancy, capturing a greater diversity of patterns,

compared to Multilingual BERT.

TWilBERT is provided as a framework to train, evaluate, and fine-tune models,

and it allows the researchers to use some recent techniques proposed in the literature

such as cross-sharing parameter layers, factorized embedding parameterization [14] or605

Product Key Memory layers [21]. In addition, we provided the weights of the pre-

trained models used in this paper, that are freely available in 1.

As future work, we plan to increase the size of the training dataset in order to

release more competitive TWilBERT models, along with further improvements on the

architecture. Another interesting line of research is to improve the learning of the610

coherence. In this respect, we plan to propose new training signals to learn coherence

in Twitter timelines and threads. Also, it is interesting to explore how the language and

the domain inconsistency between pre-training and fine-tuning affects to the results

of BERT models on other languages and domains such as clinical or economical ones.

We plan to continue maintaining and updating the framework to include state-of-the-art615

techniques for BERT models.
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