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Abstract—Universal-filtered multi-carrier (UFMC) system that
is a generalization of filtered orthogonal frequency division
multiplexing (OFDM) and filter bank-based multicarrier (FBMC)
is being considered as a potential candidate for 5G due to its
robustness against inter-carrier interference as in cyclic-prefix-
based OFDM systems. However, real-time hardware realization
of the multicarrier systems is limited by a large number of arith-
metic units for inverse fast Fourier transform (IFFT) and pulse
shaping filters. In this paper, we aim to propose a low-complexity
and reconfigurable architecture for baseband UFMC transmitter.
To the best of our knowledge, the proposed architecture is the
first reconfigurable architecture that has the flexibility to choose
the number of subcarriers in a subband without any change
in hardware resources. In addition, the proposed architecture
selects the filter from a group filters with a single selection line.
Moreover, we use a commercially available field-programmable
gate array (FPGA) device for real-time testing and analyzing
the baseband UFMC signal. From the extensive experiments,
we study the occupied bandwidth, main-lobe power, and side-
lobe power of the baseband signal with different filters in real-
time scenarios. Finally, we measure the quantization error in
baseband signal generation for the proposed UFMC transmitter
architecture and find comparable with the error-bound.

Index Terms—UFMC, Pulse shaping filters, Reconfigurable
architectures, Error analysis.

I. INTRODUCTION

Recently, we are witnessing the deployment stages of fifth
generation (5G) wireless communication with several field
trials. In fact, the air interface plays a significant role in
the diverse types of use-cases in the 5G deployment, where
the use-cases are broadly divided into massive machine-
type communications (mMTC), evolved mobile broadband
(eMBB), and ultra-reliable and low-latency communications
(uRLLC) [1]. In one hand, the symbol duration can be large
for delay-tolerant mMTC, on the other hand, the latency-
sensitive uRLLC requires short symbol duration. In addition,
the symbol duration in eMBB is limited by the doubly
dispersive channel. Thus, orthogonal/non-orthogonal and syn-
chronous/asynchronous multicarrier waveforms are currently
investigated to support the diverse requirements in 5G wireless
communications with a relaxed time-frequency alignment [2].

In multi-service provisioning, the multiple services require
different number of subbands and different subband filtering
over the same air interface. The traditional cyclic-prefix-based
OFDM is not suitable for multi-service provisioning, due to
its high out-of-band radiation to the nearby sidebands. Thus,
filter-bank multi-carrier (FBMC) communication is preferred
with a reduced sidelobe suppression, however, the long filter-
length limits its applicability for short burst traffic [3]. On the
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other hand, UFMC [3]–[6] is an attractive choice due to its
low out-of-band spectrum leakage as well as short filter length
for a series of successive subcarrier filtering. In fact, UFMC
retains the benefits of OFDM and leverages the advantages of
FBMC with reduced filter-length. Moreover, UFMC reduces
the time-frequency misalignment – that makes UFMC as a
preferred candidate for 5G multicarrier waveform.

However, the selection of pulse shaping filter [6]–[9] is one
of the critical factors in UFMC to suppress the side-lobe power
to the adjacent subbands. Dolph-Chebyshev filter [5] was
initially adopted as a pulse shaping filter for UFMC systems,
however, the side-lobe fall rate is very slow (0 dB/octave in
Dolph-Chebyshev filter), resulting in a significant spectrum
leakage to the nearby subbands. To relax the selection of pulse
shaping filters, an adaptive interference cancellation technique
was suggested in [6] at the expense of cancellation subcarriers
inserted at the narrow guard bands. Moreover, based on the
channel-state-information at the transmitter, Han et al. [8]
suggested several waveforms for the UFMC pulse shaping
filters. The aforementioned study suggests that the design of
selected pulse shaping filter is an challenging issue in UFMC
systems due to the flexibility in terms of subcarrier and filter-
length selection as well as architecture reconfigurability.

Moreover, the computational complexity [10]–[13] in hard-
ware implementation becomes an important factor in UFMC
systems due to the power and resource constraints in the
end-devices. In fact, the complex arithmetic units for the in-
verse discrete Fourier transform/inverse fast Fourier transform
(IDFT/IFFT) and pulse shaping filters are the primary hard-
ware consuming requirement in UFMC systems. To this end,
a reduced hardware complexity-based transmitter architecture
was proposed in [11] where the IFFT size was reduced to
64-point instead of commonly used 1024-point. Moreover, in
[13], the 64-point IFFT block was used and then the outputs
were upsampled by zero padding the remaining points to reach
1024-point IFFT. In this way, the computational complexity
was further reduced in [13] compared to [11].

In recent years, Jarfi et al. [12] suggested a hardware-
efficient architecture with the additional flexibility to select
IFFT-size, filter length, and parameters for spectrum shifting
in UFMC transmitter. In the above architecture, the redun-
dant radix-2 decimation in time (DIT) butterfly operations
were avoided, thereafter, a significant reduction on hardware
complexity was observed in filtering scheme. It is worthwhile
to note that the spectrum shifting operation required only
a few memory units, one multiplier and one adder with a
10MHz LTE channelization specification. Taking into account
real-time FPGA implementation of UFMC transmitter, they
provided a more detailed architecture to meet the timing
requirements of 10MHz LTE channelization in [14]. A notable
reduction in hardware complexity and processing time to
generate the subcarriers was observed in [14] compared to pre-
vious work [3]. Although, the aforementioned work [12], [14]
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laid a strong foundation of real-time FPGA implementation
for UFMC transmitter, due to the Read-Only-Memory (ROM)-
based approaches [12], [14] that directly store the sine/cosine
values for IDFT/IFFT unit and pulse shaping filter sample
points, the design methodologies for changing the filter-type
and filter-length in the UFMC transmitter remain unknown.

A. Motivation
We observe that Dolph-Chebyshev filter that was adopted as

a pulse shaping filter in [5] has a prolonged side-lobe fall rate,
i.e., 0 dB/octave. From the signal processing literature [15],
[16], we observe that Hanning filter has very sharp side-lobe
fall rate (−18 dB/octave), however, this filter has high highest
side-lobe power (−32 dB). On the other hand, Hamming filter
has lower highest side-lobe power (−43 dB), however, the
side-lobe fall rate is about −6 dB/octave. Although Blackman
filter has similar side-lobe fall rate as Hanning filter, −3 dB
main-lobe bandwidth is narrower than the Flat Top filter. On
the other hands, Blackman-Harris filter has low highest side-
lobe power, however, the side-lobe fall-rate is slower than
Blackman filter. Therefore, it is worthwhile to investigate
the Figure-Of-Merits (FOM) such as −3dB main-lobe power,
highest side-lobe power, and side-lobe roll-off factor with
these above-mentioned filters for the UFMC systems in real-
time scenarios.

Furthermore, UFMC systems require a large number of
computational operations for the IDFT/IFFT unit and the
pulse shaping filters even at the baseband signal processing.
The most recent architecture in [14] focused to reduce the
computational complexity with the use of data- and process-
level pipelining to obtain highest operational frequency in
UFMC transmitter. However, the sine/cosine terms of twiddle
factors and filter sample points are stored in the ROM resulting
in limited flexibility to select the number of subcarriers in a
subband and the selection of variable length pulse shaping
filter for each subbands. Thus, a design of a reconfigurable,
real-time, and hardware-efficient architecture for the baseband
transmitter associated with the required pulse shaping filter
is one of the critical challenges in the UFMC systems for
multi-service provisioning in 5G. Nevertheless, studies on
the quantitative evaluation of the quantization error of a
reconfigurable UFMC architecture are still lacking.

B. Our Contribution
The main contributions of this paper include:
• We aim to design a reconfigurable architecture for the

baseband UFMC transmitter. We prototype the pro-
posed architecture on the commercially available Field-
Programmable Gate Array (FPGA) device for real-time
testing. We further analyze the baseband UFMC signal
using Digital-to-Analog-Converter (DAC) and obtain the
FOMs for the UFMC baseband transmitter with different
pulse shaping filters.

• The proposed architecture has the flexibility to select
the pulse shaping filters from a group of widely used
filters based on the FOMs such as -3dB main-lobe power,
highest side-lobe power, and side-lobe roll-off factor.

• Moreover, in the proposed reconfigurable architecture,
the maximum number of available subcarriers can be
extended to 2(d−1), where d is the data-length of the
architecture1. It is important to note that the number

1As an example, for a 16-bit data-length architecture, the number of
subcarriers can take any value up to 215 = 32768.
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Fig. 1. System model of uplink baseband UFMC transmitter for the kth user.

of subcarrier in a subband can take a value below the
maximum limit, i.e., 2(d−1), without any change in hard-
ware resources of the proposed architecture. This allows
additional flexibility to assign the number of subcarriers
in a subband for the UFMC transmitter.

• We further calculate the quantization error for the pro-
posed baseband UFMC transmitter architecture. We con-
sider the approximation and the truncation error due to
the fixed-size representation of data-path width for the
baseband UFMC signal generation.

The rest of the paper is organized as follows. Section II
presents the UFMC transmitter model and well-known pulse
shaping filters. We propose the reconfigurable baseband
UFMC architecture in Section III. The FPGA prototyping and
real-time experimental results are presented in Section IV.
Finally, conclusions are drawn in Section VI.

II. SYSTEM MODEL

A. UFMC Transmitter

As illustrated in Fig. 1, we consider a uplink baseband
UFMC transmitter with total N number of available subcar-
riers. We assume that these N subcarriers are divided into B
subbands. Let Bk be the total number of subbands for the
kth user. Each lth subband contains Nl subcarrier. For the
subband-basis filtering, a sequence of Nl complex symbols
is converted into a block of Nl parallel symbols, duration of
each block is Td. Let blk =

[
blk(0), blk(1), . . . , blk(Nl − 1)

]> ∈
CNl×1 be the data for the kth user in the lth subband with
E
[
blk
(
blk
)† ]

= INl
and E

[
blk(ρ)

(
blk(ρ′)

)† ]
= 0Nl

,∀ρ 6= ρ′,
where (·)>, (·)† denote the transpose and conjugate transpose,
respectively; E[·] represents the mathematical expectation; IN
and 0N are the N ×N identity and zero matrix, respectively.
Finally, the baseband UFMC signal at the transmitter can be
expressed as

sk(t) =

Bk∑

l=1

Nl−1∑

u=0

blk(u) exp(j2πu∆ft)wlk(t− uTd), (1)

where wlk(t) is the pulse shaping filter used in the lth subband
for the kth user. The subcarrier spacing ∆f maintains the
subcarrier orthogonality such that ∆f = 1/Td [17]. In
vector-matrix form, (1) can be rewritten as slk =

(
Wl

k

)> ⊗(
Vl
)†

blk ∈ CN×1, where ⊗ denotes the Hadamard product,
Wl

k ∈ CNl×N and Vl ∈ CNl×N are the filter matrix for the
kth user in the lth subband and Fourier matrix used in the lth
subband, respectively.
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B. Pulse Shaping Filters
We incorporate the popular pulse shaping filters such as Flat

Top (wft(n)), Blackman-Harris (wbh(n)), Blackman (wbl(n)),
Hamming (whm(n)), and Hanning (whn(n)) filters for the
proposed hardware-efficient UFMC architecture, where n =
{0, 1, 2, . . . , (L− 1)} is the discrete time index and L repre-
sents the filter-length. The above filter functions are expressed
as follows:

wft(n) = a0 − a1 cos(2πn/L) + a2 cos(4πn/L)

− a3 cos(6πn/L) + a4 cos(8πn/L) (2a)
wbh(n) = a5 + a6 cos(2πn/L) + a7 cos(4πn/L)

+ a8 cos(6πn/L), (2b)
wbl(n) = a9 − a10 cos(2πn/L) + a11 cos(4πn/L), (2c)
whm(n) = a12 − a13 cos(2πn/L), (2d)
whn(n) = a14 − a15 cos(2πn/L), (2e)

where a0, a1, a2, a3, a4, a5, a6, a7, a8, a9, a10, a11, a12, a13,
and a14 are the filter coefficient values [18]. In the proposed
architecture, we introduce a unified pulse shape filtering ap-
proach that enables to select the appropriate pulse shaping
filter (say, type-x) from the above mentioned filters as per
the FOM, such as −3 dB main-lobe power, highest side-lobe
power, and side-lobe roll-off rate.

C. CORDIC Algorithm
For the large number of computations in Fourier coefficient

Vl and filter coefficient Wl
k, we use the well-known CORDIC

algorithm [19], [20] that requires only shift and add operations
during the iterative vector rotation algorithm implementation.
The CORDIC algorithm is carried out by an iterative micro-
rotation (called as prefixed angle αi) stages and evaluated by
only add and shift operation. The basic equations of trigono-
metric function computation for micro-rotation stages are
discussed as follows: xi+1 = cosαi(xi− si yi tanαi), yi+1 =
cosαi(si xi tanαi+yi), zi+1 = zi−si αi, where (xi+1, yi+1)
is resulting vector when a vector (xi, yi) is rotated through an
angle αi = tan−1(2−i), si ∈ (+1,−1) represents the sign
bit and equals to sign bit of zi, i denotes the iteration stages
varied from 0 to (m − 1), where m is the integer equal to
the bit-precision or the number of micro-rotations. In general,
the factor cosαi is neglected during CORDIC iteration stages
implementation. The scale factor µ =

∏i=(m−1)
i=0 cosαi ≈

0.6073 is further compensated by the compensated CORDIC
unit [19].

III. PROPOSED RECONFIGURABLE UFMC TRANSMITTER
ARCHITECTURE

As illustrated in Fig. 2, the proposed architecture contains
two parts as: 1) the angle generator unit for the baseband
UFMC transmitter and 2) reconfigurable IDFT integrated with
reconfigurable unified filtering.
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Fig. 3. Proposed (a) angle generator unit and (b) reconfigurable IDFT and
filtering unit for the UFMC transmitter.

A. Angle Generator Unit for the UFMC Transmitter
The angle generator unit as shown in Fig. 3(a), generates the

cosine and sine argument for the UFMC baseband signal in (2).
The registers REG1, REG2, and REG3 store the arguments
required in (2). Specifically, this unit consists of two Hard-
wired Shifters (HSs), say HS1 and HS2, three down counters,
adders, and multiplexers. The HS1 and HS2 generate the
angle increment required for the angle sequence in (2). In
the following, we detail the three down counters as:

1) Down Counter1: This counter has the number of active
subcarriers in the subband, Nl, as input. Rest of the
subcarriers (N−Nl) are zero-padded. The signals SEL1
and RD1 are the outputs from this counter.

2) Down Counter2: The number of subbands, i.e., Bk is
the input to this counter. This counter has the signals
SEL2 and RD2 as the outputs.

3) Down Counter3: This counter has the IDFT-size, i.e., N
as an input. It has an output as NXT_FR that shows the
completion of one UFMC symbol.

B. Reconfigurable architecture for IDFT and unified filtering
Fig. 3(b) illustrates the proposed reconfigurable architec-

ture for the IDFT and unified pulse shaping filtering. The
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TABLE I
CONTROL SIGNALS WITH THEIR SOURCES AND FUNCTIONALITY

Signal Source Function

clk4_symb_gen Clock generator unit – Clock generator unit, with the help of Master_clk, generates this clock that drives the IDFT and filtering unit.

clk4_filter Clock generator unit – This clock is generated by clock generator unit with the help of Master_clk and responsible for generating
sample point of a selected pulse shaping filter.

EOC

NOR-ing the output of
internal counter of
compensated-circular
CORDIC 0

– It stands for the end of computation.
– If high-state (i.e., 1), then it updates REG3 with new value of argument Zin. It also updates the registers REG4
and REG5 with new cumulative value of sin and cos of the current argument Zin.
– if low-state (i.e, 0), then computation of input argument Zin is in-progress. Moreover, it also acts as driving clock
for the Down Counter1.

SEL1 NOR-ing the output of the
Down Counter1

– The low-state (i.e., 0), it helps the registers REG4 and REG5 to accumulate a sample point of all the subcarriers
available in a subband. It denotes that sample point of one subband of the available Bk subbands is in-progress.
– The high-state (i.e., 1), it clears the registers REG4 and REG5 to zero for the accumulation of a sample point of
all the subcarriers for next subband. Note that before clearing REG4 and REG5 to zero, the content of these
registers is transferred to registers REG6 and REG7 respectively by clock RD1.

RD1 OR-ing the output of the
Down Counter1

- It is the clock signal for the registers {REG1, REG6, REG7, REG8, REG9} and for the Down Counter2 as shown
in Fig. 3.
– If high-state (i.e., 1), it updates the register REG1 with a new argument corresponding to the subcarriers sample
point. This signal updates the content of registers REG6 and REG7 with corresponding value of registers REG4 and
REG5 that contains the cumulative value of all subcarriers in a subband. It also updates registers REG8 and REG9
with new cumulative value a sample point of a subband among available Bk subbands.
– if low-state (i. e, 0), it shows the computation of sample point of a subband is in-progress.

SEL2 NOR-ing the output of the
Down Counter2

– The low-state (i.e., 0), it helps the registers REG8 and REG9 to accumulate a sample point of all the subbands of
the UFMC symbol. It denotes that a sample point of UFMC symbol computation is in-progress.
– The high-state (i.e., 1), it clears the registers REG8 and REG9 to zero for the accumulation of next sample point
of UFMC symbol. Note that before clearing REG8 and REG9 to zero, the content of these registers is transferred to
registers REG10 and REG11 respectively by clock RD2.

RD2 OR-ing the output of the
Down Counter2

– If high-state (i.e., 1), then it updates the register REG2 with new argument for the computation of sample of the
UFMC symbol and updates the registers REG10 and REG11 with new cumulative value of a sample point of all Nl
subcarriers of all Bk subbands of UFMC symbol and
– if low-state (i.e, 0), it shows the computation of sample point of the UFMC symbol is in-progress.

NXT_FR NOR-ing the output of
Down Counter3

– If high-state (i.e., 1), next set of user’s data is sent to the IDFT and filtering unit and
– if low-state (i.e, 0), then it shows that the UFMC symbol generation for the current set of Data_in is in-process.

Reset External signal – If high-state (i.e., 1), the proposed architecture gets reset and
– if low-state (i.e, 0), then it depicts that UFMC symbol generation is in-process.

enab External signal – If high-state (i.e., 1), then it shows that UFMC symbol generation is in-process and
– if low-state (i.e, 0), then the proposed architecture is in an inactive-state,

Master_clock acts as the primary clock that drives the
proposed architecture. We take Zin as the input angle argument
to the CORDIC 0 unit generated by the angle generator unit.
The information bit Data_in modulates the available orthog-
onal subcarriers Nl. Moreover, the output signal EOC shows
one complete cycle of the CORDIC iteration in CORDIC 0
unit for each new argument Zin. Note that the CORDIC 0
unit in the proposed architecture is controlled by an internal
counter that keeps track of number of CORDIC iterations. The
other control signals associated with the reconfigurable IDFT
and filtering unit and their functionalities are summarized in
Table I. At different stages during the hardware computation of
(2), the group of registers {REG4, REG6, REG8, REG10} and
{REG5, REG7, REG9, REG11} store the In-phase component
(I-channel) and Quadrature component (Q-channel) of the
UFMC signal, respectively.

C. Reconfigurable Pulse Shaping Filters Architecture
Fig. 4 illustrates the proposed architecture for the unified

pulse shaping filter in the baseband UFMC transmitter. This
architecture has four compensated-circular CORDIC units and
an angle generator unit. The proposed architecture has the
flexibility in a) generating an arbitrary filter-length up to L and
b) choosing the filter type of from five filters2 (such as Flat top,
Blackman-Harris, Blackman, Hamming, and Hanning filter).
The user selects a filter among these above-mentioned five fil-
ters by a filter-selection input, i.e, ws. Afterward, the decoder

2To obtain the corresponding time samples of Dolph-Chebyshev filter,
we need to apply a DFT on the samples of frequency-domain Dolph-
Chebyshev filter, afterwards scaling to unity peak amplitude. Thus, the design
of reconfigurable Dolph-Chebyshev filter in the time-domain that itself a
challenging task is a part of our future work.
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output controls the clock and coefficients to the CORDIC
units. The co-efficient selection unit sends the corresponding
co-efficients of pulse shaping filters {a, β1, β2, β3, β4} to the
five CORDIC units based on the decoder output. The gated-
clock unit controls the clock input to the CORDIC units and
keeps the unused CORDIC unit in an idle-state minimizing
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Fig. 6. Hard-wired shifter.

the dynamic power dissipation in the hardware.
The signal EOC0 represents the end of a computation

of the CORDIC iteration within a pulse shaping filter unit
and acts as a clock signal for the angle generator unit of
popular pulse shaping filters. We take the initial CORDIC
input vector (x0, y0) as (1, 0) that are represented as 16’d1
and 16’d0, respectively, considering 16-bit data-length (see
Fig. 4). Further, the angle generator unit for the selected filter
generates the cosine arguments for (2).

1) Angle generator for pulse shaping filters: This unit
has the pulse shaping filter-length L as input. Note
that the cosine terms in (2) have the arguments as
{2πn/L, 4πn/L, 6πn/L, 8πn/L}. The angle sequences for
the sample points are expressed as follows: θ1(n+1)=θ1(n)+
2π/L, θ2(n+ 1)=θ2(n) + 4π/L, θ3(n+ 1)=θ3(n) + 6π/L,
and θ4(n + 1) = θ4(n) + 8π/L, where the arguments θ1(n),
θ2(n), θ3(n), and θ4(n) are zero for n = 0 and take values
from [0, 2π] for n > 0. A hard-wired shifter, HS0 generates the
angle increment required in the angle sequence of θ1 at every
sample point of the pulse shaping filter. The input to the HS0
is the filter-length L and the output is 2π/L. The input and
output binary sequence of hard-wired shifter is weighted as
shown in Fig. 6. The angle sequences θ2 and θ4 are obtained
by the left shifting θ1 through 1-bit and 2-bit, respectively.
Moreover, the angle sequence θ3 = θ1+θ2 is shown in Fig. 5.

2) Parallel scale-factor compensation for the CORDIC
architecture: Scale-factor has been compensated using
parallel scale-factor compensation architecture [19]. We
consider β = cos−1(axµ), where ax ∈ {a1, a2, a3,
a4, a6, a7, a8, a10, a11, a13, a15}. Therefore, the output
vector of an individual compensated-CORDIC unit is
generated as ax cos θ, where θ is input argument to the
CORDIC unit. By this way, we avoid the use of direct
multiplier as in [19] to compensate the scale factor
as well as multiplication of cosine terms with ax. As
shown in Fig. 4, the coefficient selection control unit in
the proposed architecture has the following outputs as
{a, β1, β2, β3, β4}, where a ∈ {a0, a5, a9, a12, a14}, β1 ∈
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Fig. 8. Time diagram for the Digilent Pmod-DA2 DAC interfacing.

Fig. 9. Experimental set up for the FPGA prototyping of the proposed
architecture for UFMC transmitter.

{cos−1(−a1µ), cos−1(a6µ), cos−1(−a10µ), cos−1(−a13µ),
cos−1(−a15µ)}, β2 ∈ {cos−1(a2µ), cos−1(a7µ), cos−1(a11µ)},
β3 ∈ {cos−1(−a3µ), cos−1(a8µ)}, and β4 ∈ {cos−1(a4µ)}.
This arrangement of coefficient multiplication within the
pulse shaping filter reduces the additional latency compared
to the direct multipliers.

D. Digital-to-Analog (DAC) interfacing
We use Digilent Pmod-DA2 digital-to-analog converter

(DAC)3, a 12-bit DAC powered by the Texas Instruments
DAC121S1014, for analog conversion of the baseband UFMC
digital signal for both I-channel (i.e., D_I) and Q-channel,
(i.e., D_Q) simultaneously. The Pmod-DA2 interfacing is per-
formed by two 16-bit control-word registers and two parallel-
to-serial converter. A clock generator unit is designed to
synchronize all the modules in the proposed architecture.
The serial clock to the DAC, i.e., SCLK4DAC and the signal
SYNC_BAR control the timing for the conversion of the digital

3DIGILENT Pmod DA2 Reference Manual, Accessed 20 Feb. 2018, [On-
line]. https://reference.digilentinc.com/reference/pmod/pmodda2/reference-
manual,

4TEXAS INSTRUMENTS–DAC121S101/-Q1 12-Bit Micro Power,
RRO Digital-to-Analog Converter, Accessed 20 Feb. 2018, [Online].
https://reference.digilentinc.com/reference/pmod/pmodda2/reference-manual
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Fig. 10. MATLAB simulation and experimental output of the baseband
UFMC signal captured through Tektronix MSO2024 for the I- and Q-
component with blackman window.

signal to the analog signal. When the SYNC_BAR signal goes
to low-state, then the serial data enters to DAC Pmod-DA2.
Besides, when the SYNC_BAR signal goes to high-state, then
the DAC converts the stored binary digits to the analog output.

IV. FPGA PROTOTYPING RESULTS

We prototype the proposed UFMC transmitter architecture
using Verilog hardware description language on XILINX plat-
form with 16-bit data-length. The architecture can handles the
maximum value of N and L equal to 216−1 = 215 = 32768,
nevertheless, the increase in data-length-per bit doubles the
maximum value. Based on the first order analysis without
considering DAC interfacing, we observe that the proposed
architecture for 16-bit data-length requires 1314 flip-flops, 80
full-adders of size 16-bit, 3 hard-wired shifters, 2 ROM of
16× 16-bit size and 36 variable shifters of 16-bit data-length.
The interested reader may refer to [19] for the first-order
analysis and device utilization of basic CORDIC architecture
used in the proposed UFMC architecture. Furthermore, the
critical path delay of the proposed architecture only consists
of the adder/subtracter delay and the shifter delay due to the
use of CORDIC algorithm.

FPGA prototyping: We evaluate the FPGA prototyping of
the proposed architecture with a master clock frequency of 120
MHz using Tektronix arbitrary function generator AFG3252
with an assumption that kth user has Bk = 4 subbands,
each subband contains Nl = 8 subcarriers, and N = 1024.
Fig. 9 shows experiment setup consists of a FPGA board,
Tektronix AFG3252 function generator, Tektronix MSO2024
mixed signal oscilloscope, Tektronix RSA3303B spectrum
analyzer, and Digilent Pmod-DA2 digital to analog converter
(DAC), Texas Instruments DAC121S101.

We consider the Binary Phase Shift-Keying (BPSK)5. For
the experimental purpose, the input data for the kth user is

5However, our proposed architecture can support M-ary phase-shift keying
(PSK) modulation scheme. In addition, the proposed architecture supports
quadrature amplitude modulation (QAM). To explain, for QAM, we need a
QAM mapper with input as Data_in and outputs in the polar form. Then,
the argument part can be added to Zin in place of M-ary PSK mapper phase
in the angle generator unit. The amplitude part can be kept with scale factor
compensation of CORDIC0 unit using updated β̂ = arccos (amplitude of
mapped data ×µ).

TABLE II
FIGURE-OF-MERIT FOR UFMC BASEBAND SIGNAL

Pulse shaping
filter used

Main-lobe
Power
(dBm)

Occupied
bandwidth

(KHz)

Highest
Side-lobe

Power (dBm)

Main-lobe and
maximum
side-lobe

difference (dBm)

Rectangular 6.05 370.743 −19.78 25.83
Flat-top 6.11 380.996 −21.32 27.43
Blackman-
Harris 6.07 378.377 −21.20 27.27

Blackman 6.03 380.675 −21.18 27.21
Hamming 6.05 374.460 −20.97 27.02
Hanning 6.04 377.783 −20.89 26.93

TABLE III
DEVICE UTILIZATION SUMMARY

Units Used Available % of Utilization

# Slice Registers 1000 12480 8
# Slice look-up tables 3002 12480 24
# Flip-flop pairs 929 3070 30
# Block RAM 4 148 3

assumed as:

bk =
[
b1
k,b

2
k,b

3
k,b

4
k

]
,
[
b1
k,b

2
k,b

3
k,b

4
k

]
. . .

=
[
00001000, 11000110, 10100100, 00101000

]
,

[
01001010, 01000010, 10000100, 00100000

]
. . . . (3)

The BPSK-modulated FPGA output of the baseband signal
and the MATLAB simulation results are found comparable
as shown in Fig. 10. The I- and Q-channel outputs of the
baseband signal are acquired for the bit-pattern bk shown in
(3). Furthermore, we examine the real-time testing of I- and Q-
channel outputs of UFMC baseband signal at transmitter with
different pulse shaping filters. The FOM parameters for the
spectrum of the baseband signal are depicted in Figs. 11(a),
11(b), and 11(c). Moreover, the main-lobe power (in dBm),
Occupied Bandwidth (OBW) (in KHz), and maximum side-
lobe power (in dBm) for the spectrum of the baseband UFMC
signal with different pulse shaping filters are measured and
summarized in Table II.

Hardware utilization in the proposed architecture: The total
hardware utilization based on the physical synthesis report
generated by XILINX XST for the implementation of pro-
posed architecture with Digilent Pmod-DA2 DAC interfacing
targeting the FPGA device XC5VLX20T-2FF323 is presented
in Table III. Moreover, Table IV summaries the comparison
between state-of-the-art [12] and proposed architecture for
the baseband UFMC transmitter. The throughput of proposed
architecture is 7.5 MSps (mega sample per second) or 120
Mbps at 120 MHz frequency of operation. Note that the
speed can be further enhanced with pipelined and other variant
of CORDIC architecture with fast adders. For example, the
pipelined architecture can achieve 16 times higher speed
for experimented 16-bit architecture [21]. Moreover, we aim
to extend the proposed architecture to design a real-time
and high-speed pipelined architectures combined with high-
speed DAC [22], [23] for the UFMC transceivers. It will be
an interesting extension on how the data and process-level
pipelining [14] can be leveraged to increase the operational
frequency of the proposed architecture.

V. ERROR ANALYSIS FOR THE PROPOSED ARCHITECTURE

Approximation Error: In the CORDIC algorithm, the value
of
∑m−1
i=0 siαi aims to reach the initial argument z0 with
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(a) Main-lobe power (b) Bandwidth (c) Highest side-lobe power

Fig. 11. FOM for the spectrum of baseband UFMC signal with blackman pulse shaping filter.

TABLE IV
COMPARISON WITH STATE-OF-THE-ART UFMC HARDWARE ARCHITECTURE

ROM-based UFMC Transmitter Architecture [12] Proposed Reconfigurable UFMC Transmitter Architecture

Storage for filter
coefficients

L (i.e., filter-length) number of ROM are required to store the
filter coefficients.

Only d (i.e., data-length) number of ROM are required to store the
micro-rotation angles αi and only additional 16 ROM location are needed to
store filter coefficients.

Frequency shifting
coefficients storage

For N = 1024, 2× 86 (86 location for each of In phase and
Quadrature part) ROM locations required.

No storage requires, frequency shifting and filtering is done by CORDIC unit
online, only 16 ROM location which is internal to CORDIC block considering
d = 16.

IDFT
implementation

5120 butterflies require for N = 1024 that results in
4× 5120 direct multipliers for both in-phase and quadrature
part

CORDIC algorithm avoids use of direct multiplier and produces sine and
cosine outputs.

Filtering Requires multiplication with subcarriers and filter coefficients at
each sample point after IDFT stage.

No separate multiplication required with filter coefficients. Online filtering has
been achieved at each sample point of subcarriers, filter coefficient
multiplication and frequency shifting is done simultaneously.

Reconfigurability

The filter sample points are stored in ROM location resulting in
fixed L-length filter.

Filter length is flexible and the user can choose any filter-length up to
L = 2(d−1).

Only Dolph-chebyshev filter was considered. We can select any filter among five pulse shaping filters (i.e. Flat Top,
Blackman, Blackman-Harris, Hann, and Hamming filters).

The total number of used subcarriers in UFMC system is fixed
due to fixed IDFT-size.

The total number of subcarriers in reconfigurable UFMC system is flexible,
the user can choose IDFT-size upto N = 2(d−1).

the iteration stages. An angle approximation error is caused
due to the residual angle through which vector still has to
be rotated after the predefined micro rotations. For an ideal
output, the residual angle that leads to approximation error
must be zero. Then, the angle approximation error [21], [24]
is expressed as eap = θ−∑m−1

i=0 siαi, where θ = z0. Without
considering the truncation error in an angle representation,
the error-bound for the 16-bit circular CORDIC architecture
is [24] |eap| ≤ 3.051 × 10−5 = tan−1(2−15). Using (4),
resulting vector after the ith iteration becomes v(i+1) = pivi,
where vi = [xi yi]

> is the CORDIC input vector and pi is
the rotation matrix [24] during the ith CORDIC iteration stage
and is expressed as

pi =

[
1 −η si 2−i

si 2−i 1

]
. (4)

Let v∗m|eap=0 = Θ vm be the actual value of the approxi-
mated final vector vm after the mth rotation, where

Θ =

[
cos eap s(m−1) sin eap

−s(m−1) sin eap cos eap

]
. (5)

Therefore, the approximation error is expressed as v∗m−vm =
(Θ− I2) vm and its absolute value becomes

|v∗m − vm| = ‖(Θ− I2)‖ |vm| = eapvm (6)

Truncation error: Truncation error occurs due to the fixed
size representation of the data-path width. We consider the
error propagation mathematical model as in [24]. The trunca-
tion error is expressed as 2−(d

′+1), where d′ is the number
of bits for the fractional representation of xi and yi. In our
16-bit architecture, two MSB represent the sign and integer
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Fig. 12. Analytical and experimental absolute error of the envelope of UFMC
signal at each sample point for N = 1024, Nl = 8, and Bk = 4.

bit, respectively, rest of the bits corresponds to fraction repre-
sentation. Thus, the truncation error in vector’s representation
becomes 2−(d−2+1) = 2−15. We consider that exi

and eyi are
the truncation error occurred at the ith iteration due to the
quantized representation of xi and yi, respectively. Thereafter,
we define the quantization operator Q [.] as Q [vi] = vi + ei,
where ei = [exi

eyi ]
>. Finally, the overall truncation error
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TABLE V
WORST-CASE ABSOLUTE ERROR IN MAGNITUDE OF ENVELOPE OF

BASEBAND UFMC SIGNAL

Filters used I-component error (×10−4) Q-component error (×10−4)

Rectangular 5.3 5.3
Flat Top 10.7 7.9
Blackman-Harris 8.2 9.2
Blackman 7.7 7.0
Hamming 7.0 6.5
Hanning 7.9 5.7

after the mth rotation is expressed as [24]:

f(m) = Q [vm]− vm = em +

m−1∑

j

(
m−1∏

i=j

piej

)
. (7)

Note that f(m) includes all truncation errors occurred during
the previous iterations as well as in the mth rotation. Taking
η = 1 and without considering the scale-factor compensation
effect, the total quantization error due to the angle approx-
imation error and truncation error in the circular CORDIC
using (6) and (7) becomes ecircular = eapvm + fcircular(m),
where fcircular(m) is the truncation error in circular CORDIC
unit after the mth rotation.

As shown in [19], the scale-factor has been compensated
by two parallel circular CORDIC units and an additional
hard-shifter. The two parallel circular CORDIC units have
the individual input angle as (θ + β) and (θ − β), respec-
tively. We compute the total quantization error in above two
individual circular CORDIC units outputs as eβ+ and eβ− ,
respectively.Thus, the absolute quantization error in a compen-
sated circular CORDIC becomes êcircular = 1

2

(
e2β+

+ e2β−
) 1

2 .
Moreover, we calculate the truncation error due to fix size
representation in a∈{a0, a5, a9, a12, a14} as ea = 2−(d−1).

Analytical error in pulse shaping filters: In the proposed
unified pulse shaping filter architecture, there are four compen-
sated circular CORDIC unit. Denote the absolute quantization
error of individual compensated circular CORDIC unit as
êcircular,σ , σ = {1, 2, 3, 4}. We denote eft, ebh, ebl, ehm and
ehn as the analytical total absolute error in the Flat Top,
Blackman-Harris, Blackman, Hamming and Hanning pulse
shaping filters, respectively. These above-mentioned errors
are expressed as: eft(n) =

(
e2a+

∑4
σ=1 ê

2
circular,σ

) 1
2 , ebh(n) =

(
e2a +

∑3
σ=1 ê

2
circular,σ

) 1
2 , ebl(n) =

(
e2a +

∑2
σ=1 ê

2
circular,σ

) 1
2 ,

ehm(n)=
(
e2a+ê2circular,σ

) 1
2 , and ehn(n) =

(
e2a + ê2circular,σ

) 1
2 .

Comparison of analytical error with experimental error
in the proposed UFMC architecture: Let s(l, u, n) be the
amplitude of the nth sample point for the uth subcarrier in
the lth subband of the IDFT unit. Moreover, we denote wx(n)
as the amplitude of the nth sample point of the type-x pulse
shaping filter. To obtain the absolute error in s(l, u, n), the
relative errors are computed at each sample point of IDFT
unit and type-x pulse shaping filtering unit. Therefore, the total
absolute error for the baseband UFMC signal is expressed as

|e(n)| = 1√
Nl

Bk∑

l=1

Nl−1∑

u=0

|s(l, u, n)wx(n)|

×
√

(es(l, u, n)/s(l, u, n))
2
+(ex(n)/wx(n))

2
, (8)

where es(l, u, n) is the quantization error in the nth sample
point of the uth subcarrier of lth subband of the IDFT unit
and ex(n) is the absolute error of the nth sample point for the
type-x pulse shaping filtering unit.

Fig. 12 compares the analytical and experimental errors in
the I- and Q-components for the envelope of the baseband
UFMC signal with the proposed architecture with blackman
window. We compute the analytical error using (8). Besides,
the experimental error is computed as the difference between
the envelope of MATLAB output and FPGA simulation output
at each of the 1024 UFMC sample points. Moreover, Table V
summarizes the worst-case error in the magnitude of the
baseband UFMC signal with the proposed 16-bit architecture
compared to MATLAB simulations with different pulse shap-
ing filters.

A. Discussions and Take away message
For multi-service provisioning in 5G, the air interface must

be capable to handle different subband filtering and a different
number of subcarriers. Nevertheless, each pulse shaping filter
requires a different number of cosine terms. To address the
above issue, our proposed pulse shaping filter architecture can
be used for all five type filters. As obvious, at the same time,
all the four compensated CORDIC units are not always used
for each of the pulse-shaping filters. For example, in one hand,
the flat top filter requires all the four compensated CORDIC
units, on the other hand, both Hanning and Hamming filters
require only one CORDIC unit to generate the cosine terms.
In our proposed architecture, interestingly, the CORDIC units
that are not used for the selected pulse shaping filter are kept
in idle-state with the help of gated clock, thus, the dynamic
power dissipation in the architecture is avoided.

Furthermore, we do not use any digital signal processing
(DSP) block in the proposed architecture. Moreover, it is in-
teresting to note that once we implement the above architecture
on the FPGA, same hardware can be used for any filter-
type, number of subband (BK), number of subcarriers in each
subband (Nl), filter length (L), and IDFT size (N) that are the
external inputs to the proposed architecture. In fact, changing
these above values with the external select line does not affect
the device utilization, resulting in multi-service provisioning
with different subcarrier in a subbands for UFMC systems.

VI. CONCLUSION

In this paper, we have proposed a hardware-efficient re-
configurable architecture for baseband UFMC transmitter. The
proposed architecture has the flexibility to chose the number
of subcarriers in a subband and the pulse shaping filter
from a group of pulse shaping filters based on the required
figure-of-merits without any significant changes in hardware
resources. The experimental baseband signal corroborates the
simulations. Moreover, we have performed the error anal-
ysis for the proposed architecture and compared them as
the error-bound. The proposed reconfigurable architecture for
UFMC transmitter is suitable for the 5G systems due to its
reconfigurability, hardware efficiency, and reusing the several
hardware components compared to the state-of-the-art. The
proposed architecture can be further extended to apply data-

and process-level pipelining for increased operational fre-
quency in UFMC systems. As a part of future work, we aim to
design a pipelined architecture for high-speed reconfigurable
multicarrier systems.
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