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Abstract—In this letter, we study the computational offloading
scheme for the delay-aware tasks of the end-users in the fog
computing network. We consider a fog federation of different
service providers where an individual fog node allocates its
computing resources to the end-user in its proximity, while a fog
manager coordinates the load balancing among the fog nodes
over the entire network. At first, an individual fog node aims to
maximize its revenue by selling the computational resources to the
end-user in a distributed manner without any global knowledge of
the network. To further maximize the overall revenue considering
all fog nodes in the fog federation, the fog manager utilizes the
remaining computing resources of the underloaded fog nodes.
The extensive simulation results show the revenue improvement
leveraging fog federation over entire network while maintaining
the same and even better delay-performance for the end-users.

Index Terms—Fog computing, fog federation, pricing, compu-
tational offloading, delay-sensitive tasks

I. INTRODUCTION

In recent years, there is a rich literature on the computational
offloading in fog and mobile edge computing [1]–[3] for the
delay-sensitive tasks of the end-users. Several network models,
such as standalone fog node, horizontal collaboration among
fog nodes, and vertical collaboration with the remote cloud
have been studied with their own advantage and limitations.
An end-user avails the computational resources to process the
delay-sensitive tasks from the fog node with a computational
cost [3]–[7]. To this end, an optimal task data offloading
strategy is proposed in [4], that maximizes the benefits of the
mobile edge servers while meeting the delay constraints of
the computation tasks. Moreover, a uniform and differentiated
pricing scheme with Stackelberg game was suggested between
end-users and a single mobile edge server [8]. This offloading
strategy suggested an optimal decision when to offload the task
from the multiple end-users to a single fog (or edge) server.

Motivation: To maximize the revenue from the end-users,
the fog node of a specific service provider first tries to
exploit its computational resources to the end-users under its
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Fig. 1. Illustration of network model with service providers in fog federation.

own coverage. At the same time, when the end-user decides
to offload to the fog node that has sufficient amount of
computational resource (in term of total CPU cycles), the
optimum value of the offloaded tasks mainly depends on the
communication resource allocation (i.e., uplink and downlink
transmission rate between end-user and the fog node) and
allocated CPU speed. Moreover, due to the local CPU speed as
well as the amount of input task data of the end-users and the
uneven number of end-users in proximity, a significant amount
of computational resources may remain unused in the fog
node. This motivates us to study how to maximize the unused
computational resources of the fog node while satisfying the
delay-sensitive task provisioning.

Contribution: In this work, we introduce a fog federa-
tion, where the individual fog node of a service provider
serves the end-users within its computational resources and
a fog manager that co-ordinates fog resources among service
providers. Our design objective is to maximize the revenue
for the fog nodes while satisfying the delay-requirement from
the end-users. In this letter, we propose a price-based task
offloading strategy where the end-users decide to offload the
task data based on the task offloading cost and the available
computational resources in the fog node. After performing
this decentralized strategy, the fog manager comes into the
offloading scenario to solve the following two major key
issues: how to leverage the remaining computational resources
of the fog nodes a) to maximize the revenue for the fog nodes
and b) to give another offloading opportunity to the end-users
that were not able to offload due to the computational resource
limitation of the primary fog node.
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II. NETWORK MODEL

We consider a fog federation network of service providers,
as illustrated in Fig.1, comprised of N number of fog comput-
ing nodes and one centralized fog manager (FM). We envision
that FM may be selected among the service providers by
their internal service level agreement (SLA) or government
agency may be responsible for set up, installation of FM,
and unbiased computing and offloading operation. In our fog
federation, we consider a network model where the different
service providers independently allocate and schedule their
own computational resources to their respective end-users,
however, a centralized FM may exist in the network. For
simplicity, we assume a single fog node per service provider,
however, fog collaboration among the fog nodes of a service
provider enables additional computing resources with increas-
ing resource scheduling complexity. Denote Ki as the total
number of end-users being served by the fog node of a service
provider i. We assume that any end-user is directly connected
to only one fog node1 (termed as, primary fog node), however
if required, this primary fog node further offloads the end-
user’s task data to another neighbouring fog node that may
belong to another service provider.

A. Delay Model

Local processing at the end-user side. Denote Dk,i as the
input data for the kth end-user of the fog node, i. Due to
the limited computation resource, the kth end-user offloads
lk,i amount of data to its primary fog node, i. Now, the time
required to locally process the remaining (Dk,i− lk,i) amount
of task data at the kth end-user under the fog node, i, is
expressed as tuser

cpu,k,i = Ck,i (Dk,i−lk,i)/fuser
k,i , where Ck,i and

fuser
k,i are the number of CPU cycles required per bit to compute

the input task data and the CPU clock speed, respectively, for
the kth end-user of the fog node, i.

Offloading to the fog node. When the kth end-user offloads
its task data to the primary fog node, i, the offloading time,
denoted as tOL

k,i, depends on the following: a) uploading the
task data from the end-user to the fog node, b) processing the
kth end-user’s data at the fog node level, and c) downloading
the results from the fog node side to the end-user. Denote
rUL
k,i and rDL

k,i as the uplink and downlink transmission rate,
respectively, between the kth end-user and the fog node, i.
Thus, the uploading and downloading time are expressed as
tUL
k,i = lk,i/r

UL
k,i and tDL

k,i = αk,i lk,i/r
DL
k,i, where αk,i > 0 is an

application-specific ratio of output and input data size for the
kth end-user offloaded at the fog node, i. Moreover, the time
required to process kth end-user’s offloaded data, i.e., lk,i at
the fog node, i will be t

fog
cpu,k,i = Ck,i lk,i/f

fog
k,i , where f

fog
k,i

is the CPU clock speed assigned to the kth end-user by the
fog node, i. We take the assumption that the fog node equally
divides its CPU clock speed, i.e., f fog

i , to the end-users, thus

1If the end-user is not mobile, it has practical advantage that each end-user
connects to only one fog node that has best link quality and it also facilitates
the access control.

f
fog
k,i = f

fog
i /Ki. Thus, the offloading time from the kth end-

user to the fog node, i, i.e., tOL
k,i is expressed as

tOL
k,i = tUL

k,i + t
fog
cpu,k,i + tDL

k,i . (1)

It is important to note that the end-user’s offloaded data to the
fog node, i are limited by the following constraint

C1 :

Ki∑
k=1

lk,i Ck,i ≤ Vi , (2)

where Vi is the maximum amount of computing resources
(i.e., total CPU cycles per slot) available at the fog node, i.

Assuming parallel task processing at the end-user’s and the
fog node’s side, the time required to process the kth end-user’s
task data will be tk,i = max

{
tuser
cpu,k,i, t

OL
k,i

}
.

B. Cost and Revenue

Computational cost at the end-user. Due to the computa-
tional resource limitation, the end-users often aim to offload
their delay-sensitive task to the primary fog node. The primary
fog node sets a price for the computational resources allocated
to each end-user. Denote µk,i as the unit price per CPU speed
for the kth end-user’s task data to process at the fog node, i.
Therefore, the computational cost to process the lk,i amount of
task data at the fog node, i will be µk,i lk,i Ck,i. Since we focus
on the delay-aware task offloading, the above computational
cost is reflected as a delay to the end-user’s side. As a result,
the total cost per slot including the processing delay (i.e, tk,i)
and the computational cost at the fog node, i for the kth end-
user is defined as

Uuser
k,i (lk,i, µk,i)

∆
= tk,i + µk,ilk,iCk,i . (3)

Revenue at individual fog node. Based on the price set for
the kth end-user, i.e., µk,i, the revenue in each time slot limited
by the constraint C1 at the fog node, i is expressed as

U
fog
i (µi) =

Ki∑
k=1

µk,ilk,iCk,i , (4)

where µi = [µ1,i, µ2,i, . . . , µKi,i].

III. GAME FORMULATION: OBJECTIVE FUNCTIONS

A fog computing-enabled service provider aims to maxi-
mize its revenue by selling its computational resources to the
end-users under the constraint C1. However, at the same time,
due to either the high price set by its primary fog node or the
computational resource limitation in C1, an end-user is not
always able to offload the task data to the primary fog node. In-
terestingly, assuming different amount of maximum computing
resources per fog node by the service provider and uneven end-
user distribution per fog node, there is a high possibility that
a significant amount of computing resources remains unused
in the fog node if we consider only standalone fog to serve
the end-users. In our network model, the FM manages the
remaining computational resource allocation for the end-users
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that were not able to offload their task data due to the above
mentioned reasons. Ignoring the transmission delay between
the fog nodes among different service providers, the primary
fog node, i offloads the task data to the neighboring fog nodes
(denote as secondary fog nodes). These neighbor fog nodes get
the revenue from the end-users that are directly connected to
the fog node, i. This in turn further improves in revenue of
underloaded fog nodes. At the same time, such arrangement
is advantageous for the end-users connected to the overloaded
fog node while minimizing delay and computational cost.

Follower problem. Basically, the kth end-user of the fog
node, i aims to minimize its cost (see, (3)), i.e.

P1 : min
lk,i

Uuser
k,i (lk,i, µk,i) s.t. 0 ≤ lk,i ≤ Dk . (5)

Leader problem. In the similar way, we express the total
revenue by maximizing the individual fog node’s revenue as

P2 :

N∑
i=1

max
µi�0

U
fog
i (µi) s.t. (2) . (6)

Optimum offloaded task data to the primary fog node. When
the end-user decides to offload the task data, the optimal value
of the offloaded data is obtained such that the offloading
time and local processing time at the end-user are equal,
i.e., tuser

cpu,k,i = tOL
k,i . First, we rewrite (1) as tOL

k,i = βk,i lk,i,
where βk,i =

(
1/rUL

k,i

)
+
(
Ck,i/f

fog
k,i

)
+
(
αk,i/r

DL
k,i

)
. Let mk,i,

0 ≤ mk,i ≤ Dk,i be the value of offloaded task data for the
kth end-user to the fog node, i. Then, by replacing lk,i by mk,i

in tuser
cpu,k,i = tOL

k,i, we obtain Ck,i(Dk −mk,i)/fk = βk,imk,i,
afterward mk,i = Ck,iDk/(βk,ifk + Ck,i).

Upper-bound of µk,i. Using tuser
cpu,k,i= t

OL
k,i, we rewrite (3) as

tuser
cpu,k,i+µk,imk,iCk,i=

(Dk,i −mk,i)Ck,i

fuser
k,i

+ µk,imk,iCk,i

=

(
µk,i −

1

fuser
k,i

)
mk,iCk,i+

Dk,iCk,i

fuser
k,i

.

(7)

Then, from the end-user’s perspective, µk,i ≤ 1/fuser
k,i .

IV. PROPOSED COMPUTATIONAL OFFLOADING STRATEGY

A. Stage 1: Pricing Scheme by the Primary Fog

At first stage, the fog node in the network acts as a stan-
dalone fog node. Note that a uniform pricing [8], [9], where a
fog node sets same price for all end-users, does not provide the
optimal solution for both revenue maximization and average
delay minimization due to the different value of fuser

k,i . In
the following, we apply differential pricing scheme in [8] to
maximize the revenue for individual fog node and minimize
the average delay for the end-users. Let 1k,i = {1, 0} be an
offloading indicator, where 1k,i = 1 indicates that the kth end-
user offloads mk,i amount of task data to the fog node, i and
if µk,i > 1/fuser

k,i (see, (7)), otherwise the kth end-user prefers
to locally process the entire task data, i.e 1k,i = 0. Therefore,
the revenue maximization Problem P2 for the fog node can
be rewritten as

Fog node 

End-user 1 End-user 2

Service 

provider 1

End-user 3

Fog node 

End-user 1 End-user 2 End-user 3

Fog node 

For example, end-user 3 does not 

offload due to the limited computing 

resources (in total CPU cycles) at 

the primary fog node.

The end-user under overloaded fog node can have 

an offloading opportunity to minimize  the delay.

This arrangement further improves the revenue of 

underloaded fog node in service provider 2. 

UnderloadedOverloaded

µ1,1 µ1,2
µ1,3 µ1,3

Service 

provider 1

Service 

provider 2

Fig. 2. Illustration of the proposed pricing and offloading strategy. The end-
users that were not able to offload due to computational capacity constraint or
optimal offloading decision, can further use the resources of other fog nodes
that have unused computing resource after serving their own end-users.

P3 :

N∑
i=1

(
max

1k,i∈{0,1}

Ki∑
k=1

1k,imk,iCk,i

fuser
k,i

)

s.t.
Ki∑
k=1

1k,imk,iCk,i ≤ Vi ∀i ∈ {1, . . . , N}. (8)

Basically, Problem P3 is a binary knapsack problem and is
NP-complete, so we apply dynamic programming [10] to
solve the problem with the weight mk,iCk,i and the value
mk,iCk,i/f

user
k,i in pseudo-polynomial time.2

B. Stage 2: Pricing Scheme by the Fog Manager

In multi-fog environment, after solving problem P3 for
the individual fog node, there may exist end-users that can
not offload due to constraint C1. As illustrated in Fig. 2,
in the next stage, we leverage the remaining computational
resources to serve these end-users thereby increasing the
revenue. Accordingly, the FM gathers the unused computing
resources as

fFM =

N∑
i=1

Ki∑
k=1

(
1− 1k,i

) fi
Ki

(9)

and

VFM =

N∑
i=1

(
Vi −

Ki∑
k=1

1k,imk,i Ck,i

)
. (10)

Denote KFM = {1, 2, . . . ,KFM} as the number of remaining
end-users that have earlier decided not to offload to the fog
node, i will participate in this pricing scheme co-ordinated by
the FM, where

KFM =

N∑
i=1

Ki∑
k=1

(
1− 1k,i

)
. (11)

2We have used kp01(.) software package in MATLAB.
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Fig. 3. K1 = 90 end-users, K2 = 60 end-users, and K3 = 10 end-users. Performance of (a) total revenue and (b)-(c) average latency for the end-users.

Now, the CPU speed allocated to the kth end-user,
where k ∈ KFM can be written as fFM

k = fFM/KFM.
In this way, we find the optimum amount of task data
for the kth end-user under the overloaded fog node, i as
mFM

k = Ck,iDk/
(
βFM
k fFM

k + Ck,i

)
∀k ∈ KFM, where βFM

k =(
1/rUL

k,i

)
+
(
Ck,i/f

FM
k

)
+
(
αk,i/r

DL
k,i

)
. Now, denote 1FM

k = 1
when the kth end-user offloads the task data to avail the
computing resources co-ordinated by the FM, and 0, otherwise.
Thus, the revenue maximization problem becomes

P4 : max
1FM
k ∈{0,1}

KFM∑
k=1,k∈KFM

1FM
k mFM

k Ck

fuser
k,i

s.t.
KFM∑

k=1,k∈KFM

1FM
k mFM

k Ck ≤ VFM . (12)

We apply the dynamic programming to solve this NP-complete
binary knapsack problem P4, similar to P3, in pseudo-
polynomial time, where corresponding weight is selected as
mFM

k Ck,i and the value or profit is taken as mFM
k Ck,i/f

user
k,i .

V. SIMULATION RESULTS

In the simulation setup, we consider three service providers
with one fog node per service provider, i.e., N = 3 fog nodes.
Besides, Ki is uniformly distributed over [10, 100]. Moreover,
the number of CPU cycles per bit and the input data size
for kth end-user are uniformly distributed over [500, 1500]
cycles/bit and [100, 500] KB, respectively. In addition, Vi =
6× 109 cycles/slot, αk,i = 0.2, fi = 100 GHz, and the local
CPU speed of the end-user is uniformly selected from the set
[0.1, 0.2, . . . , 1] GHz. We further assume that rUL

k,i and rDL
k,i

are uniformly distributed over [15, 25]Mbps, [20, 30]Mbps,
respectively. In simulations3, we use MATLAB and average
the results over 10, 000 different runs.

As shown in Fig. 3(a), at lower computational capacity
(Vi = 4×109 CPU cycles/slot), the revenue performances
for both standalone and fog federation with fog manager are
same. The main reason is that due to low CPU resources, the
end-users are not able to offload the task data to the fog node.

3The source code is available at https://github.com/MithunHub/
SourceCodeIEEECLFogFederation

Thus, the fog nodes already reached their computing capacity
limit, i.e., Vi in a standalone mode. Moreover, at the higher
CPU resources (Vi = 16× 109 CPU cycles/slot), most of
the end-users offload their optimum value of task data to the
primary fog nodes that act in standalone mode. As a result,
the fog nodes already reached their maximum revenue without
any intervention of fog manager in fog federation. However,
at the mid range of the CPU resources (i.e., 4 to 16× 109

cycles/slot), the proposed two-stage pricing and offloading
scheme outperforms the standalone mode of the fog node. This
is because the fog manager further maximises the revenue by
selling the remaining CPU resources to the end-users that were
not able to offload at the standalone mode of the fog nodes.

Fig. 3(b) and 3(c) illustrate the average latency performance
for the end-users in three fog nodes. It is clearly observed that
the average latency performance for the end-users served by
the fog node 3 has better performance than the end-users under
two other fog nodes. It is mainly due to the low number of
end-users (i.e., K3 = 10 end-users) that easily avail sufficient
computational resources. As the number of end-users is high
in fog node 1 (also in fog node 2), the competition among
the end-users to avail the limited computational resources
becomes higher. As a result, the latency performance degrades.
However, the proposed offloading strategy with the fog man-
ager provides significant improvement for the end-users under
overloaded fog nodes (fog node 1 and 2) by leveraging the total
CPU cycles of the underloaded fog node 3 (see Fig 3(c)). From
simulations we observe that the end-users under fog node 3
does not suffer any latency performance degradation.

VI. CONCLUSION

In this paper, we studied the computation offloading for the
delay-sensitive tasks in fog computing networks with an aim
to maximize the service provider-wise revenue. We proposed
a two-stage offloading policy, where at the first stage, the
individual fog node allocates its finite computational resources
to the end-users in its proximity to achieve the revenue. Later,
with the help of fog manager, the unused resources of the fog
nodes have been exploited to obtain additional revenue. By
extensive simulation, we have shown that while maximizing
the revenue in fog node side, the end-users gain the advantage
of utilizing the remaining computational resources, instead of
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using the standalone fog node. As a part of future work, we
plan to consider the inter-fog transmission delay and a pricing
agreement scheme among the service providers while giving
computational resources to the deadline-aware tasks.
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