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Sascha Ossowski4 , Angelica González Arrieta5 , and Pablo Chamoso1

1 BISITE Research Group, University of Salamanca, Salamanca, Spain
Niloufar.Shoeibi@usal.es

2 Babol Noshirvani University of Technology, Babol, Iran
3 Department of Computer Systems and Computation,
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Abstract. The advancement of technologies, the promotion of smart-
phones, and social networking have led to a high tendency among users
to spend more time online interacting with each other via the available
technologies. This is because they help overcome physical limitations
and save time and energy by doing everything online. The rapid growth
in this tendency has created the need for extra protection, by creating
new rules and policies. However, sometimes users interrupt these rules
and policies through unethical behavior. For example, bullying on social
media platforms is a type of cyber victimization that can cause serious
harm to individuals, leading to suicide. A firm step towards protecting
the cyber society from victimization is to detect the topics that trigger
the feeling of being a victim. In this paper, the focus is on Twitter, but
it can be expanded to other platforms. The proposed method discovers
cyber victimization by detecting the type of behavior leading to them
being a victim. It consists of a text classification model, that is trained
with a collected dataset of the official news since 2000, about suicide, self-
harm, and cyberbullying. Results show that LinearSVC performs slightly
better with an accuracy of 96%.

Keywords: Twitter · Cyberbullying · Suicide and self-harm · Cyber
victim · Text classification · Text feature extraction

1 Introduction

Technological advancements, the popularity of online social networking sites, and
having internet access, all contribute greatly to the quality of life but also have
some ill effects, such as cyberattacks, cybercrimes, and cyberbullying. Therefore,
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cybersecurity is a crucial matter for researchers, and detecting cyberbullies will
lead to improving people’s mental health and to making social networking sites
safer [1].

Bullying is a repetitive, aggressive behavior that includes physical, verbal and
social intimidation. Cyberbullying appeared as a new way of bullying and aggres-
sion with the use of digital technologies and can take place on social media and
messaging platforms [2]. It appears as harassment, cyberstalking, cyberthreats,
happy slapping, impersonation and denigration etc., and can lead to various
health issues including mental, emotional and physical problems alongside face-
to-face bullying. It has serious effects on both the victim and the aggressor.
People who are bullied tend to be more insecure, can’t concentrate, have depres-
sion, anxiety, self-harm, and even suicidal thinking and attempts. People who
bully are more likely to abuse and harm others, do drugs and have behavioral
issues [3].

Anyone can be a victim of cyberbullying, so it is important to identify it
and report it to stop the cyber victimization. Social network platforms are try-
ing their best to detect cyberbullying by improving their features and privacy
policies. Even though there are lots of difficulties in implementing cyberbullying
detection tools because of the human behavior is stochastic, and arbitrary, there
are a lot of factors affecting the behavior of a person, the lack of datasets [4].

The proposed method focuses on discovering cyberbullying and prevent the
future consequences and serious issues, such as self-harm and suicide attempts,
in order to guarantee a peaceful and safe cybersociety. There are challenges
in detecting cyberbullying; manual detection is time consuming, requires human
involvement and is frustrating. There are few datasets available for this purpose,
so most of them are labeled manually and because of the limited length of the
tweets on twitter, only 168 characters can be used therefore it makes detection
more difficult. Due to the lack of datasets and the need for a more complete
dataset, a dataset has been created on the basis of the official news using official
Google News API [5]since 2000 (New York Times news, etc.). The proposed
architecture consists of two modules. One downloads the tweets from the Twitter
platform and the other one is a text classification model which detects if the input
text (tweet) is related to cyberbully, self-harm, and suicide with the accuracy of
96%.

This paper has been organized as follows: In Sect. 2, the related work is
reviewed. Then, in Sect. 3, the overview and the architecture of the proposed
method are presented. Finally, the results, conclusion and future work are dis-
cussed in Sect. 4.

2 Review of the State of the Art

In the field of user behavior mining on social media platforms, many studies
have been carried out [6–9] and still, many doors are open to researchers in
this area, to discover greater knowledge about human behavior in many differ-
ent situations. In this paper, the focus is on cyber victimization detection and
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prevention, especially on Twitter, which is the most news-friendly social media
platform and is the main target for investigating cyberbullying and the related
psychological issues.

V. Balakrishnan et al. in [10] proposed a detection method to reduce cyber-
bullying in the basis of Twitter users’ psychological characteristics like feelings
and personalities. Users’ personalities defined with Big Five and Dark Triad
models, then they used machine learning classifiers like Näıve Bayes, Random
Forest, and J48 for classifying tweets into four sections: bully, aggressor, spam-
mer, and normal tweets. Results show that analyzing traits like extraversion,
agreeableness, neuroticism, and psychopathy has a great impact on identifying
online bullies.

In [11], researchers proposed techniques for the detection of cyberbullying
and presented a comparative analysis, classifying multiple methods for cyber-
bullying detection. Many of them use the SVM classifier and have illimitable
results, and one method used the unsupervised approach, and it is more compli-
cated. The identification of cyber aggression is an essential factor in predicting
cyberbullying, and user profile legitimacy detection plays a significant role in it.

In future smart cities [12–15] as well as the current physical world, issues such
as bullying, harassment, and hate speech must be counteracted. Kumari et al.
used the contents of social media to identify the cyberbullies in texts and images.
It explains the single-layer convolutional Neural Network has better results with
a unified representation of both text and image. Using text as an image is a more
suitable model for data encoding. They applied three layers of text and three
layers of a color image to interpret the input that presents a recall of 74% of the
bullying class with one layer of Convolutional Neural Network [16].

Many studies concentrate on improving the cyberbullying detection perfor-
mance of machine learning algorithms, as proposed models cause and strengthen
unintended social biases. O. Gencoglu et al. in [17] introduced a model training
method that uses fairness constraints and operates with different datasets. The
result shows that varieties of unintended biases can be successfully mitigated
without reducing the model’s quality.

Muneer et al. in [18] applied seven different machine learning classifiers,
namely, Logistic Regression (LR), Light Gradient Boosting Machine (LGBM),
Stochastic Gradient Descent (SGD), Random Forest (RF), AdaBoost (ADB),
Naive Bayes (NB), and Support Vector Machine (SVM) on a global dataset of
37,373 tweets from Twitter to detect cyberbullying without affecting the victims.
These algorithms use accuracy, precision, recall, and F1 score as performance
factors to conclude classifiers’ recognition rate applied to the global dataset.
Results indicate LR has a median accuracy of around 90.57%. Logistic regres-
sion obtained the best F1 score (0.928), SGD obtained the best precision (0.968),
and SVM has the best recall (1.00).
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Most of the existing cyberbullying detection techniques are supervised by a
human and take time. However, Cheng et al. in [19] introduced an unsupervised
cyberbullying detection model that has better performance than supervised mod-
els. This model includes two components: (1) a representation learning network
for encoding social media using multi-modal features and (2) a multi-task learn-
ing network that identifies the bullies with a Gaussian Mixture Model. Their
proposed model optimizes the parameters of both components for getting the
liabilities of decoupled training.

Z. Abbass et al. in [20] proposed a three module framework: data prepro-
cessing, classifying model builder, and prediction. For data classification, Multi-
nomial Näıve Bayes (MNB), K-Nearest Neighbors (KNN), and Support Vector
Machine (SVM) are used to build the prediction model. These algorithms achieve
the precision, recall, and F-measure above 0.9. Also, the support vector machine
performed better. This system has better accuracy than the existing network-
based feature selection approach.

Balakrishnan et al. in [21]showed the relationship between personality traits
and cyberbullying and introduced a way to detect cyberbullying by defining
Big five and Dark Triad features. For cyberbullying classification, they used the
Random Forest algorithm combined with a baseline algorithm including some
Twitter features (i.e. amount of mentions, amount of followers and following,
reputation, favorite count, status count, and the number of hashtags). Big Five
and Dark Triad are notable in finding bullies, obtaining up to 96% (precision)
and 95% (recall).

Automatic cyberbullying detection may help stop harassment and bullies on
social media, using manually engineered features. Sadiq et al. in [22] applied
multilayer perceptron and analyzed the state-of-the-art combination of CNNL-
STM and CNN-BiLSTM in the deep neural network. This model identifies cyber
harassments with 92% accuracy.

In Table 1, the summary of the selected papers related to social media user
behavior mining focusing on cyberbully detection is presented, including the
method proposed in each paper.
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Table 1. The review of the state of the art on social media user behavior mining by
focusing on the sub area of cyberbully detection.

Paper title Area Sub-area Methodology

Improving cyberbullying
detection using Twitter
users’ psychological features
and machine learning[10]

Social Media
Behavior
Mining

Cyberbully Classification Näıve Bayes,
Random Forest,
and J48

Taxonomy of Cyberbullying
Detection and Prediction
Techniques in Online Social
Networks [11]

Social Media
Behavior
Mining

Cyberbully Detection SVM

Towards Cyberbullying-free
social media in smart cities:
a unified multi-modal
approach [16]

Social Media
Behavior
Mining

Cyberbully Detection CNN

Cyberbullying Detection
with Fairness Constraints
[17]

Social Media
Behavior
Mining

Cyberbully Detection Fairness
constraints

A Comparative Analysis of
Machine Learning
Techniques for
Cyberbullying Detection on
Twitter [18]

Social Media
Behavior
Mining

Cyberbully Detection LR, LGBM,
SGD, RF, ADB,
NB, and SVM

Unsupervised cyberbullying
detection via time-informed
gaussian mixture model

Social Media
Behavior
Mining [19]

Cyberbully Detection Gaussian
Mixture Model

A Framework to Predict
Social Crime through
Twitter Tweets By Using
Machine Learning [20]

Social Media
Behavior
Mining

Cyberbully Detection MNB,KNN, and
SVM

Cyberbullying detection on
twitter using Big Five and
Dark Triad features [21]

Social Media
Behavior
Mining

Cyberbully Detection Random Forest

Aggression detection
through deep neural model
on Twitter [22]

Social Media
Behavior
Mining

Cyberbully Detection Combination of
CNN-LSTM and
CNN-BiLSTM

3 The Proposed Architecture for Cyber Victimization
Detection

As has been discussed in the previous sections, finding cAs has been discussed
in the previous sections, finding cyberbullying victims is crucial to stop self-
harm and suicide attempts. It can help public organizations guarantee a safe
cyber society by discovering the victims. Building a trustable dataset to solve
this problem, has a significant value. For this reason, the official news released
since 2000 has been taken into account. Figure 1 represents the distribution of
the data by different Media channels.
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Fig. 1. Distribution of the data provided by official News Media.

Figure 2, represents the distribution of the data in the two different classes,
also, it is understandable that the dataset is balanced, within the total of 1624
unique news articles.

Fig. 2. Distribution of the data in the two categories.

The architecture proposed for cyber victimization detection has been pre-
sented in Fig. 3. This model consists of different stages, as discussed below.
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Fig. 3. The Architecture of Cyber Victimization Discovery.
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First, a list of queries related to cyber victimization has been created, and
using Google News official API, the news items related to each query are iden-
tified and stored for further processing. Then, these news items go through the
procedure of labeling based on the topic of each article. The labeling component
divides the data into two classes of news related to “CyberBully” and “Self-harm
and Suicide” which is more general and also more urgent. If a user is posting
about harming themselves, they have more priority.

After the labeling, the text of the articles goes through preprocessing includ-
ing, tokenization which detects the words in the sentences, removing stopwords
in English and 10 most frequent words, lemmatization which is the act of extract-
ing the simple root of a word and then merging the tokens (preprocessed words)
to create the cleaned text of each news article. Next, the clean text goes through
the text feature extraction methods like count vectorizer and Tf-idf. Then, the
dataset is shuffled and divided into train and test datasets.

In the end, three machine learning models are trained with this dataset and
the model with the highest accuracy is selected to be used for the further steps.

As the aim of the model is to detect cyber victimization on Twitter, a query
is done within the scope of the problem and the tweets are saved in a database
ready to be processed. First, each tweet is preprocessed including tokenization,
translation if the language of the tweet is not English, spell check, removing
stopwords, and lemmatization. A spell check is necessary because on Twitter,
due to the character limitation (168 characters), users tend to compact the words
to be able to include more information in the tweet. After all these steps, the
cleaned text is given to the Linear SVC model so that the label can be predicted.
The labels are “cyberbully” or “cyber self-harm and suicide.”

4 Results, Conclusion and Future Work

As has been explained in the previous section, three different classification mod-
els have been tried, the results have been presented in Table 2. It shows that the
Linear SVC model has slightly better accuracy in comparison to the other two
models.

Table 2. The classification report of Linear SVC, SGD, and Random Forest Classifier.

Model name Classes Precision Recall F1-score Accuracy

LinearSVC Cyberbully 0.96 0.95 0.96 0.96

Self-harm & suicide 0.96 0.97 0.96

SGD Cyberbully 0.97 0.94 0.95 0.9569

Self-harm & suicide 0.95 0.97 0.96

Random Forest Classifier Cyberbully 0.97 0.93 0.95 0.9507

Self-harm & suicide 0.94 0.97 0.95
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Here are some samples of the tweets, completely anonymized that have been
detected with the bully and self-harm and suicide related content presented in
Fig. 4.

Fig. 4. The labeled tweet samples.

In this paper, a model has been presented that helps public organizations dis-
cover cyber victimization. The motivation behind building this model is to help
the victims of cyberbullying and the victims who mention harming themselves or
committing suicide. The architecture includes a text classification model whose
accuracy is 96% (Linear SVC model) that has been trained with the official news
published since 2000 within the scope of the cyber victimization by using count
vectorizer and Tf-idf. Then, a query on Twitter is done by utilizing the official
Twitter APIs. Later, tweets are preprocessed and after cleaning the tweets, this
model is used to predict the label of the tweets related to this subject.

In the future, the plan is to expand the boundaries by identifying the aggres-
sors as well as the victims, by reviewing the timeline and their activities to help
them and motivate them to maintain a healthier lifestyle. Moreover, in the future
the proposal will be implemented on the deepint.net platform which supports
all types of data and contains a full suite of artificial intelligence techniques for
data analysis, including data classification, clustering, prediction, optimization,
and visualization techniques [23]. These abilities make it a perfect choice for
implementing the proposal.
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