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ABSTRACT

We are interested in the problem of learning Spoken Lan-
guage Understanding (SLU) models for multiple target lan-
guages. Learning such models requires annotated corpora,
and porting to different languages would require corpora with
parallel text translation and semantic annotations. In this pa-
per we investigate how to learn a SLU model in a target lan-
guage starting from no target text and no semantic annotation.
Our proposed algorithm is based on the idea of exploiting the
diversity (with regard to performance and coverage) of multi-
ple translation systems to transfer statistically stable word-to-
concept mappings in the case of the romance language pair,
French and Spanish. Each translation system performs differ-
ently at the lexical level (wrt BLEU). The best translation sys-
tem performances for the semantic task are gained from their
combination at different stages of the portability methodol-
ogy. We have evaluated the portability algorithms on the
French MEDIA corpus, using French as the source language
and Spanish as the target language.

The experiments show the effectiveness of the proposed
methods with respect to the source language SLU baseline.

Index Terms— Spoken Language Understanding, Statis-
tical Models, Language Portability.

1. INTRODUCTION

In the last few years, different approaches have been devel-
oped for the problem of SLU. As in other speech areas, sta-
tistical modelization has been successfully used in SLU [1],
[2], [3], and [4]. There are many types of applications for
SLU techniques; one of the most interesting is their applica-
tion in limited-domain spoken dialog systems. The main goal
of dialog systems of this kind is to obtain some information
from a database. Then, generally, the system must interact
with the user in order to obtain the information needed to fill
out a template to perform a query. The size of the vocabu-
lary in dialog systems of these kinds is small or medium; the
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semantic labels involved in the understanding process are re-
lated to the database queries, and they are strongly related to
some specific words or segments of words of the user turns in
the dialog.

Given the aforementioned characteristics of the limited-
domain spoken dialog systems, it is possible to obtain manu-
ally transcribed, segmented, and labeled corpora that can be
used to learn statistical models for the semantic decoding pro-
cess. However, even in this case, the transcription, segmen-
tation and labeling of the corpora is very time-consuming,
and it is only useful for a specific task and for a specific lan-
guage. Apart from the time-consuming work, manual seg-
mentation and labeling have the disadvantage that it is some-
times difficult to decide a priori which limits of the segments
are more accurate to represent a specific semantic label and
to better discriminate from other semantic labels. Many ef-
forts to avoid or minimize this manual work have been made
in the last few years. This is the case of boostrapping, active
learning, and semisupervised learning techniques [5].

The work presented in this paper attempts to obtain a
SLU system for a target language from an annotated target
language corpus obtained using a source-to-target translation
process. This approach is similar to those presented in [6],
in [7], in [8], and others, but there are some differences. The
availability of an small parallel corpus French-Italian in the
MEDIA corpus made possible for these works the use of an
Stochastic Machine Translation (SMT) system, the MOSES
toolkit [9], to obtain a translation from source to target lan-
guage of the corpus. In contrast, there are not any parallel
corpus French-Spanish available in the MEDIA corpus, there-
fore, it is not possible to estimate an SMT system, to obtain
the translations. Therefore, we decided to use a combination
of several online general-purpose translators, available in the
web, in order to obtain the translations of both, complete
sentences and segments of sentences. All these translations
has been done without any human supervision.

The SLU in the source language is designed for the French
MEDIA Corpus [10], which is labeled in terms of concepts,
and the target language is Spanish. We have studied two types
of SLU techniques: a classical Conditional Random Field
(CRF) approach [11] and a Two-level stochastic model [1],



which is based on a Stochastic Finite-State Transducers. A
segmented and labeled training corpus is necessary in order
to estimate the understanding models for the two techniques.
In order to obtain this segmented and labeled corpus to learn
the models in the target language we have proposed a process
of translation on the source corpus (using multiple transla-
tion systems, that is, a combination of several online general-
purpose translators). Logically, the understanding results of
this proposal are very dependent on the quality of this trans-
lation as well as on the strong or weak correlation in the way
the same concepts in the two languages (source and target)
are expressed. Some problems may appear in the target SLU
system due to errors or ambiguity in the translation process:
lack of coverage in the vocabulary, lack of a good Language
Model (LM), and difficulty in translating the segmentation of
the source language to the target language.

In this work, we obtained a Spanish corpus from the
French MEDIA corpus in order to estimate the SLU systems
and the LMs for Spanish. This has been done using dif-
ferent approaches: translating the sentences, translating the
segments separately, using only one translator and combin-
ing translators. We have also developed two SLU systems,
the Two-level system and the CRF system, for the French
MEDIA corpus in order to compare the SLU results in both
languages. A series of experiments with a development set
has been performed to find the best translation combination as
well as to determine the influence of the translation in the two
SLU techniques. For evaluation purposes, we have generated
and acquired a set of correct Spanish sentences. The results
show that it is possible to obtain an accurate system using this
approach.

2. TASK DESCRIPTION AND SEMANTIC
LABELING

The MEDIA corpus [10] is a French dialogue corpus that
simulates a telephone server for tourist information and hotel
booking. It has been recorded using a Wizard of Oz tech-
nique. The corpus has 1,250 dialogs from 250 speakers; each
speaker recorded five different hotel reservation scenarios.
There is a total of 18,801 user turns with a vocabulary size
of 2,715 words. These user turns were manually transcribed
and conceptually rich with more than 80 manually annotated
basic concepts.

For the Spanish SLU modelization, we used the training
corpus defined in the MEDIA corpus and the techniques de-
scribed in Section 3. From the test set of the MEDIA corpus,
we selected two subsets: a subset of 323 sentences as the de-
velopment set, and a subset of 1,012 sentences as the test set
for the Spanish SLU system. We manually translated these
French sentences to Spanish and we recorded them. These
manually translated sentences were used as the reference in
the evaluation of the Spanish SLU systems.

3. SEMANTIC MODELS

Two different SLU techniques have been studied, a genera-
tive technique (the Two-level) and a discriminant technique
(a classical CRF).

To apply the Two-level technique [1], we assume that each
user turn in the training set has a sequence of concepts (se-
mantic units) associated to it, each of these concepts repre-
sents a piece of meaning of the user turn, and there is a seg-
ment (sequence of consecutive words) in the user sentence
that is associated to each of these concepts. This approach
consists of learning two types of finite-state models from the
training set of pairs (u,c), where u is the sequence of seg-
ments and c is the corresponding sequence of concepts.

A model Aq for the semantic language is estimated from
the sequences of concepts c that are associated to the input
sentences. A set of models, concept models A., (one for each
concept ¢;), is estimated from all the segments of words as-
sociated to this concept. The semantic model Ag represents
the semantic information provided by the training data, and
each concept model A, represents the lexical and syntactic
information for the corresponding concept c;.

For the understanding process, all the models must be
combined in order to take advantage of all the lexical, syn-
tactic, and semantic constraints. To do this, the states of the
stochastic automaton Ay are substituted by the corresponding
stochastic automaton A,. Once this integrated automaton Ay
is built, the understanding process consists of finding the best
path in this automaton given the input sentence. In the experi-
mentation, we used a model of 4-grams for the A automaton
and 3-grams for the A., automata.

CREFs have been successfully used for SLU tasks [4]. We
applied CRFs to the MEDIA corpus using the CRF++ toolkit
(http://crfpp.googlecode.com/svn/trunk/doc/index.html). We defined a
set of basic features that includes only lexical information,
setting a window such as incorporates the two previous and
the two posterior words. A more complete set of features
could be defined for applying the CRFs to SLU tasks [4],
however, in this work we have not done a depth study of the
best combination of features.

4. LEARNING MODELS

In order to obtain the semantic models in the target language
from the initial semantic models, which are in the source lan-
guage, we propose the following strategy. In a first step, we
perform a translation of the training sentences. This transla-
tion can be done using an online general-purpose translator.
One advantage of translators of this kind is that they are open
domain; however, in counterpart they can introduce many er-
rors. In order to avoid the problem of systematic errors intro-
duced by a specific translator and to increase the coverage, we
propose to use a combination of different translators. Table
1 shows the BLEU score of the five online general-purpose
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Fig. 1. Learning scheme

translation systems used in this work. These scores are mea-
sured on the manually translated media development set in
Spanish.

Table 1. The BLEU score of the online general-purpose trans-
lators on the development set

Translator BLEU
tl | Apertium 0.4724
(http://www.apertium.org)
t2 | Lucy 0.6040
(http://www.lucysoftware.com)
t3 | Opentrad 0.5060
(http://www.opentrad.com)
t4 | Prompsit 0.5982
(http://www.prompsit.com)
tS | Reverso 0.7093
(http://www.reverso.net)

In the learning process, we assume that the same meaning
is embedded in the same segment in both languages, that is,
it is not distributed in many segments in the other language.
This assumption is reasonable for closely related languages;

however, it may not be accurate enough when the languages
are very different. Figure 1 shows the scheme of the learning
approach for the SLU and LM models in the target language:

e The translated sentences are used to learn the LM.

e The sequences of concepts (the same in the two lan-
guages) are used to estimate the semantic model, Ag,
for the Two-level SLU system.

e The translations of the segments associated to each con-
cept, ¢, are used to learn the A, for the Two-level
model, and to estimate the CRF model. If multiple
translators are used, all the different translations are
used to learn the these models.

5. EXPERIMENTS AND RESULTS

To study the behavior of the proposed approach, some exper-
iments were performed. In all the experiments of this sec-
tion the modelization of the sequences of concepts and the
sequences of words associated to the concepts for the Two-
level model was done using 3-grams and 4-grams. In the
case of CRF++, they have been learnt using a window of two
words before and two words after. We used the training cor-
pus defined in the MEDIA corpus (which consists of 12,811



French sentences) for the estimation of the two SLU models
for French. We used these models to understand the 3,468
transcribed test set sentences, which is the test set defined in
the MEDIA corpus. Table 2 shows the results in terms of con-
cept accuracy (CA), the rate of correctly understood concepts
and the total number of concepts in the reference. These mea-
sures are a reference of the behavior of the SLU system in the
original language and are comparable with the results from
other authors [12].

Table 2. SLU results for the test French MEDIA corpus

Two-level | CRFs
] CA 84.4 87.4

From the test set of the MEDIA corpus, we selected a
subset of 323 sentences as the development set for the Spanish
SLU system. We manually translated these French sentences
to Spanish. We used this development set to perform a series
of experiments in order to select the best combination of 5
different online general-purpose translators that were used in
the translation process from French to Spanish (see Figure 1).

We did all the possible combinations of 1 translator, 2
translators, and so on, having a set of 31 combinations. This
experimentation was done applying the two SLU techniques.
Figure 2 shows the results of the experimentation with the
development set and all the combinations of translators from
French to Spanish. According to the results, the best transla-
tor combination for each group (1 translator, 2 translators, and
so on) was selected for the next understanding experimenta-
tion. As Figure 2 shows, the best CA was obtained taking
into account a specific combination of 3 translators. When
the other 2 translators were added to the best combination,
the CA slightly decreased.

In order to obtain LMs for the speech recognition pro-
cess in Spanish, we learned 31 trigram models from all the
combinations of the 5 translations of the training corpus, in a
similar way to the above experimentation. The LM selected
to be used for the speech recognizer was the one with the
lowest perplexity for the development set, 38.6. This LM
corresponds with the one learned using all the 5 translations.
The perplexity for the original development set in French was
24.0. We used the SRILM toolkit for the estimations of the
LMs.

From the test set of the MEDIA corpus, we selected a sub-
set of 1,012 sentences as the test set for the Spanish SLU sys-
tem. These sentences were manually translated from French
to Spanish. In order to perform experiments with speech these
test sentences were recorded by 5 speakers.

The Loquendo speech recognizer (www.loquendo.com) was
used for the speech experiments. The LM used by the speech
recognizer were learned using the union of all the training
sentences translated by the five translators. Using this LM,
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Fig. 2. Results of the SLU for the development set

the Word Accuracy of the Loquendo speech recognizer was
83.7% for the test set.

In the experimentation, the two SLU systems were ap-
plied to the Spanish test set (both the written and the spo-
ken sentences). Five experiments were performed with the
best translator combination for each group selected from the
development experiments (the best translator, the best com-
bination of 2 translators, the best combination of 3 transla-
tors, and so on). The results of this series of experiments are
shown in Table 3. In this table, the ASR is always the same
for all speech experiments. As expected, the performance of
the SLU systems from text were better than from speech. In
comparison with the results for the SLU systems in French
(Table 2), the loss in CA for the SLU systems in Spanish was
rather small taking into account that a segmented and labeled
corpus in Spanish was not available.

The best results are obtained with a combination of three
translators (t2+t3+t5) whose BLEU scores for the develop-
ment set are the best for two of them (t2+t5). The combina-
tion of these three translators improves the use of each one of
them separately. We believe that this combination is able to
solve some of the errors of each translator, even when a lower
BLEU translator (t3) was included. However, the inclusion of
more translators does not provide better results.



Table 3. Results of the SLU for the test set and the best com-
binations of translators from French to Spanish

Text Speech

Translator | Two-level | CRFs || Two-level | CRFs
combination CA CA CA CA
t5 76.0 74.7 70.8 69.4
2+t5 77.6 79.7 73.3 75.3
2+t3+t5 79.7 80.6 74.8 76.6
t1+t2+t4+t5 78.7 80.3 73.9 76.4
all 78.4 80.5 73.5 76.4

6. CONCLUSIONS

In this paper, we have presented an approach for the por-
tability of semantic modelization between different lan-
guages. It has been shown that models obtained for the
target language give good results in terms of concept accu-
racy and also that the behavior is not very dependent on the
kind of semantic modelization. Some problems derived from
the errors in the translation processes can be solved by com-
bining different translators. This approach has been applied
to two closely related languages (latin languages) that have
similar sequentiality in the way of expressing the semantics.
Future work could be done to extend this approach to other
similar latin languages; additionally, the study of the exten-
sion of this approach to languages that have very different
linguistic characteristics could be considered; however, this
extension involves dealing with the lack of a similar sequen-
tiality. Another interesting line of study would be to consider
the models obtained for the target language as preliminary
models that can be used in a real application and that can be
improved by interacting with the users by means of active
learning or other incremental learning techniques.
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