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A B S T R A C T   

Currently, magnetic resonance imaging is the most sensitive imaging technique for detecting cancer processes in 
early stages. Regarding breast cancer, due to the characteristics of the tissue as it is formed by ducts (tubular 
structure), anisotropic diffusion should be considered instead of general isotropic Diffusion Weighted Imaging 
(DWI). Anisotropic diffusion is studied by applying a technique called Diffusion Tensor Imaging (DTI), where the 
diffusion gradient is applied with several different directions, calculated by Ordinary Least Squares (OLS) in 
clinical practice. In this paper, we propose a new DTI calculation method based on Partial Least Squares (PLS), 
which has some advantages over the traditional OLS calculation: i) the PLS model provides valid biomarkers 
(non-negative eigenvalues) in a larger percentage of pixels, improving the traditional OLS calculation and 
reducing the effect of noisier images; ii) OLS tensors are calculated pixel-by-pixel, whereas the PLS method 
calculates only one model taking advantage of the correlation structure between pixels with similar character-
istics, obtaining more reliable estimations; iii) PLS performance is quite reliable when lowering the number of 
directions of the magnetic field, while this is not the case of OLS. PLS keeps providing a good solution even with 
low functional resolution equipment, reducing costs and acquisition times, which is an important advantage for 
its widespread use in value-based medicine-oriented clinical practice.   

1. Introduction 

Breast cancer is one of the most prevalent cancers at present, being 
the main cause of cancer mortality within the female population. It is 
estimated that about 2,088,849 new cases of breast cancer will be 
diagnosed this year worldwide [1,2]. Due to the prevalence of this dis-
ease, better diagnostic and treatment techniques need to be developed. 
The survival rate of this type of cancers is almost 100% if they are 
detected in very early stages, dropping dramatically to less than 15% 
when detected in advanced stages [3]. 

Among the wide variety of existing diagnostic methods, the most 
widespread currently is the screening of the population through the use 
of mammography, which is based on the use of X-rays in order to 
identify alterations that may indicate the presence of cancer. This 
technique presents several problems: i) the use of ionizing radiation 
always involves a risk; ii) the patient discomfort associated with the 

application of the technique; and iii) the early detection of all tumors 
(including incipient ones) or the correct measure of their size or shape 
present difficulties, due to the characteristics of the X-ray image, where 
only 2-dimensional projections of the densities of a 3-dimensional vol-
ume can be appreciated. 

For this reason, other different imaging techniques such as magnetic 
resonance imaging (MRI) have been developed, in particular those using 
functional image acquisition techniques, due to its ability to early 
detection of angiogenesis (creation of new vascular tissue) and neo-
vascularization (development of the existing one), as well as cell pro-
liferation, main indicators of tumor processes. These techniques play a 
very important role in early diagnosis and, furthermore, in the evalua-
tion of the tumor response, easing personal precision medicine appli-
cations [4]. Several papers in the literature have demonstrated a 
promising role for breast MRI techniques. Intravenous 
gadolinium-chelates based contrast agents (GBCA) are used to detect 
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angiogenesis and neovascularization, and form the basis of 
dynamic-contrast enhanced (DCE)-MRI. A recent trend to utilize 
gadolinium-free MRI techniques in clinical scenarios where use of GBCA 
is a challenge, like pregnancy, severe contrast allergies, and lactational 
status rely on Diffusion Weighted (DW)-MRI technique, providing in-
formation on tissue cellularization, linked to the increase in cell density 
[5]. 

Diffusion process is related to the net movement of water molecules 
in tissues, in vivo and at a microscopic level. The tumors have a smaller 
interstitial space due to their greater cellularity, with traces of necrosis 
and fibrosis, thus decreasing the mobility of water molecules. 

The diffusion process can be evaluated by means of DW-MR images. 
Depending on the configuration of the MR equipment and the intensity 
and shape of the gradient of the applied magnetic field, the acquisition 
of the images is associated with a parameter known as b-value [6]. The 
image signal decreases as this b value increases. This attenuation de-
pends on the characteristics of the tissue, being greater if the tissue is 
vascularized and much more moderate if the tissue is highly cellularized. 

The range of different signal attenuations between these two types of 
tissues at the same b-value is the basis to study the different behaviors in 
the diffusion process. In order to model the signal decay of the diffusion 
process signals, the curves can be fitted with different models. For those 
based on the isotropic decay of the signal as a function of the b-value (as 
happens in the prostatic tissue), the most widely used in clinical practice 
is the monoexponential diffusion model [6]: 

I = I0e− bD (eq. 1)  

where I is the intensity measured at a particular pixel after the appli-
cation of the magnetic gradient with a particular b-value, I0 is the in-
tensity measured on a base image without applying a magnetic gradient 
(b = 0), and D is the Apparent Diffusion Coefficient (ADC) [7,8]. 

This model can be calculated for each pixel when the magnitude of 
the diffusion is similar in all directions and corresponds to a decreasing 
exponential model where D (ADC) expresses the average distance that 
the water molecules cover within a voxel at a certain time. It is related 
with the cell density, the permeability of the membranes and the tor-
tuosity of the intercellular interstitial space. It is called “apparent” 
because it reflects several different mechanisms, as it is a combination of 
two phenomena: (i) the movement associated to the water molecules 
(Brownian movement), known as slow diffusion (cellular tissue), and (ii) 
the intravascular movement in the microcapillaries vessels, known as 
fast diffusion or perfusion (vascularized tissue). Fast diffusion may 
produce an overestimation of the real diffusion values if not properly 
considered. 

However, in anisotropic tissues such as the breast (breast ducts), a 
single ADC may be not sufficient to properly characterize the mobility of 
water molecules in these tissues, since it depends on the direction the 
diffusion is calculated. Therefore, a measure of diffusion in the three 
spatial dimensions is required. For this, in order to characterize the 
magnitude of the diffusion according to the orientation of the applied 
gradients, it is necessary to use another type of diffusion sequences by 
modifying the directions in which the gradient of the magnetic field is 
applied with a certain b-value. Thus, the loss of signal will be greater in 
those directions in which the magnitude of diffusion is higher. The 
detection of the tumor is performed by calculating within each pixel 
what is known as diffusion tensor (Diffusion Tensor Imaging, DTI), a 3x3 
matrix per pixel which contains information about the diffusion in the 
three spatial directions, and evaluates the water molecules restriction to 
movement in each direction of the tridimensional space [9–11]. In other 
words, it characterizes tissue microstructure and water diffusion direc-
tionality by performing in multiple orientations. This fact enables DTI to 
detect more information about this microstructure rather than DWI, 
since it can provide not only the average apparent diffusion coefficient 
(ADC, or mean diffusivity (MD) in the case of DTI), but also 
three-dimensional anisotropy diffusion parameters such as fractional 

anisotropy (FA) [12–14]. This way, it appears as a valuable tool to 
differentiate breast cancer from benign lesions with high sensitivity and 
specificity [15]. 

Although some of the first papers come from earlies 2010s [16–19], 
DTI is not still a high (or completely) developed technique. Even though, 
in a recent study, DTI has achieved higher accuracies than those re-
ported by DWI-based techniques, such as ADC or the more complex 
Intra-Voxel Incoherent Motion (IVIM) [20]. 

DTI requires diffusion measurements in at least six noncollinear di-
rections. In clinical practice, Ordinary Least Squares (OLS) is used for 
DTI calculation. This leads to matrix invertibility problems that cause 
instability in the eigenvalues computation, and afterwards in the bio-
markers computed from them. In fact, a recent paper indicated that 
some of the most relevant DTI biomarkers, such as fractional anisotropy 
(FA), are sensitive to noise, and that “The relative strength of tissue 
properties and noise amplification in anisotropy measurement is an important 
question to guide interpretation of results.” [21]. Other studies claim for 
the use “of more advanced DTI techniques, with reduced distortion …” [22] 
or for “advances in DTI techniques that result in higher spatial resolution and 
reduced distortion may improve the ability to distinguish ductal carcinoma in 
situ (DCIS) from other lesion types.” [23]. Also, in Ref. [24], it is stated 
“DTI measures a decrease in signal intensity and hence suffers from low S/N 
…” and that “… improvements are required in hardware, pulse sequence and 
software, in order to overcome the technical problems causing artifacts ….”; 
or that “there are also general technical limitations associated with the 
application of DTI, such as spin-echo echo-planar imaging (EPI)-related ar-
tifacts” [25]. Therefore, there is still room for improving the technical 
aspects of DTI, related to the limitations of Ordinary Least Squares 
(OLS). 

In order to improve the drawbacks of Ordinary Least Squares (OLS), 
this paper introduces a new approach for the calculation of the diffusion 
tensor at each pixel using Partial Least Squares (PLS). 

In Section 2, the Materials and Methods used in this paper are pre-
sented. Specifically, DTI mathematical model is presented, as well as the 
adaptation of the PLS model to the data structure built from the MRI 

Fig. 1. Example of reference tumor region (ROI) including the identification 
and segmentation proportionated by the radiologist. 

E. Aguado-Sarrió et al.                                                                                                                                                                                                                        



Chemometrics and Intelligent Laboratory Systems 235 (2023) 104777

3

sequences. 
In Section 3, the results and discussion of the PLS-DTI model are 

presented and compared to the classical OLS calculation. 
Finally, in Section 4, conclusions are commented. 

2. Materials and Methods 

2.1. Patient database 

The database consisted of 30 histologically-confirmed cases of breast 
tumors. DTI sequences were acquired in all cases, ensuring full breast 
coverage (81 slices, in-plane resolution of 336 × 336 voxels, each one 
measuring 1.0833 × 1.0833 × 2.5 mm3). DTI sequences were acquired 
at 16 different diffusion gradients (different directions with b = 700 s/ 
mm2) plus one additional image acquired with b = 0. 

Reference tumor regions of interest (ROIs) were identified and 
segmented by a radiologist with more than 20 years of experience in 
breast imaging, considering image findings and biopsy location. Fig. 1 
shows a ROI example: 

All patients gave consent for using their medical images, which were 
anonymized before post-processing. The local Ethics Committee 
approved the study protocol. 

2.2. Anisotropic monoexponential diffusion model 

As already commented, although in certain tissues (e.g. the prostate) 
movement restrictions can be considered the same in all directions and, 
consequently, isotropy can be assumed, in other organs (e.g. the breast 
or the brain) there exist diffusion preferred directions. Therefore, it is 
not possible to characterize this diffusion by means of a single parameter 
such as the ADC. 

In these situations, it is necessary to define a 3x3 matrix in a three- 
dimensional environment, known as the diffusion tensor, which en-
ables to model how diffusion occurs in each direction of space. Thus, 
diffusion behavior at a particular pixel can be modelled as an ellipsoid 
that is represented by the diffusion tensor D, which indicates the 
magnitude of diffusion in the 3 spatial axes (x, y and z) of the reference 
frame [26]: 

D=

⎛

⎝
Dxx Dxy Dxz
Dxy Dyy Dyz
Dxz Dyz Dzz

⎞

⎠=V

⎛

⎝
λ1 0 0
0 λ2 0
0 0 λ3

⎞

⎠VT (eq. 2)  

where matrix V contains in columns the vi eigenvectors of the diffusion 
tensor D, and λi (i = 1,2,3) are their corresponding eigenvalues, obtained 
after diagonalizing D. 

Fig. 2 shows the diffusion tensor D represented by an ellipsoid in a 
three-dimensional space. Note that this ellipsoid has three main axes, 
defined by the eigenvectors va, and their associated eigenvalues λi are 
proportional to the squares of the ellipsoid hemiaxis lengths. 

Due to the physical constraints of diffusion, all three eigenvalues λ1, 
λ2, λ3 must be positive so the diffusion tensor is positive-definite. This 
necessary constraint will be applied to validate the diffusion tensors 
calculated later at each pixel of the image. 

Generalizing the exponential model of isotropic tissues (eq. (1)) to 
the anisotropic case, the mathematical exponential model that relates 
the intensity measured with the diffusion tensor as a function of the 
applied gradient in a particular direction is as follows: 

I = I0e− B:D (eq. 3) 

In this expression D corresponds to the diffusion tensor at a given 
pixel, I is the intensity measured at that pixel when applying the diffu-
sion gradient, and I0 is the intensity measured at that pixel without 
applying the gradient (b = 0). Finally, B is a matrix that contains the 
information of the magnitude and direction of the applied gradient, 
which in turn can be decomposed into the magnitude of the gradient b, 
and a matrix G with the information on the direction of the gradient 
vector g, formed by three components (gx, gy, gz) in the 3 spatial axes (x, 
y and z) of the reference frame: 

B= bG= bggT = b

⎛

⎝
gx

2 gxgy gxgz
gxgy gy

2 gygz
gxgz gygz gz

2

⎞

⎠ (eq. 4) 

This way, the tensor product B:D is finally defined as: 

B : D= bG

: D= b
(
gx

2Dxx + gy
2Dyy + gz

2Dzz + + 2 gxgyDxy + 2 gxgzDxz + 2gygzDyz
)

(eq. 5)  

2.3. Pixel-by-pixel diffusion tensor calculation by ordinary least squares 
(OLS) 

In order to calculate the diffusion tensor from the information con-
tained in the images, it is first necessary to linearize the model (eq. (3)) 
to simplify its estimation: 

ln I
I0

b
= − G : D (eq. 6) 

This equation corresponds to a single gradient direction. In order to 
build a system of equations that yields the diffusion tensor D as a solu-
tion, a minimum of 7 images need to be acquired (one for b = 0, and six 
in different directions of the gradient vector g). In the limit case of 
having only 6 directions, the solution is unique. However, due to the 
possible noise that the images may contain, the calculation with few 
directions is not robust, so it is recommended to have more gradient 
directions. In general, a total of M > 6 gradient directions are taken, thus 
building a system of M equations with six unknown values (the elements 
of the diffusion tensor D). The structure of the equation system can be 
consulted in Fig. S1 of the supplementary material. 

y and a refer to the information of the signal intensity and the tensor 
elements respectively (eqs. (7) and (8)): 

y=

⎛

⎜
⎜
⎝

ln I1
I0

b
,
ln I2

I0

b
,…,

ln IM
I0

b

⎞

⎟
⎟
⎠

T

(eq. 7)  

a=
(
Dxx,Dyy,Dzz,Dxy,Dxz,Dyz

)T (eq. 8) 

Fig. 2. Diffusion tensor with main axes (vi eigenvectors) and eigenvalues λi (i 
= 1,2,3). 
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and H gathers, in rows, information of matrix G (eq. (4)) after applying 
the tensor product (eq. (5)) for the M gradient directions (eq. (9)): 

H=

⎛

⎜
⎜
⎝

g1x
2 g1y

2

g2x
2 g2y

2

g1z
2 2g1xg1y

g2z
2 2g2xg2y

2g1xg1z 2g1yg1z

2g2xg2z 2g2yg2z

⋮ ⋮

gMx
2 gMy

2

⋮ ⋮

gMz
2 2gMxgMy

⋮ ⋮

2gMxgMz 2gMygMz

⎞

⎟
⎟
⎠ (eq. 9) 

The solution of this equation system results in the 6 values of the 
diffusion tensor for a given pixel. 

By solving the previous equation system for each one of the N pixels 
of an image, it is possible to combine the information of the different 
vectors y and a of each one of the N pixels in the matrices Y and A, 
respectively. A scheme of the OLS calculation for DTI can be consulted in 
Fig. S2 of the supplementary material [27]:where Y (eq. (10)) contains 
the linearized intensities of the N pixels of the M different gradients 
directions, H contains the information of the gradients applied to the 
different directions (eq. (9)), A contains in columns the components of 
the diffusion tensors for each one of the N pixels (eq. (11)), and E is a 
residual matrix. This matrix expression integrates N multiple regression 
models (one for each pixel) where Y contains the N response variables 
(one for each pixel), H the regression variables and A the regression 
coefficients. 

Y=

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

ln
I11

I01

b
⋯

ln
I1N

I0N

b
⋮ ⋱ ⋮

ln
IM1

I01

b
…

ln
IMN

I0N

b

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

(eq. 10)  

A=

⎛

⎝

Dxx1 Dyy1 Dzz1 Dxy1 Dxz1 Dyz1

⋮

DxxN DyyN DzzN DxyN DxzN DyzN

⎞

⎠

T

(eq. 11) 

This model is fitted pixel by pixel by using ordinary least squares 
(OLS) to obtain the values Dij (i = x, y, z), (j = x, y, z) of the diffusion 
tensor for each pixel (columns of matrix A) of the image (eq. (12)): 

A=(H′ H)
− 1H′ Y (eq. 12) 

However, OLS suffers from several limitations. One is that, when 
making an estimation by OLS, a large number gradient directions are 
required to obtain a robust estimate. If not enough images are taken or if 
they contain a high level of noise, incorrect estimations of the diffusion 
tensor are obtained (e.g. tensors having negative eigenvalues and thus 
not being positive-definite). This is commented in Ref. [28], when 
stating that “a limitation of the use of the λ1–λ3 parameter, or of other ab-
solute indices, such as λ1/λ3 or of λ1-(λ2 + λ3)/2, is the high sensitivity of λ3 to 
noise, and to sorting bias of the principal diffusivities.” This problem may be 
alleviated by using more powerful equipment, using filters to denoise 
images, or increasing the number of gradients applied, but this is not 
usually possible due to time and budget constraints. Another important 
drawback is that the tensor is calculated pixel-by-pixel. Therefore, since 
the correlation structure between pixels with similar characteristics is 
not considered, less reliable estimations are obtained. 

2.4. Diffusion tensor calculation by PLS 

In order to overcome the limitations of OLS in the diffusion tensor 
calculation, in this work we propose the calculation of the diffusion 
tensor using Partial Least Squares (PLS) regression [29–32]. PLS is a 
well-known projection to latent structure model that explains the rela-
tionship between two sets of variables X and Y, as well as the variability 
in both X and Y, by maximizing the covariance between their inner 

latent variables. Instead of fitting one OLS model per pixel, PLS gets 
benefit of the internal correlation structure between pixels, fitting just 
one model with all pixels of the image, allowing a more reliable calcu-
lation in the presence of noise. 

For the PLS algorithm, the same array structure is used as in the OLS 
model. However, since the solutions of the models are not the same. The 
model structure is presented with a different scheme in Fig. S3 of the 
supplementary material.where the only difference is the final matrix A* 
(plus residual matrix F) that gathers the diffusion tensor elements, which 
can be obtained in one single step (avoiding the pixel-by-pixel calcula-
tion) for the N pixels in the following way: 

A∗ =W∗QT =W
(
PT W

)− 1QT (eq. 13)  

where A* is the BPLS matrix, and W, P and Q are the X-weights, X- 
loadings and Y-loadings, respectively (for more insight into PLS model, 
the reader is referred to, e.g. Ref. [29]). 

2.5. Image date management 

Before starting the tensor calculation, the images should be orga-
nized as a data structure that can be correctly read by the OLS/PLS al-
gorithm. In this work, the images are acquired in DICOM format and the 
relevant information for the calculation is registered in the DICOM 
headers (such as slice location, gradient and b-value). First, the infor-
mation of the gradient directions is extracted. For each slice, the infor-
mation of M gradient directions is obtained with their respective 
components (gx, gy, gz) creating a 2D matrix G*. This matrix remains 
invariant when going through different slices (the acquisition is taken 
with the same characteristics for each patient). The structure of G* can 
be consulted in Fig. S4 of the supplementary material. 

The information of G* is used to build H (eq. (9)) using the expres-
sion of the tensor product (eq. (5)). 

The b-value information is also needed for calculation. As for the 
gradient directions, the b-value is extracted from the DICOM headers 
and it does not change when the slice or even the direction m is changed. 
Thus, in this paper, the b-value can only take 2 different values: 0 and 
700 s/mm2 700 is the scalar value used in eqs. (7) and (10) for the 
calculation of the diffusion tensor. 

Finally, the information of the images is organized as follows: 
For each of the C slices of a sequence, there are M+1 images of I x J 

pixels, associated to each of the M directions plus the image of b = 0. The 
information of each slice c is organized in a 3-way structure of I x J x 
(M+1) dimensions. A scheme is shown in Fig. S5 of the supplementary 
material. 

Each one of these 3-way structures is unfolded pixelwise, obtaining a 
2-way Y* matrix of M x (I x J) dimensions. A scheme is shown in Fig. S6 
of the supplementary material. 

After the 2-D unfolding, a basic mask is applied following the criteria 
of selecting the pixels that have higher intensity than 5 in the b =
0 image (b0 is the image with higher signal intensity), removing the 
pixels with low/close to 0 intensity (considered noise). After this auto-
matic pixel selection, the column dimension of Y* is reduced from I x J to 
K (Y**). 

In this new Y** matrix, each row starting from the 2nd to the last one 
is divided by the first row (the signal intensity when b = 0). Then, the 
logarithm of the division is calculated, afterwards divided by the scalar 
b-value associated to direction m, as shown in eq. (6) (the row associated 
to the direction b = 0 is not included in each final matrix Y**). When 
every Y** matrix for each slice c is calculated, they can be stacked 
column-wise obtaining only one matrix Y that contains all the pixels 
from the sequence, as shown in eq. (10). 

3. Results and discussion 

In this section, the PLS method is compared with the traditional OLS 
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calculation. First, some considerations have to be taken into account: i) 
to be considered valid, the diffusion tensor must be definite positive, so 
all its eigenvalues λi are positive; ii) the number of components in PLS 
should be≤6 (6 is the maximum number of different elements in the 
tensor since it is symmetric); and iii) taking 6 components (maximum 
number of components) in PLS is equivalent to OLS method. 

In order to compare the results of OLS and PLS models, 30 cases of 
breast cancer where the tumor is confirmed will be calculated. Once the 
tensor is calculated and diagonalized resulting in the 3 main eigenvalues 
(λ1, λ2 and λ3) for each pixel of the image, the next step is to calculate the 
main imaging biomarkers that can be obtained from these eigenvalues. 
The most widely used biomarkers are shown in Table 1: 

The longitudinal diffusion (LD) represents the highest possible 
diffusion in that pixel, known as the diffusion coefficient (λ1) of the 
preferential diffusion direction (i.e., the longitudinal axis of the ducts, 
v1). When LD is high, the water molecules can move freely inside the 
tissue, but when LD is low, this movement is restricted and the duct is 
suspicious of being blocked by a tumoral presence. The second and third 
longitudinal diffusions represents the diffusion coefficient as well, but 
measured in the orthogonal directions (v2 and v3). In a healthy region, 
λ1 is always higher than λ2 and λ3, geometrically represented as an 
ellipsoid (Fig. 2). However, in a tumoral region, λ1 is similar to λ2 and λ3. 
In this case, the tensor is geometrically interpreted as a sphere. 

The ADC is the mean value of the 3 principal diffusion coefficients 
while dmax and Rmax represents, respectively, the differences between 
the maximum and the minimum diffusion in terms of differences or 
ratio. When dmax is high, the pixel is interpreted as a sane region 
(ellipsoid) but when it is low (close to 0) the pixel is interpreted as tu-
moral (sphere); this biomarker cannot take negative values. Rmax takes 
values between 0 and 1, when it is close to 1 represents tumoral tissue 
(sphere) and when it is close to 0 represents sane tissue (ellipsoid). 

3.1. Differences in the value of the tensor eigenvalues 

In an attempt to measure the discrepancy between the eigenvalues 
(λ1, λ2, λ3) obtained from the models, the following discrepancy index is 
defined. 

Discrepancyi(%)=

∑n=npix

n=1
(λiOLS − λiPLS)

2

∑n=npix
n=1 λiOLS

2 ⋅ 100i= 1, 2, 3 (eq. 14) 

Table 2 shows the discrepancies between the tensor eigenvalues of 

Table 1 
Diffusion tensor imaging biomarkers based on clinical experience and bibli-
ography. Source: Kingsley 2006a [12].  

Parameter Expression 

Longitudinal diffusion (LD) λ1 

Second longitudinal diffusion λ2 

Third longitudinal diffusion λ3 

Apparent diffusion coefficient (ADC) (λ1+λ2+λ3)/3 
Maximum diffusion differences (dmax) λ1-λ3 

Maximum diffusion ratio (Rmax) λ3/λ1  

Table 2 
Discrepancies between the tensor eigenvalues of the OLS model and the PLS 
models (from 1 to 6 latent variables) using eq. (14). The comparison is made 
with different number of latent variables. The table shows the results of the 
average for the 30 calculated cases.   

# Latent Variables 

1 2 3 4 5 6 (OLS) 

Discrepancy (%) λ1 23.27 19.09 13.82 10.25 3.51 0.00 
λ2 5.36 5.31 5.62 5.23 5.55 0.00 
λ3 41.51 35.47 26.16 20.04 7.30 0.00  

Fig. 3. 95% LSD interval plots for mean discrepancies for λ1 (top), λ2 (middle) 
and λ3 (bottom) vs number of latent variables (NLV). 
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the OLS model and the PLS model using eq. (14). The comparison is 
made with different number of latent variables. The table shows the 
results of the mean for the 30 calculated cases: 

As observed in Table 2, the differences between both models 
decrease as the number of latent variables increase. In the limit case of 6 
components, both models are identical as OLS is a particular case of PLS 
when extracting the maximum number of latent variables (in this case, 
6). 

The ANOVA carried out on the database, using the cases of breast 
tumor as a blocking factor and the number of latent variables (NLV) as 
the factor of interest, shows statistically significant differences between 
the mean discrepancies values for all three eigenvalues. The corre-
sponding 95% least significance difference (LSD) interval plots of the 
mean discrepancies vs NLV are shown in Fig. 3. 

For λ1 and λ3 there is a clear linear descendant evolution of the 
average discrepancy as the number of latent variables increases. How-
ever, for λ2, the higher statistical difference appears between the PLS 
models and the equivalent OLS (classical) model (i.e. PLS with 6 latent 
variables). Regarding to the differences between eigenvalues, the dis-
crepancies in λ3 are higher than the ones found in λ1. Besides, the dif-
ferences in λ2 are not as high as the other eigenvalues. In order to 
visually study the discrepancies, Fig. 4 shows the parametric maps of the 
differences between the 6LV model and the 1 and 4 LV models for λ1, λ2 
and λ3. 

As can be seen in Fig. 4, the differences are higher when comparing 
1LV vs 6LV (OLS). But the solution comes closer when the number of LV 
is increased (4LV vs 6LV). When observing λ1 and λ3 maps, the 1LV 
model tends to underestimate (blue color) the values of λ3 in the breast 
region at the expense of overestimating (red color) the values of λ1 at the 
same region. In general (out of the breast region), λ1 is underestimated 

(in blue) and λ3 overestimated (in red) in the 1LV model. This makes the 
parametric maps of the biomarkers based on eigenvalues differences 
(described in Table 1) to be affected when selecting a different number 
of LV. Besides, as also shown in Table 2 and Fig. 3, λ2 is the less affected 
eigenvalue showing lower map differences. 

3.2. Differences in the number of valid pixels 

As described before, a valid pixel can be defined as a tensor with a 
physical meaning. In this case, this implies that the tensor for one pixel is 
positive-definite, i.e., all its eigenvalues are positive. Since they are or-
dered from higher to lower, it is enough to check if λ3 is positive. 

The applied mask is defined in section 2 as the body region of the 
image after removing the background where the intensity is lower than 5 
(noise). Table 3 shows the mean and the standard deviation of the 
percentage of valid pixels for the 30 calculated cases: 

As can be observed, the percentage of valid pixels decreases as the 
number of latent variables increases. For 6 components (OLS model), the 
number of valid pixels gets its minimum. Therefore, the PLS method has 
the flexibility to adapt the model in order to obtain a larger number of 

Fig. 4. Differences in parametric map between PLS models: from left to right (1LV vs 6LV; 4LV vs 6LV) and top to bottom (λ1, λ2, λ3): negative values (blue) indicate 
lower values of eigenvalues in PLS wrt OLS model, while positive values (red) indicate higher values in PLS wrt OLS model. (For interpretation of the references to 
color in this figure legend, the reader is referred to the Web version of this article.) 

Table 3 
Percentage of valid pixels considering different PLS models (from 1 to 6 latent 
variables). Mean value and standard deviation (std) calculated for 30 cases of 
breast cancer.   

Valid pixels (%) 

# Latent Variables 1 2 3 4 5 6 (OLS) 
Mean 64.59 54.51 49.17 45.06 35.78 28.83 
std. 1.88 2.19 2.36 2.43 2.52 2.64  
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valid pixels (i.e., pixels with positive-definite diffusion tensors). 
This study is repeated only for the pixels contained in the ROI’s 

defined in section 2 (cases where the tumor has been confirmed, iden-
tified and segmented by an experienced radiologist). The results are 
presented in Table 4: 

As can be observed, the percentage of valid pixels increases in the 
breast region (ROI). This happens because lesion pixels, generally, 
present higher intensity in the acquisition, which results in a higher 
probability of obtaining a valid tensor. However, the conclusions ob-
tained from Table 3 can be also extended to the breast region: the 
number of valid pixels increases as the number of components decreases. 
Although the differences are not as big as in Table 3, it is important to 
highlight that an invalid pixel means that there is no biomarker calcu-
lation in that pixel, so there is no information on the presence/absence 
of tumor. Selecting the number of components for the calculation will 
depend on the signal-to-noise ratio of the images. In images with a high 
noise level, it will be interesting to take a low number of components in 
order to avoid loss of information. 

In order to make a proper statistical comparison of these values, an 
ANOVA has been performed in section 3.4, based not only on the 
number of latent variables, but also on the number of directions used for 
building the DTI models. 

3.3. Biomarkers parametric maps 

Fig. 5 shows the eigenvalues parametric maps for the breast region of 
one of the 30 cases. There is one characteristic regarding the map rep-
resentation that has to be taken into consideration. The colormap is 

inverted and the background is established black. This is done because 
high diffusion represents less cellularization (free environment) and 
thus, lower tumor risk (represented in blue in the colormap). Low 
diffusion represents high cellularization, instead, and therefore, high 
tumor risk (in red). The black pixels include the out-of-the-mask pixels 
and the ones with non-valid tensors. 

As can be seen in Fig. 5, there are no major visual differences for the 
same eigenvalues from different LV models in the breast region, 
although there are differences in the values of the eigenvalues as shown 
in Table 2. The main advantage of PLS with lower number of latent 
variables in map visualization is the higher number of pixels with valid 
tensors (Fig. 5). Regarding to map interpretation, in λ3 map it is easier to 
distinguish the tumor region (marked in black line) than in λ1 map. 

The next step is to check how the biomarkers calculated from the 
eigenvalues are affected by the number of LV. In order to ease the rep-
resentation, only dmax and 1-Rmax are considered. 1-Rmax is repre-
sented instead of Rmax in order to keep the coherence between the 
maps: pixels with similar values for λ1 and λ3 (high cancer risk) will yield 
small values both in dmax and 1-Rmax and will be colored in red 
(inverted colormap). On the other hand, pixels with different values for 
λ1 and λ3 (low cancer risk) will yield high values both in dmax and 1- 
Rmax and will be colored in blue. The point of defining Rmax = λ3/λ1 
instead of λ1/λ3 is to avoid extreme values or even indeterminations 
provided by the ratio (since λ3 will be always lower than λ1). 

A visual comparison between models can be consulted in Fig. S7 of 
the supplementary material. Additionally, some examples of the bio-
markers obtained from a 4 LV PLS model can be seen in Fig. S8 of the 
supplementary material. 

dmax and 1-Rmax (Fig. S8) resulted useful to identify tumors in 
combination with individual λi (especially λ3) (Fig. 5). This can be 
explained as a consequence of the physical phenomena of cellularization 
and studying the geometric representation of the diffusion ellipsoid. As 
already commented, when the tissue is sane, there is one preferential 
diffusion direction (the ductal axis) and the differences between λ1 and 
λ3 are big, yielding high values for dmax and 1-Rmax (in blue). But, 
when the duct is collapsed (cellularized), there is no preferential 

Table 4 
Percentage of valid pixels in ROI’s considering different PLS models (from 1 to 6 
latent variables). Mean value calculated for 30 cases of breast cancer.   

# Latent Variables 

Valid pixels (%)(ROI 
pixels) 

1 2 3 4 5 6 
(OLS) 

96.93 95.98 94.66 94.10 92.44 91.40  

Fig. 5. Eigenvalues parametric map comparison between PLS models for one specific slice of the same patient: from left to right (λ1, λ2, λ3), and top to bottom (1LV, 
4LV, 6LV). Black lines indicate the tumor regions confirmed, identified and segmented by an experienced radiologist. 
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diffusion direction and the diffusion ellipsoid becomes kind of a sphere, 
thus the differences between λ1 and λ3 are small yielding low values for 
dmax and 1-Rmax (in red). 

In order to assess for the tumor conspicuity of the images, a contrast 
to noise ratio (CNR) analysis has been performed [33], which in turn 
tries to perform a comparison of the statistical mean differences between 
the lesion tissue and sane tissue. Fig. 6 shows the corresponding results, 
both for dmax and 1-Rmax. An alternative ANOVA analysis is also 
provided, which gives richer information, since it assesses for these 
statistical differences between these mean values. 

In both cases, there is a clear descendant trend of the CNR, which 
means that, as the number of latent variables increases, the differences 
in the means of the lesion and sane tissues decrease, so in principle also 
the conspicuity. Therefore, again, PLS shows up as a better option when 
compared to OLS (equivalent to PLS with 6 LV). One could maybe argue 
that, for dmax, CNR increases a little bit after 5 LV, but just reaching the 
same value as the CNR corresponding to a 4 NLV PLS model. 

In order to study the statistical significance of these differences and 
the potential factors affecting them, an ANOVA is carried out, using the 
cases as a blocking factor, and the number of latent variables (NLV), 
number of directions, and type of lesion (L, lesion vs S, sane) as factors 
under study. 

For dmax, the ANOVA table (not shown) shows that all effects and 
interactions are statistically significant (P-value<0.05). 

The effect of the interaction between NLV and the Type of tissue, 
which means that the evolution of the means of dmax with NLV depends 
on the type of tissue (different slopes or trends) is shown in Fig. 7. Or in a 
different way, that the differences between the dmax means of both 
tissues is different as the number of latent variables evolves, which is in 
essence what CNR tries to measure. 

When performing the ANOVA on 1-Rmax, similar conclusions can be 
extended to those from CNR, but also in this case with a higher level of 

information related to the blocking factor (there is a quite obvious dif-
ference between the cases), as well as to the main effects and in-
teractions, always with statistical support, based on the p-values<0.05 
and the LSD intervals (ANOVA table not shown). 

From Fig. 7, we can also see the clear descendant evolution of the 
differences between the means of 1-Rmax already shown in Fig. 6 from 
the CNR analysis, when analyzing the interaction between NLV and 
Type of tissue. But in this case, we can appreciate that 1-Rmax mean 
values increase for 6 latent variables, although the difference between 
their means are still the smallest, yielding a very low CNR (as shown in 
Fig. 6). 

3.4. Differences when reducing the number of gradient directions 

This last study consists in calculating the diffusion tensor with less 
gradient directions than the original acquisition (i.e., simulating a lower 
functional resolution equipment) and how it affects the percentage of 
valid pixels. Only one consideration has to been taken into account: at 
least 6 directions are needed in order to estimate the 6 values of the 
diffusion tensor; otherwise, less than 6 directions makes the system of 
equations unsolvable. 

Unlike the OLS method (pixel-by-pixel calculation), PLS takes 
advantage of the information of the covariance with the other pixels in 
the calculation of the tensor. This way, it is expected that the PLS results 
will be less affected by the reduction of the number of directions than the 
OLS method. 

To prove this, the tensor is calculated with a restricted number of 
directions: 10 and 6. The directions were selected from the original 
acquisition trying to assure that distance between selected gradients is 
maximum. With this subset of directions, the tensor calculation is per-
formed in the same way as the previous section. For both all-pixels and 
ROIs pixels datasets, the ANOVAs performed (results not shown) showed 

Fig. 6. Evolution of CNR with NLV for dmax (left) and 1-Rmax (right).  

Fig. 7. 95% LSD intervals plot of average dmax (left) and average 1-Rmax (right) for the NLV × tissue interaction.  
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statistically significant effects of both factors under study (NLV and 
number of directions) on the average percentage of valid pixels. 

For the pixels contained in the ROI’s defined in section 2, the 95% 
LSD intervals for the interaction plot is shown in Fig. 8. 

Fig. 8 confirms what was suspected for the previous analyses: for the 
ROI’s, the percentage of valid pixels remains more or less constant from 
1 to 4 latent variables (no statistically significant differences, P-val-
ues>0.05), no matter the number of directions used for building the 
model. However, when using 5 o 6 (OLS equivalent model) latent var-
iables, the number of directions used has a clear impact on the per-
centage of valid ROIs pixels, this impact being especially severe in the 
case of OLS. This means that PLS with less than 5 LV appears as a much 
more robust model for computing the DTI, letting the number of di-
rections used (and then the time required and cost) to be lesser. 

Therefore, in clinical practice, the OLS model is not suitable when 
the number of directions in the acquisition is low. Conversely, the PLS 
model with less than 5 LV is barely affected when lowering the image 

functional resolution. This is illustrated in Fig. 9 that represents the 
value of λ1 for the different models from the same case example of Fig. 5: 

As observed, the PLS model with 1 LV remains consistent when the 
number of directions decreases, while the OLS method (6 LV) losses 
interpretation power and in the limiting case of 6 directions is not able to 
represent the appropriate parametric map due to the lack of valid pixels. 

Finally, this effect has also been analyzed with a ROC curves analysis 
performed on the two biomarkers presented, dmax and 1-Rmax 
(Fig. 10). 

For both biomarkers, there is a clear degradation of OLS (PLS with 6 
LV) as the number of directions used is reduced and, although it presents 
the best ROC curves for 16 directions, they are really close to the 5 LV 
PLS models. In fact, for 6 directions, the best NLV is 4. This strengthens 
the idea that PLS is more robust, and at the same time assures a higher 
number of valid pixels; allowing for less time and money consuming 
acquisitions, thus allowing DTI to be affordable for less well-resourced 
health systems. 

4. Conclusions 

A new method is proposed for diffusion tensor calculation in breast 
cancer diagnosis based on PLS. The PLS technique has some advantages 
over the traditional calculation by OLS: i) the ability to provide higher 
percentage of valid pixels (pixels where all the elements of the tensor are 
positive), and ii) the flexibility of adapting the number of latent vari-
ables depending on the quality of the image, acting as a filter when the 
noise of the images is high. A compromise solution between the per-
centage of valid pixels and the interpretability of the biomarker maps is 
required to provide the appropriate number of latent variables for the 
PLS model. 

New imaging biomarkers (dmax and 1-Rmax) have been proposed 
for identifying tumors showing good performance (in combination with 
the eigenvalues) for tumor detection. 

Finally, the clinical added value of the PLS method is supported by 
the lower percentage of valid pixels available as the number of latent 
variables (NLV) increase; and more important, as the number of 

Fig. 8. 95% LSD intervals plot of average percentage of valid pixels in the ROIs 
for the NLV x number of directions used for calculating the DTI interaction. 

Fig. 9. λ1 parametric map comparison between PLS models: from left to right (1LV, 4LV, 6LV) and top to bottom (16dir, 10dir, 6dir).  
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directions used for the DTI calculation decreases. PLS models with low 
number of latent variables (less than 5) remains almost invariant, while 
the OLS model loses interpretability, and in the limiting case of 6 di-
rections does not provide a valid model. Therefore, PLS is able to provide 
a valid model even when the equipment has low functional resolution 
(limited number of directions), reducing cost and acquisition time, in 
contrast with OLS, which cannot perform properly in these conditions. 
This has a tremendous impact on the scalability of the proposed 
approach as it increases the applicability of the DTI to many more 
radiology centers and hospitals consequent impact on early stage cancer 
detection. 

CRediT Author statement 

Eric Aguado-Sarrió: Conceptualization, Methodology, Software, 
Validation, Formal analysis, Writing- Original Draft, Writing – Review & 
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