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Combustion noise in gas turbine engines has recently become a relevant source of noise in the aircraft 
due to the appearance of new burner architectures that are intrinsically more unstable, and the 
optimization of other conventional noise sources in this mean of transport (e.g., jet, fan, airframe). In this 
work, a simulation setup for reactive conditions was prepared in the CONVERGE finite-volume package 
using the detailed chemistry SAGE solver to model the combustion of a benchmark case, which was 
solved using a LES approach with three different cell base sizes: 8,10,12 mm. A confined liquid-fueled 
swirl-stabilized burner located at the CORIA Laboratory, France, was used to validate the numerical results 
with the experimental measurements obtained at this facility. OH-PLIF measurements and PDA results 
for both phases were used to guarantee the accuracy of the numerical OH contours and the velocity 
profiles of both phases. These experimental measurements were collected at CORIA. After ensuring the 
stabilization of the numerical flame, the reactive simulations were extended with some adjustments in 
the time step to capture the acoustic motion. Several techniques like Fast Fourier Transform (FFT), Proper 
Orthogonal Decomposition (POD) and Dynamic Mode Decomposition (DMD) were used to analyze these 
results and confirm the presence of a Precessing Vortex Core (PVC) and a Vortex Breakdown Bubble (VBB) 
during the coupling of pressure, axial velocity and fuel mass fraction in reactive conditions. Furthermore, 
the acoustic analysis performed with a Helmholtz solver proved that the second longitudinal mode of 
the chamber (310 Hz) was present in the pressure signal (300 Hz in the LES calculations) and resonated 
with the Vortex Breakdown Bubble (VBB). However, this dominant frequency did not appear in the 
frequency distribution of the OH mass fraction and no feedback interaction between the acoustic and 
the combustion happened. Thus, only combustion noise was obtained.

© 2023 The Author(s). Published by Elsevier Masson SAS. This is an open access article under the CC 
BY-NC-ND license (http://creativecommons .org /licenses /by-nc -nd /4 .0/).
1. Introduction

Lean Direct Injection engines have become one of the most 
promising technologies for liquid-fueled combustors to reduce NOx 
emissions in the next generation of gas turbines [1]. In this type 
of architecture, fuel is directly injected in the combustion cham-
ber, where the atomization, evaporation and mixing processes take 
place. A swirler promotes all these phenomena and helps obtain-
ing a lean and uniform mixture fraction distribution that avoids 
the generation of the previously mentioned radicals through the 
thermal mechanism. Furthermore, it also works as an aerodynamic 
flame holder in reactive conditions [2]. However, one of its main 
drawbacks is the appearance of combustion instabilities and noise 
for some operating conditions [3].
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https://doi.org/10.1016/j.ast.2023.108281
1270-9638/© 2023 The Author(s). Published by Elsevier Masson SAS. This is an open acc
creativecommons .org /licenses /by-nc -nd /4 .0/).
These phenomena are unsteady and related with the perturba-
tions of the relevant fields of the system (e.g., flame surface, mix-
ture fraction, pressure). For this reason, fully-compressible Large-
Eddy Simulation (LES) formulations have become one of the best 
options to look into them [4]. The formulation of the equations 
already includes the resolution of the acoustic part of the pertur-
bations, while the largest turbulent scales in the system are also 
solved according to the chosen grid scale. The smallest turbulent 
scales remain unresolved and can be modeled through a sub-grid 
model.

However, the numerical resolution of turbulent spray-flames in 
reactive conditions still has some issues that must be assessed 
for properly performing the computations. First, gaseous and liq-
uid phases must be computed in the correct framework. Eulerian 
– Eulerian [5] and Eulerian – Lagrangian [6] are some of the ap-
proximations used in the bibliography to deal with both phases 
respectively. The most common one is the Eulerian – Lagrangian, 
solving the gaseous phase with a traditional Eulerian approxima-
tion while tracking the droplets with the Lagrangian framework.
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Second, a proper resolution at the flame front must be achieved 
to correctly capture the fluctuations of the flame front. Laminar 
flame thickness is usually in the order of hundreds of microns for 
this kind of applications [7]. Flame front is ideally discretized in 
five elements [8], so the computational cost of these simulations 
can become very demanding. For this reason, alternative combus-
tion models like the Dynamic Thickened Flame [9] appeared to 
artificially increase the flame thickness and reduce the size of the 
required mesh. However, the effect that this lack of resolution has 
in the prediction of direct combustion noise for confined swirl-
stabilized spray-flame burners requires further research.

This paper analyzes the phenomena that lead to the generation 
of combustion noise in the CORIA Spray LDI burner under stable 
operating conditions using decomposition techniques. Furthermore, 
the effects of grid resolution on the combustion parameters and 
the generated noise are checked through three different LES (min-
imum base cell size of 0.25, 0.3125, 0.375 mm respectively). A 
complete CFD model using a Eulerian-Lagrangian framework and 
a detailed chemistry solver was setup in the finite-volume solver 
CONVERGE. The results of the reactive simulations were validated 
with the experimental results measured at CORIA: experimental 
velocity profiles obtained for both phases at different axial stations 
of the burner and the OH contours got from OH-PLIF tests. After 
validating the numerical results and ensuring the stabilization of 
the flame, the acoustic simulations were computed with the corre-
sponding time step adjustments.

These results were analyzed with point-based FFT techniques 
and complex 3D Reduction Order Models (i.e., Proper Orthogonal 
Decomposition (POD) and Dynamic Mode Decomposition (DMD)). 
These models have proved to be a reliable way to simplify complex 
phenomena and understand the effects of acoustic and hydrody-
namic modes [10,11]. These algorithms also provide information 
about the interactions between the spray, the acoustics and the 
flame, one of the largest issues in this kind of combustors [12]. 
Particularly, DMD is a robust tool to understand the couplings be-
tween the most relevant variables in LDI engines [13]. However, 
the decompositions must be performed in the whole chamber do-
main to obtain accurate representations of the acoustic modes, 
increasing notoriously the computational cost [13].

For this reason, a Helmholtz solver has been used to comple-
ment the analysis. LES computations are very useful to obtain de-
tailed information about the variables involved in the phenomena 
and how they interact with each other, but they do not explain the 
nature of the dominant frequencies if another model is not used 
[14,15]. These solvers can help identifying the presence of acoustic 
modes.

Both analysis tools were used to confirm the presence of hydro-
dynamic modes that affect the system (i.e., Precessing Vortex Core 
[16] and Vortex Breakdown Bubble) during the combustion, while 
one of the acoustic longitudinal modes was excited too.

2. Case setup and postprocessing techniques

2.1. Experimental combustor description

The chosen benchmark case was a confined atmospheric burner 
set up at the CORIA laboratory (CORIA Spray LDI burner). This facil-
ity is conformed by a combustion chamber, an exhaust nozzle and 
a plenum to uniformize the flow before getting into the cham-
ber. The dimensions of the chamber are 100 × 100 × 260 mm 
and a radial swirler of 18 vanes with an angle of 45 º is disposed 
at the inlet of the chamber to help the evaporation and mixture 
process of the fuel (n-heptane in this case.). More information 
about the experimental results used in this paper to validate the 
simulations can be found in [17,18]. In reactive conditions, exper-
imental velocity profiles for both phases at different axial stations 
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and OH contours were used. The initial aim of these experimental 
campaigns was to characterize the velocity distribution and prop-
erties for both phases, providing also useful experimental data that 
helped to explain and model numerically the ignition mechanisms 
in aeronautical spray burners [19,20]. However, pressure signals 
were recorded during the ignition sequences with a transducer po-
sitioned at the exhaust nozzle. In this paper, these signals recorded 
at 10 kHz were used to validate the direct noise computed using 
the fully compressible LES solver.

The work done in this paper was a continuation of the anal-
ysis performed in [21,22] for the non-reactive case, so the same 
operating condition was adopted (Tair = 416 K, ṁ f uel = 0.33 g/s, 
ṁair = 8.2 g/s, � = 0.61).

2.2. General equations and submodels

2.2.1. Governing equations
Compressible transport equations were used in the CFD calcu-

lations. The momentum and mass equations were:

∂ρ

∂t
+ ∇ · (ρū) = Ṡρ (1)

∂ρū

∂t
+ ∇ · (ρū ⊗ ū) = −∇ P + ∇ · σ̄ + ṠM (2)

where the viscous stress tensor (σ̄ ) was:

σ̄ = μ(∇ ⊗ ū + ∇ ⊗ ūT ) − 2

3
μ(∇ · ū)I (3)

Source terms in both equations (ρ̇ , ṠM ) were related to the evapo-
ration, the appearance of combustion products and the coupling of 
the spray. The transport equation of energy could be expressed as:

∂ρe

∂t
+∇ ·(ρūe) = −∇ ·(P ū)+∇ ·(ūσ)+∇ · J +∇ ·

(
Kt

C v
∇e

)
+ Q̇ S

(4)

where the energy transport due to the species diffusion ( J ) was:

J =
⎛
⎝∑

j

h jρDt −
∑

j

e jγ
K

C p

⎞
⎠∇Y j (5)

Contribution of each species to the specific enthalpy, internal en-
ergy and mass fraction (h j , e j , Y j) was considered. The conser-
vation of mass associated with each species could be generally 
expressed as:

∂ρ j

∂t
+ ∇ · (ρ j ū) = ∇ · (ρDt∇Y j) + ω̇ j (6)

Ideal gas law was used in these CFD simulations as the equation 
of state. Turbulent conductivity (Kt ) in Eqn. (4) and turbulent mass 
diffusion coefficient Dt in Eqn. (5), (6) could be expressed as:

Kt = K + C p
μt

Prt
(7)

Dt = νt

Sct
(8)

Both expressions depend on the turbulent Prandtl and Schmidt 
(Prt , Sct ) beyond the turbulent viscosity (μt , νt ). Their values were 
set to 0.7 in these calculations.

Regarding the governing equations of the liquid phase, the for-
mulation used here was identical to the one in [21]. Readers are 
referred to that paper to know more details about the Lagrangian 
formulation used.
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2.2.2. Turbulent combustion model
A detailed chemistry solver called SAGE [23] was used in these 

simulations. The details of this solver have been extensively de-
scribed in the bibliography, so only a summary of the main char-
acteristics has been reviewed in this section. Readers are referred 
to [23,24] to find more details about this model. SAGE solver uses 
the principles of chemical kinetics to compute all the reaction 
rates of the chosen mechanism at each cell of the domain every 
timestep. In this way, the source term related to the generation 
of every species (ω̇ j in Eqn. (6)) is computed before the transport 
equations, providing these data to the PISO algorithm. Thus, SAGE 
solver needed a mechanism file with all the elementary reactions 
to obtain an accurate solution for the species. These reactions were 
expressed in the modified Arrhenius format, whose forward reac-
tion rate was given by the expression:

ki, f = Ai T
βi exp

(−Ei

RT

)
(9)

where Ai is the pre-exponential factor, βi is the temperature ex-
ponent, Ei is the activation energy and R is the ideal gas constant 
of the reaction i. Reverse reaction rates were computed from the 
properties in a thermodynamic data file generated for n-heptane 
in CONVERGE.

Mechanism choice was a fundamental part to obtain reliable 
results with respect to the combustion phenomena. However, com-
putational cost became unaffordable for large mechanisms due to 
the time required to solve all the reaction rates for each elemen-
tary reaction. In this way, a Small Skeletal Mechanism with 28 
species and 57 reactions created through the ACR method in [25]
was used in this paper. This mechanism was optimized to recreate 
properly the flame propagation and the laminar flame speed.

2.2.3. Closure equations
Regarding the turbulence model, the Dynamic Smagorinsky LES 

sub-grid model [26] was used due to the accuracy that it showed 
for the most refined cases in other studies performed on this com-
bustor [21,27]. The sub-grid interactions between the chemistry 
and the turbulence were not modeled.

2.2.4. Spray submodels
All the spray submodels were nearly identical to the ones ex-

plained in [21], so only the most important differences will be 
presented here. TAB model [28] was adopted to deal with the 
atomization and breakup as it showed the best agreement with 
respect to the experimental measurements in the aforementioned 
study. In this case, the spray was a hollow-cone type with an 
external angle of 80º and a thickness of 8º, the droplet size distri-
bution was a Rosin-Rammler with a Sauter Mean Diameter (D32) 
of 31 μm and a width parameter (q) of 2.3.

An Eulerian-Lagrangian approach was used to track the droplets 
as parcels along the domain. These parcels gather droplets with 
similar thermodynamic properties (e.g., temperature, mass, veloc-
ity). A larger amount of parcels were used in this work (25 · 106

parcels/s) with respect the non-reactive paper (3 · 106 parcels/s) 
to preserve the amount of liquid per cell and avoid artificial dis-
tortions of the droplet drag with respect to the additional level of 
refinement used in this case.

2.3. Mesh strategy

A regular mesh made of orthogonal hexahedrons was used for 
the CFD computations. This software uses a sophisticated mesh-
ing technique where a cartesian grid is elaborated in first instance. 
Then, the grid is cut according to the geometry. Cells that inter-
sect with the surface may have arbitrary-sided polyhedra and can 
3

merge with the adjacent elements if their volume is lower than a 
certain threshold. Additional meshing techniques (e.g., fixed em-
bedding or Automated Mesh Refinement) were referenced from 
the base size depending on the level of desired refinement, being 
Lres = Lbase/2level . In these simulations, an atmospheric reservoir 
was appended at the outlet of the nozzle to avoid setting an un-
known acoustic boundary condition there. Base size was defined 
as a trade-off between the dissipation of the acoustic waves in the 
reservoir and the maximum refinement levels that CONVERGE can 
apply to obtain a suitable flame resolution (5-6 levels). Thus, the 
base size of the 3 LES performed on this sensitivity study was 8,10 
and 12 mm.

Fixed embedding was widely used in the setup of these cases, 
a refinement of 2 levels on all the plenum and the combustion 
chamber were applied to obtain a good resolution of the flow and 
adequate LES quality parameters. Furthermore, 5 levels of refine-
ment were used in the injection cone angle and the swirler to 
obtain a well-resolved flow in the injection plane and the lift-off 
region.

Regarding the Automated Mesh refinement, this grid control 
strategy was activated for the velocity and the temperature to 
obtain a fine resolution at the flame front regardless of its posi-
tion. Five levels of refinement were used for both variables. The 
sub-grid threshold values that activated the AMR refinement were 
Tsgs = 3.8 K, vsgs = 1.5 m/s and Nparcels = 80. The mesh size was 
limited to 20 million cells, but it was not achieved in any of the 
calculated simulations. Werner and Wengle law [29] was used in 
this case for the near-wall treatment. Boundary layer refinement at 
the plenum and the combustion chamber was defined using two 
layers of 3 levels of fixed embedding refinement.

The resultant meshes had an average size of 7, 9.5, 15 M re-
spectively. A scheme of the CORIA Spray LDI burner and all the 
strategies used for grid control can be observed in Fig. 1.

2.4. Numerical approach

Regarding the solver in the CFD calculations, equations related 
to the gas were solved in the compressible form, while the liquid 
was assumed to be in the incompressible regime. The propagation 
of the transport equations was done using a version of the PISO 
algorithm implemented in this software [30].

Regarding the combustion, computational cost would have been 
unaffordable if the solution of the ODEs had to be calculated for 
each cell of the domain. For this reason, a threshold temperature 
was defined to prescribe the presence of reactivity (600 K), while 
the adaptive zoning for temperature and reaction rate was used to 
compute the reaction rates of the species in bins of cells.

Time step was controlled using the CFL criteria. Convective 
(u 
t


x ) and Mach (c 
t

x ) numbers were modified during the sim-

ulations and restricted consequently the value of the increment 
of time per iteration. During non-reactive and combustion simu-
lations, the aforementioned criteria were set to 1 and 50 respec-
tively, the first one being the most restrictive value. A common 
time step was between 1.5 − 2.5 · 10−6 s for the finest case. CFL 
criteria had to be adjusted in order to properly capture the prop-
agation of the acoustic waves during acoustic simulations. For this 
reason, the Mach criterion was set to 1 during the last part of the 
numerical campaign. The resultant time steps were 1 − 2 · 10−7 s
for the case with a base size of 8 mm.

2.5. Simulation time-schedule strategy and boundary conditions

First, a gaseous simulation was calculated to initialize the ve-
locity fields of the system and stabilize the coherent structures of 
the flow before the start of the injection. Base size was 12 mm in 
this simulation and no AMR was used, the whole grid was scaled 
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Fig. 1. Scheme of the CORIA Spray LDI burner with all the fixed embedding, AMR regions and boundary layer refinements used. Simulated operating conditions were 
ṁair = 8.2 g/s, ṁ f uel = 0.33 g/s, Tair = 416 K and T f uel = 350 K.
to 2−1 the first 50 ms to speed up the calculations. Injection cone 
refinement began just before the first drops came into the cham-
ber (145 ms).

Then, the non-reactive simulation was launched from a map 
of the main variables obtained from the gaseous calculation. AMR 
was activated and the sub-grid adjustments were set like in [21]
except for the base size, which was larger (12 mm). This size was 
defined to reduce the computational time required to obtain a rich 
enough equivalence ratio field to ignite the system.

Combustion began at 470 ms with the map obtained at the 
end of the non-reactive simulation. A new base size and fixed 
embedding refinements were defined according to the informa-
tion provided in Sec. 2.3. Ignition was provoked using a sphere 
of energy with center in [0,0.04,0.03] m and a radius of 0.01 m. 
The energy applied was 100 J and the maximum temperature that 
it could achieve was clipped to 2000 K, the source was activated 
during 3 ms (472-475 ms). All the fixed embeddings were applied 
from the beginning and a general coarsening of the mesh was ap-
plied again using the grid scale from 470 ms to 600 ms in order 
to stabilize the conditions in the chamber (e.g., overall equivalence 
ratio, global heat release, maximum temperature). After that, the 
grid scale was removed and the AMR was activated. The reactive 
flow had 25 ms to get used to the final mesh strategy. Mean and 
RMS results were averaged for the next 100 ms before the acous-
tic simulation. Finally, acoustic cases were calculated after ensuring 
the convergence and the stabilization of the flame during the next 
20 ms. An overview of the strategy followed in the simulations can 
be observed in Fig. 2. The computational cost of the reactive and 
thermoacoustic simulations for the three meshes can be found in 
Table A.1 of the Appendix.

Surfaces were gathered in different groups depending on the 
type of boundary condition that was applied. These groups can be 
observed in Fig. 3. In this way, an inlet condition with ṁair = 8.2
g/s and Tair = 416 K was defined at the inlet surface of the 
plenum. Plenum and swirler walls had a no-slip velocity condi-
tion associated, the temperature was set at 387 K for both flow 
conditions. Chamber walls in reactive regime had identical bound-
ary conditions but their temperature was 1000 K to enhance the 
evaporation of the droplets. This condition was already used in 
other simulations of this combustor with reasonable results [20]. 
Regarding the reservoir boundary conditions, atmospheric pres-
sure was prescribed at the outlet, while the velocity profile was 
4

Fig. 2. Time-schedule and strategy followed in the simulations of the CORIA Spray 
LDI burner.

Fig. 3. Computational domain and boundary conditions used for the simulations of 
the CORIA Spray LDI burner.

assumed to be fully developed using a zero-normal velocity gradi-
ent for both flow regimes (non-reactive and combustion). The rest 
of the reservoir surfaces were assumed to behave like a wall for 
non-reactive flow, while they were changed to the aforementioned 
outlet condition during the combustion simulations due to the ex-
pected expansion of the exhaust jet.
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2.6. Modal decomposition techniques

As explained in the introduction, modal decomposition tech-
niques have proven to be a reliable method to extract relevant 
dynamic data from complex flow that involve multifactorial phe-
nomena. The methodology followed to perform Proper Orthogonal 
Decomposition (POD) and Dynamic Mode Decomposition (DMD) 
from the 3D snapshots collected during the thermoacoustic simu-
lations was identical to the one in [22,31].

The analysis was performed from 400 snapshots computed dur-
ing 20 ms with a sampling frequency of 20 kHz (constant 
t of 
0.05 ms between the snapshots). The variables used for the de-
composition were the fuel mass fraction (YC7H16 ), the mass fraction 
of OH (YOH), the instantaneous axial velocity (W) and pressure (P). 
These magnitudes were chosen due to their relevance on the com-
bustion, the hydrodynamics and the acoustics of the system.

2.6.1. Data preconditioning
The implementation of both algorithms in this case were based 

on the Singular Value Decomposition (SVD) of an input matrix that 
represents the temporal evolution of a variable of interest related 
to the flowfield. This algorithm is a matrix factorization that tries 
to generalize the eigendecomposition for a rectangular matrix [32]. 
The general expression for this decomposition is:

V = U�W T (10)

Where U and W are related to the left and right singular eigenvec-
tors, which are stored on the columns of each matrix respectively. 
The number of rows of these matrices is determined by the num-
ber of cells in the included domain (M), while the number of 
columns is equal to the number of snapshots (N). � represents 
a diagonal matrix where its terms are already ordered according 
to their magnitude, so σ1 ≥ σ2 ≥ . . . ≥ σN . The interpretation of 
these matrices changes according to the postprocessing technique, 
so it will be explained on the particular subsections of POD and 
DMD.

A matrix that expresses the temporal evolution of the flowfield 
must be gathered before applying the SVD decomposition (V ). This 
matrix can be represented as:

V = [v̄1, v̄2, . . . , v̄ N ] (11)

Where v̄ N is the column vector of the N snapshot that contains 
the information of the spatial flowfield. However, the AMR gener-
ated a mesh that varied on each instant of time, so an additional 
processing of the data was required to interpolate the data to a 
static mesh that could provide a coherent V matrix.

First, a set of one million cells was randomly chosen in the 
combustion chamber for the instant of time with the most refined 
mesh. This number of cells was determined in previous works to 
be enough to determine the dynamics of the flowfield without 
having a large computational cost. Then, the cells that were closest 
to the centroids of the reference mesh were identified for all the 
instants of time. If the euclidean distance between the reference 
centroid and the new one was lower than 1 mm, the new values 
were assigned to the reference centroid. If not, a “NaN” was listed 
for the cell value in the vector column related to that instant of 
time. Finally, the rows of the V matrix that contained “NaN” val-
ues or whose centroid position was larger than an axial threshold 
(60 mm in this case) were removed from the matrix. In this way, a 
compact matrix with non-infinite terms related to centroids where 
the most relevant dynamic phenomena take place could be gener-
ated.

After this, the possibility of removing the temporal mean of the 
snapshots on each cell was assessed. On one hand, POD tries to 
5

find a deterministic function that best approximates a zero-mean 
stochastic process [33]. The snapshots gathered in the V matrix 
were considered as random realizations of the phenomena and the 
POD modeled these fluctuations. Thus, the temporal average of the 
V matrix had to be removed before applying the POD technique.

On the other hand, DMD does not necessarily require to remove 
the temporal mean [34]. However, Towne et al. [33] remarked that 
performing the DMD on zero-mean matrices in stationary flows 
could be useful to mimic the zero-growth rate property of the 
Koopman modes. In the end, DMD tries to offer an approximate 
solution of this linear operator, so it could be interesting to con-
sider it in this statistically stationary flow.

It was observed that the POD/DMD modes offered a better re-
semblance of their spectral behavior when the temporal mean was 
removed from the original V matrix in both cases, so this addi-
tional preconditioning was applied before performing any modal 
decomposition.

2.6.2. POD
Proper Orthogonal Decomposition reduces the flow in a set of 

spatially-orthogonal modes that capture the maximum amount of 
energy related to the oscillations of a relevant variable of the flow 
field (e.g., pressure or velocity) in a certain number of modes. The 
purpose of this technique is the identification of a finite set of de-
terministic shape functions that contain most of the energy in the 
domain. In this way, reduced order models of a complex flow could 
be derived from a truncated series of modes. In this case, the gen-
eral expression for retrieving a random snapshot of the flow would 
be:

ξ(x̄, t) − ξ̂ (x̄) =
N∑

i=1

�i(x)ai(t) (12)

Where is ξ is referred to the variable of the flowfield, .̂ is the 
temporal average, �i(x) is the spatial distribution of the mode i
and ai(t) are the temporal coefficients associated to that mode.

From a practical point of view, a snapshot POD implementation 
based on the SVD decomposition of the preconditioned V matrix 
has been used. All the required information for performing this 
modal analysis can be directly retrieved from the matrices U , �
and W T of Eqn. (10). The columns of U are related with the spatial 
distribution of the modes along the domain (�i (x) of Eqn. (12)), 
while the temporal coefficients of each of them (ai(t)) can be ob-
tained from the rows of the resultant matrix �W T .

One of the main advantages of this technique is that it offers an 
automatic ranking of their relevance through the single values con-
tained in �. However, the modes are not temporally orthogonal, so 
several frequencies can be contained in the temporal evolution of 
the ai(t) coefficients.

Thus, the resultant singular values of the decomposition offer a 
quantifiable parameter to assess the number of modes required to 
model a certain amount of the total energy. A Pareto chart show-
ing the accumulated energy and the contribution of each of them 
(σi/ 

∑N
i=1 σi) has been obtained for the variables of interest in 

Fig. 4.
A relevant amount of accumulated energy on the first modes 

would be observed if some dominant behavior in the chamber ap-
pears. Some of these modes should also show a discontinuity in 
their energy with respect to the rest to prove their relevance. How-
ever, the amount of energy retrieved on the first modes is usually 
much lower in turbulent flames than in laminar applications due 
to the complexities of the flow. A relevant proportion of the total 
energy was contained in the first 10 modes (10-22.5%) of Fig. 4 for 
all the variables, so the temporal coefficients associated to these 
modes were analyzed in Sec. 4.2 consequently. The largest discon-
tinuities in the unsteady energy per mode were also observed for 
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Fig. 4. Pareto chart showing the accumulated energy and the mode contribution for the 20 first modes in the 8-mm case.
the first 5 modes of the variables of interest (particularly in YC7 H16

and P ). Thus, the spatial structures of these modes were analyzed
in Sec. 4.2 to see if any insightful physical phenomena could be 
associated. OH mass fraction and axial velocity were more trans-
port dominated, even if the total amount of energy retrieved in the 
first 10 modes for the latter was larger and some coherent spatial 
structures could still be retrieved.

2.6.3. DMD
Dynamic Mode Decomposition technique is similar to the pre-

vious one but, instead of decomposing the flow into a set of 
spatial orthogonal basis that maximize the amount of captured 
energy, it looks for the dynamic content associated to a certain 
frequency and growth rate. The algorithm was originally elabo-
rated by Schmid [35] and the implementation used in this work 
was based on [36].

This technique tries to establish a linear relation (A) between 
the flowfield snapshot v̄ i and the next instant of time v̄ i+1, as it 
can be observed in Eqn. (13). V N

2 expresses the snapshot matrix 
from v̄2 to v̄ N , while V N−1

1 was the one from the first snapshot to 
N − 1.

V N
2 = AV N−1

1 (13)

Performing a Singular Value Decomposition like the one in Eqn. 
(10) with the matrix VN−1

1 and rearranging the resultant expres-
sion, a self-similar matrix ( S̃) can be obtained:

S̃ � U T V N
2 W �−1 = U T AU (14)

The eigenvalues of this matrix are identical to the ones in A, but 
in a reduced array that is faster to solve. The spatial distribution of 
6

these DMD modes (�) can be obtained projecting the eigenvectors 
of S̃ , gathered in matrix Y , into U:

� = U Y (15)

After that, amplitudes must be recovered from the normalized spa-
tial distribution of the modes choosing the first snapshot of the 
flow (v̄1). Thus, the resultant expression for the amplitude vector 
(α) is:

v̄1 = �α (16)

α = �−1 v̄1 = Y −1U T v̄1 (17)

Even if DMD is not specifically intended for reduced order mod-
els due to the low amount of energy content captured for each 
frequency, the information of the V matrix after k instants of time 
can be reconstructed using the temporal behavior contained in the 
eigenvalues of the mode (λi):

V (x, tk) =R

{
N−1∑
i=1

�i(x)αiλ
k−1
i

}
(18)

Where R is the real part of the expression. The single frequency 
associated to each of the modes ( f i ) can be deduced from their 
eigenvalues:

f i = ωi

2π
= �{lnλi}

2π
tDM D
(19)

Where � denotes the imaginary part of the eigenvalue and 
tDM D

is the constant time step between snapshots. However, one of the 
main drawbacks of this algorithm is that the resultant modes are 
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Fig. 5. Convergence trends of the Frobenius norm when additional modes are added 
to the DMD reconstruction. Straight lines: 8-mm case. Dashed lines: 12-mm case.

not classified according to the relevance of their dynamic content. 
An additional criterion is required to rank the relevance of these 
modes, Kou & Zhang [37] method was used in the previous works 
of the authors with satisfactory results. Hence, the same criterion 
was used in this numerical campaign. The expression for the rele-
vance of each mode (Ei) is:

Ei =
N∑

k=1

|αiλ
k−1
i |‖�i‖2

F 
tDM D (20)

Where ‖.‖F is related to the Frobenius norm. DMD offers a finite-
dimensional approximation of the Koopman operator in nonlinear 
systems, like the one solved in these CFD simulations, with a cer-
tain margin of error. This approximation is valid when the consid-
ered set of linearly independent instants of time is large enough to 
express the next one as a linear combination of the previous ones 
[35]. Thus, it is reasonable to think that a convergence plot should 
be elaborated to see how the addition of new modes (i term in 
the Eqn. (18)) can affect the reconstruction of the V matrix. If the 
nonlinear behavior of the system could be expressed in a finite-set 
of DMD modes, it should be observed that the Frobenius norm ex-
pressed in Eqn. (21) flattens for the addition of the response of 
more modes.

100

∥∥∥V N−1
1 −R

{∑N−1
i=1 �i(x)αiλ

k−1
i

}∥∥∥
F∥∥∥V N−1

1

∥∥∥
F

(21)

Where k ∈ {1, . . . , N} and it is related with the snapshot index. 
The convergence trends for all the considered variables in both 
thermoacoustic cases (with 8- and 12-mm base size) were rep-
resented in Fig. 5.

It can be observed in this figure that the error of the approx-
imation of the flow behavior with a linear operator was substan-
tially reduced after considering the reconstruction with the first 
100 modes. The error reduction flattens for all the variables from 
the 150 mode to the 300, while the error progressively became 
negligible for the last segment. It could be concluded that the 
error became well bounded from the mode 200, approximately 
achieving the linear independence from that point. Then, the 400 
snapshots considered in this paper were enough to approximate 
the behavior of the nonlinear system with the DMD hypothesis.

3. Numeric results: validation of reactive simulations

3.1. Mesh quality

LES turbulent models solve all the eddies in the flow larger 
than a certain threshold, the smallest turbulent structures that 
7

Fig. 6. LES quality index of the resolved TKE for the 8-mm case.

fall below that value are calculated with a sub-grid model. Thus, 
a quality criterion assessment is required to see which turbulent 
scales can be solved. The turbulent kinetic energy criteria formu-
lated by Pope [38] was used in this case. It is the ratio of the 
resolved turbulent kinetic energy (T K E R ) with respect the total 
value (T K E SG S + T K E R ), where T K E R was derived from the fluc-
tuations of the components of the velocity (T K E R = 1/2(U 2

RM S +
V 2

RM S + W 2
RM S )). LES results are generally accepted for any mesh 

that shows consistent quality values above 0.8. In this case, the res-
olution of the turbulent kinetic energy seemed to be nearly ideal 
(close to 1), as it can be seen in Fig. 6. Quality values tended to 
0 close to the swirler walls due to the lack of fluctuations as the 
flow approached the no-slip velocity condition. The computation of 
this parameter was also performed for the coarsest cases to ensure 
that this quality criterion stayed above this threshold.

3.2. Velocity profiles of the gaseous phase

The results of the carrier phase were compared with the PDA 
measurements along the different stations where the experiments 
were performed [17]. The agreement of the numerical results with 
respect the experiments was acceptable according to the compari-
son shown in Fig. 7. RMS results perfectly matched the experimen-
tal results for both velocity components, proving the suitability of 
the grid size for capturing these fluctuations. The resultant pro-
files decreased downstream due to the dissipation of the turbulent 
structures generated close to the injection plane by the swirler. 
However, the magnitude of the perturbations and their profile re-
mained nearly constant for all the axial stations. The expansion 
of the flow and the energy transfer from the liquid phase to the 
hydrodynamics led to higher turbulent intensity values that re-
quired a longer distance to dissipate. However, the divergence of 
the numerical results regarding the experimental measurements 
increased with the base size. A plausible explanation could be that 
the subgrid contribution to the result was not included in the RMS 
value. Hence, the intensity of the resolved turbulence was more 
underestimated in the coarsest mesh than the others.

Regarding the mean velocity components of Fig. 7, the maxi-
mum value of both velocity components increased with respect to 
the non-reactive regime [21] due to the aforementioned expansion 
in reactive conditions. The peak associated to the swirl jet was still 
captured properly, even if the magnitude was slightly underesti-
mated with respect to the experimental value. The width of the 
jet and the presence of a central recirculation region was still well 
reflected. However, the magnitude of the recirculation velocity in 
the central region was clearly overestimated, decreasing the differ-
ence as the refinement in the injection cone increased (0.375 mm, 
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Fig. 7. Mean and RMS velocity components of the carrier phase. Experimental results (exp) [17] compared with respect to the numerical ones with a base size of 8, 10 and 
12 mm (num - 8 mm, num - 10 mm and num - 12 mm respectively).

Fig. 8. Mean and RMS velocity components of the liquid phase without separating the statistics according to the diameter of the droplets. Experimental results (exp) were 
compared with respect to the numerical ones with a grid base size of 8, 10 and 12 mm.
0.3125 mm and 0.25 mm respectively). Regarding the tangential 
velocity, the velocity profile reflected the clockwise rotation of the 
flow and the increment of the maximum value due to the ther-
mal expansion. Numerical results tended to the experimental ones 
when the grid was refined.

3.3. Velocity profiles of the dispersed phase

Regarding the dispersed mesh, the adjustment of the parame-
ters of the spray was already done in the previous work of the 
authors [21]. The convergence of the velocity trends was assumed 
due to the elevated amount of injected parcels and the long time 
spent for averaging. First, the numerical velocity profiles at the dif-
ferent stations were compared with respect to the experimental 
results without separating the statistics in different groups of di-
ameter bins in Fig. 8. The outer angle of the injection cone and 
8

the velocity peak seemed to be slightly underestimated according 
to the comparison. The lower magnitude observed in the veloc-
ity peak of the carrier phase probably had a relation with this fact. 
However, the fitting seemed to be nearly perfect close to the injec-
tion plane and the observed deviations in the far-field were within 
the acceptable margins compared to other simulations done in this 
combustor [39].

Another interesting aspect that could be observed in these re-
sults was that the RMS components were underestimated for all
the velocity components. Sauter Mean Diameter was clearly over-
estimated in all the axial stations (Fig. 9), most of the parcels had a 
characteristic diameter larger than expected. This fact irremediably 
influenced the intensity in the fluctuations of the velocity due to 
the reduced sensitivity that large parcels had with respect to the 
motion of the flow. The presence of these large numerical droplets 
could be related to the absence of a boiling model that comple-
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Fig. 9. Sauter Mean Diameter of the numerical parcels at different axial stations 
where the experimental data were recorded (exp).

mented the evaporation model. The change of the radius of the 
droplets was only modeled until the droplet temperature achieved 
the boiling point. A further droplet size reduction would have been 
obtained if this model had been activated and the estimated SMD 
would have been probably improved. However, the correspondence 
of these results with respect to the experimental measurements 
was good, so the simulation setup was accepted. This possibility 
will be studied in future works.

3.4. OH contours

This stabilized flame configuration was already studied in [39,
40]. However, a correct resolution of the combustion and a sta-
bilization of the numerical flame was required to calculate the 
acoustic simulation. Thus, the numerical OH contours obtained 
along the central plane were compared with respect to the mea-
surements done with the OH-PLIF in the aforementioned works of 
the literature. Mean and RMS were obtained using both method-
ologies. Regarding the experimental part, it was computed from 
1000 images, reader is referred to [17] to know more about these 
measurements. The numerical statistics of this radical were com-
puted during 100 ms as it has already been mentioned. The results 
of the three LES were compared in Fig. 10 to assess the effect of 
the resolution on the computation of this species.

Numerical mean flame was nearly identical to the experimental 
one regardless of the mesh resolution. Despite this, some differ-
ences could be observed between them. All the cases were capable 
of properly reproducing the M-shape of the flame, reflecting its lift 
perfectly. However, the penetration of the swirl jet increased with 
the mesh resolution. This was probably related to the overestima-
tion of the axial recirculation velocity of the carrier phase (Fig. 7) 
in the Central Toroidal Recirculation Zone (CTRZ). The numerical 
dissipation of the swirl jet could have influence on the reduction 
of the internal black regions too. Furthermore, the largest width in 
the central region of the flame was obtained for the coarsest mesh 
and progressively decreased with additional refinement. These in-
termediate values were related to the burnt gases that contain OH 
traces [40]. The numerical diffusion that the coarse mesh induced 
in the solution spread the hydroxyle radicals, generating a wider 
flame region than expected. Furthermore, the mass fraction of OH 
on both flame brushes was maximum close to the wall. The high-
9

est intensities in the contour were related to the post-flame front, 
where relevant reactivity rates take place. The lack of resolution in 
the flame front probably led to increase the region that contained 
a large mass fraction of this radical.

RMS values did not properly correspond with the experimen-
tal contour. Both had a similar shape but the tips of the contour 
seemed to be far away from the wall, even if it slightly improved 
for the 8-mm case. A plausible explanation could be that a wider 
part of the domain with a finer resolution was required to capture 
properly the fluctuations of the flame close to the combustor wall. 
However, the maximum resolution was determined as a trade-off 
between the computational cost and the accuracy of the results, as 
it has been previously remarked in this section. Furthermore, no 
thermoacoustic instabilities were present, so the oscillations in the 
heat release were not expected to generate a feedback mechanism 
with the pressure perturbations.

Finally, the numerical estimation of the lift-off height was com-
pared to the experimental one (see Fig. 11) to see if the stabiliza-
tion point of the flame was properly assessed. All the cases un-
derestimated the lift-off height but the match of the most refined 
case was reasonable. Lift-off height is a multifactorial problem that 
depends on several parameters like the local velocity of the car-
rier phase, the mixture fraction, or the interaction between the 
droplets and the flame. Large recirculation velocities in the 12-mm 
case could have induced larger slip velocities on the droplets and 
consequently larger shear stresses acting on these particles, en-
hancing the evaporation and mixing of the dispersed phase. Thus, 
local inflammable conditions could have been achieved closer to 
the injection plane, reducing the height of the stabilization point 
of the flame.

4. Combustion noise analysis

The results of the modal analysis and the frequency distribution 
of the monitor signals were presented in this section to under-
stand the acoustics, the combustion and the hydrodynamics in this 
chamber.

4.1. FFT results

This section shows the results obtained for the signal analy-
sis performed from the monitor points of the acoustic simulation. 
As it has already been explained, these cases consisted in elon-
gating the computations of the previously stabilized flame during 
20 ms with the corresponding adjustments of the time step. One-
dimensional punctual signals were collected along a 2D grid in the 
XZ plane using 115 lines from 0 to 230 mm with a separation 
of 2 mm. The separation between the monitor points in each line 
was 2 mm. Thus, 5750 probes were positioned along the domain 
to record the pressure signals. The signals were recorded with a 
sampling frequency of 100 kHz. Furthermore, additional positions 
were monitored (i.e., plenum, swirler, exhaust nozzle) to compare 
with the experimental results and find more information about the 
dominant modes in the system. These results can be observed in 
Fig. 12.

The Fast Fourier Transform of the signals was performed to an-
alyze the frequency content with the maximum resolution (
 f =
50 Hz) along the locations of the chamber. The experimental one 
was recorded at the exhaust nozzle with a sampling frequency of 
10 kHz during 0.7 s, obtaining a 
 f of approximately 1.43 Hz. 
These pressure oscillations were recorded from the ignition until 
the stabilization of the flame, so a spectrogram of the experimen-
tal signal was computed to see if any variation of the dominant 
frequencies was produced over time. It was observed that the in-
tensity of the dominant peaks was fully stabilized from 0.2 s, so 
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Fig. 10. Comparison of Mean and RMS OH contours between all the numerical (num) and the experimental measurements (exp) [17]. The maximum Y O H was 0.024 in these 
contours, while the minimum was null. The size of the experimental image was 94 × 94 mm.
Fig. 11. Comparison along the central axis of the burner between the numerical Y O H

and the experimental results (exp) to assess the accuracy of the computed lift-off 
height. The numerical results are plotted between [0,0,0] mm and [0,0,94] mm.

the first 2000 points were not considered in the FFT postprocess-
ing.

Despite this, the difference in resolution between the experi-
mental and the numerical signal was too large. For this reason, the 
experimental signal was divided in segments of 20 ms where the 
DFT was computed. Finally, those frequency distributions were av-
eraged to obtain a representative spectrum with the same 
 f as
the simulations.

The units of the experimental pressure oscillations, or even if 
the signals were amplified with a certain factor, were not known 
in this case, so the spectral content in both cases was normalized 
with respect to the maximum peak to be able to compare them. 
Three dominant peaks could be observed in the experimental sig-
nal: 300 Hz, 450 Hz, and 1200 Hz. These dominant peaks could 
correspond to hydrodynamic phenomena already observed in [21]. 
Particularly, the dominant frequency at 300 Hz could be related to 
the presence of a Vortex Breakdown Bubble of the Central Toroidal 
Recirculation Zone, while the 1200 Hz was nearly identical to the 
dominant frequency of the previously observed Precessing Vortex 
Core. The 450 HZ experimental peak could not be identified in the 
numerical simulations and its nature could not be determined. De-
spite this, the 300 Hz numerical peak at the Position 6 seemed to 
appear also for other probes in the domain, so further investiga-
tion of this mode was required to understand its nature.
10
The mismatch in the peak amplitudes at probe 6 with the ex-
periments could be due to several reasons. Agostinelli et al. [41]
proved that the heat transfer modeling through the combustor 
walls was a relevant aspect to accurately recover the thermoa-
coustic behavior of a premixed chamber. CHT simulations could be 
recommended for this type of cases, but they require detailed ex-
perimental simulations and a large computational effort that were 
out of the scope of this paper.

Another important factor could be the resolution at the flame 
front. Silva et al. [42] remarked that a plausible explanation for the 
difference of the numerical global heat release and the pressure 
frequency distributions that they observed when the mesh refine-
ment was varied could be the lack of resolution for the smallest 
turbulent scales at the shear layer. This could affect the generation 
of the largest coherent scales in the chamber, and consequently 
the combustion and acoustic fields. In this case, the relevance of 
the hydrodynamic peaks seems to be affected by the mesh resolu-
tion, so this could be also a possible explanation for this case.

Finally, the complexity of properly measuring these phenomena 
experimentally should also be considered. The pressure transducer 
was located at the exhaust nozzle with a copper duct attached to 
the wall to avoid the direct interaction of the exhaust gases with 
the sensor. The numerical amplitude of the dominant frequencies 
were 120 Pa, 38 Pa and 7 Pa respectively for the 300, 1200, 2000 
Hz modes respectively. Thus, it is reasonable to think that any 
small damping effect that the duct could be inducing is going to 
notoriously affect the presence of the experimental hydrodynamic 
peaks in the frequency distribution. This is the most plausible ex-
planation to justify the amplitude mismatch on those frequencies.

The FFT of the signal computed at probe 1, which was posi-
tioned at the plenum, showed a single dominant frequency at 300 
Hz. This peak was identical to the one observed in the compar-
ison with respect to the experimental results. The plenum made 
the flow uniform before getting into the domain, so no hydrody-
namic modes should have appeared in this region. Thus, this mode 
was also related to the acoustic motion that propagated from the 
chamber to the inlet, more details about this mode and its nature 
will be studied in subsequent sections of the paper. Regarding the 
second position, the probe was placed inside the swirler channel, 
so a larger energetic density was found in this narrow space.

The monitor point was close to the origin of the PVC, so its 
effects were captured in the dominant frequencies of the signal. 
Monitor point number 3 was positioned in the outer shear layer of 
the swirl jet. PVC is originated due to the precession of the CTRZ 
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Fig. 12. FFT of the pressure signals computed in the chamber. Sampling frequency was 100 kHz and they were recorded during 20 ms (
f = 50 Hz). The black line in position 
6 is the experimental frequency distribution. Position 1: plenum [0,0,−50] mm, Position 2: swirler [0,8,−5] mm (not in this plane but added for illustrative purpose),
Position 3: swirl jet [15,0,10] mm, Position 4: corner recirculation zone [45,0,10] mm, Position 5: combustor [0,0,120] mm, Position 6: exhaust nozzle [40,0,310] mm.
that interacts with the shear layer of the swirl jet and generates 
helical coherent flow patterns that propagate in the chamber. Thus, 
this probe was perfectly positioned to detect the influence of the 
PVC. First, second and third harmonics appeared for both refine-
ments, showing another evidence of the existence of this pattern 
for the CORIA Spray LDI burner in reactive conditions. Furthermore, 
the local effects of the hydrodynamic modes in the pressure oscil-
lations were confirmed analyzing the signals obtained in probes 
4 and 5. The dominant frequencies associated to the second and 
third harmonic of the PVC nearly disappeared for the 4th probe, 
while only the dominant peak associated to 300 Hz was relevant 
in the graph of the 5th one.

Besides this, the narrowband nature of the hydrodynamic phe-
nomena can also be observed in the frequency shift of the domi-
nant frequency associated to the Precessing Vortex Core depending 
on the monitor location (1100-1200 Hz).

4.2. POD

Proper orthogonal decomposition was obtained from the vari-
ables previously mentioned to find more information about the 
interactions that exist between them. As it can be observed in 
Fig. 13, only the temporal coefficients of the first 10 modes were 
represented.

Fig. 13 first column showed that multiple dominant frequen-
cies appeared for the fuel mass fraction. Modes �1 and �2 had 
a dominant frequency at 1100 Hz that was associated to the ap-
pearance of PVC. Thus, this hydrodynamic mode seemed to play 
a relevant role in the mixture of the fuel mass fraction with the 
gaseous phase in reactive conditions. Furthermore, it was observed 
in [21] that these modes usually appeared in pairs. In this case, 
11
similar hydrodynamic structures seemed to appear during com-
bustion. However, there was a remarkable difference in the results 
depending on the mesh refinement. �3 had a dominant peak at 
300 Hz for the case with a base size of 8 mm, while it seemed 
to vanish for the coarsest case. The spectral content of the modes 
�4−5 coincided with the dominant frequencies seen for �3−4 of 
the coarsest mesh, so the aforementioned mode could not be re-
covered in this case. Thus, hydrodynamic modes and their cor-
responding frequencies were properly captured for both meshes, 
while the effect of the 300 Hz was damped in the coarsest mesh. 
The numerical dissipation effects of the largest mesh could be pro-
moting this behavior.

The relevance of the frequency associated to the PVC mode 
changes between both mesh refinements for the OH mass frac-
tion. It could be observed that it became dominant in �4−5 for the 
coarsest mesh. Lack of resolution in the flame front could have led 
to a miscorrelation in the reactivity of the shear layer that gave 
additional relevance to the PVC in the combustion behavior. De-
spite this, it can be observed that this frequency slightly influences 
the mass fraction of OH for the most refined case, affecting several 
modes.

Regarding the FFT of the temporal coefficients associated to the 
pressure modes, the resultant behavior was expected (see Fig. 13
third column). In the end, the pressure oscillations take into ac-
count the acoustic and the hydrodynamic part, so all the dominant 
frequencies of the pressure signals collected in the cells close to 
the injection plane were expected to belong to one of them. First, 
second and third PVC harmonics (1100 Hz, 2100 and 3150 Hz) 
were present for �2−3, �5−6, �7−8, while the highest harmonics 
disappeared for the coarsest case. The relevance of the acoustics in 
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Fig. 13. FFT of the temporal coefficients of the first 10 POD modes obtained, the frequency resolution is 50 Hz.

Fig. 14. Spatial distribution of the modes �1−5. Blue color represents the percentile 2% of the energy distribution of the real values in the mode, while the red one is the 
percentile 98%. (For interpretation of the colors in the figure(s), the reader is referred to the web version of this article.)
the temporal evolution of the modes associated to the most refined 
mesh was proven again in the modes �1 and �4 of this variable.

Finally, dominant modes of ai(t) for the axial velocity were 
identical regardless of the base size. Besides low-frequency content 
associated to the turbulence, the dominant frequency of the PVC 
appeared, showing that this dynamic phenomena was involved in 
all the processes of mixing and stabilization of the flame.

Spatial distributions of the first five modes of YC7 H16 , P , and 
W were represented in Fig. 14. It could be observed that pressure 
and fuel mass fraction were still correlated in reactive conditions 
through the hydrodynamic coherent structures. Modes �1−2 of 
YC7 H16 showed a single helical structure that matched the shape 
of a typical PVC. Furthermore, both modes were shifted π/2 from 
each other, confirming that these modes usually appear in pairs 
with a certain phase lag between them. Similar structures were 
observed in modes �2−3 of pressure. This also happened for the 
harmonics of the PVC, showing double helical structures shifted 
12
π/2 at �3−4 of YC7 H16 and �5−6 of P. Another interesting structure 
was the one of �2 in the fuel mass fraction row, the spatial distri-
bution contains the swirl jet and the central recirculation zone of 
the flow, so it could be associated to the Vortex Breakdown Bub-
ble. Similar structures could also be observed in �1 and �4 of 
the pressure. Regarding the spatial distribution of the axial veloc-
ity modes (see last row in Fig. 14), same kind of helical structures 
could be observed in �2−5, while a state similar to the Vortex 
Breakdown Bubble was still observed for �1. However, these struc-
tures seemed to extend along a wider range of the domain than for 
the other two variables. The thermal expansion of the flow velocity 
in reactive conditions was probably related to this fact.

Finally, the influence of the mesh resolution in the representa-
tion of these phenomena through POD was illustrated in Fig. 15. It 
could be observed that an helical coherent structure was captured 
for the �5 mode of Y O H in the coarsest mesh, while no structures 
could be distinguished in the most refined one. Lack of resolution 
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Fig. 15. Spatial distribution of the �5 mode of Y O H , �1 mode of P , and �2 mode 
of YC7 H16 to see the effect of the refinement.

Fig. 16. Normalized phase portrait for the temporal coefficients associated to the 
different pressure POD modes (ai ), where i denotes the mode number. The nor-
malization was performed using the maximum absolute value of both temporal 
sequences.

probably enhanced the diffusion of the OH radicals that entered 
in contact with the hydrodynamic structures, capturing the PVC. 
OH is a species that is generated fast in the flame front but it 
also disappears early: if the resolution on the flame front was in-
creased, the region of the space where this radical was generated 
and destroyed became thinner, becoming more difficult to recover 
coherent structures.

Furthermore, �1 mode of pressure was also compared between 
both meshes. A distorted VBB was recovered for the case with a 
base size of 12 mm, while a shorter coherent structure could be 
observed for the same mode in the most refined case. A constant 
number of cells was chosen to calculate the POD and the DMD re-
gardless of the mesh size. For this reason, the probability of choos-
ing a large amount of nearby cells that do not properly capture 
the extent of the mode increases with the mesh size. However, the 
main hydrodynamic structures could be distinguished using one 
million cells, even for the most refined cases. Despite the local 
distortion that could be obtained for a particular mode like this 
13
one, most hydrodynamic modes were unambiguously recovered for 
both meshes, as it can be observed in the �2 mode of YC7 H16 in 
Fig. 15.

Finally, POD modes are a mathematical projection of the flow 
energy in a finite set of modes. The physical interpretation of these 
modes is always going to have a subjective component [43], even 
if it is supported on several objective parameters like the modal 
energy plot or the comparison of the spatial structures with the lit-
erature information. Another representation that could be useful to 
understand how the modes interact with each other are the phase 
portraits of the temporal coefficients associated to the modes. If 
the scatter plot of the normalized instantaneous values associated 
to one mode with respect to other tends to describe a Lissajous 
figure of a circle, it means that these signals have a periodic be-
havior with a π/2 phase between them, while an eight-like form 
could indicate an harmonic relation [44].

According to the previous description, Fig. 16-top show a pe-
riodic behavior between the modes �2 and �3 of the pressure 
with the aforementioned phase difference. This pattern was also 
obtained for the modes �1−2 of YC7 H16 and �5−6 of pressure, but 
the representations were not included to avoid redundant informa-
tion. Besides this, Fig. 16-bottom represents the harmonic relation 
that exists between modes �3 and �5 of pressure. The same pat-
tern was found between �1 and �4 of the fuel mass fraction. Thus, 
these representations provide an additional evidence to support 
that the different modes obtained from the considered variables 
of interest have a deterministic behavior.

4.3. DMD

Dynamic Mode Decomposition was also performed for P , 
YC7 H16 , Y O H and W . The rank of the modes was obtained with 
the Kou & Zhang criterion [37] for the 8-mm case (see Fig. 17) 
and normalized with respect to the highest value found in the 
modes. The dynamic content in Fig. 17 closely resembles the fre-
quency distribution of the temporal coefficients associated to the 
POD modes of Fig. 13. A progressive decay in the relevance of 
the modes can be observed for all the variables as the frequency 
associated to them increases. This proves the influence that the 
low-frequency dynamics have on this type of combustion cham-
ber.

The influence of the PVC harmonics can be observed in the 
DMD rankings of the pressure and fuel mass fraction. The 300 Hz 
mode associated to the VBB is the most dominant frequency for 
the pressure in this technique too, while the predominance of the 
PVC for the YC7 H16 is also observed. The OH mass fraction did not 
show any relevant mode in the ranking probably due to the ab-
sence of coherent structures in the chamber. The DMD ranking for 
the axial velocity proved the influence of the PVC and its harmon-
ics on the dynamic content of this variable of interest, as it was 
observed in Fig. 13 too.

After this, the spatial distribution of the modes associated to 
the most dominant frequency bands of the DMD rankings were 
studied to see if any coherent structure could be retrieved (Fig. 18). 
It must be remarked that the hypothesis of recovering modes 
whose temporal evolution is determined by the real and imagi-
nary parts of their eigenvalue complicates the projection of the 
dynamic content into a set of temporally orthogonal modes. How-
ever, a coherent structure that could be associated to the Vortex 
Breakdown Bubble appeared for 300 Hz mode of the axial velocity, 
pressure and fuel mass fraction. First and second PVC harmonics 
(1150-1000 and 2150 Hz respectively) appeared for the two lat-
ter variables, corroborating the role of this helical structure in the 
hydrodynamic component of the pressure oscillations and the mix-
ing processes of the chamber. The third harmonic of the PVC was 
also obtained for the pressure (3250 Hz) and the fuel mass frac-
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Fig. 17. Ranking of the DMD modes using the Kou & Zhang criterion.

Fig. 18. Spatial structures of the most relevant DMD modes obtained for YC7 H16 , P and W . The dynamic content of the real part of the mode was split in the 98-2% 
percentiles, represented in red and blue respectively.
tion (3300 Hz). No coherent structures could be observed for the 
OH mass fraction close to the VBB and PVC frequencies.

Even if only a few modes could be recovered from the DMD, 
the information provided by this technique was very useful. POD 
showed that the VBB and the PVC were the most energetic struc-
tures in the flowfield. However, the information about the tempo-
ral behavior of these phenomena was limited due to the inability 
of the POD to ensure the temporal orthogonality of the modes. 
DMD provided modal spatial distributions similar to the ones ob-
tained through the POD. This proved that a linear relation could be 
established to model the temporal evolution of these complex phe-
14
nomena. Thus, the information provided by both algorithms was 
complementary and could be very useful to generate reduced or-
der models that help to simplify the dynamics that take place in 
the chamber.

4.4. Helmholtz solver analysis

The natural modes of the geometry were computed using AN-
SYS modal acoustics to find if some of them induced resonance in 
the dominant frequencies observed for the hydrodynamic modes. 
An homogeneous expression of the Helmholtz equation was solved 
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Table 1
Natural frequencies of the first 10 
modes of the chamber in reactive 
conditions.

Mode Frequency [Hz]

1 181
2 310
3 1225
4 1704
5 2068
6 2719
7 2719
8 2909
9 3049
10 3141

Fig. 19. Spatial distribution of the natural mode obtained 310 Hz.

in this case, considering the properties of the flow (i.e., speed of 
sound and the heat capacity ratio) to be constant on different re-
gions of the domain. Thus, it was assumed that the unsteady heat 
release did not act as an active generator of pressure perturbations 
in this case to find the eigenmodes of the chamber. However, au-
thors want to acknowledge the relevance of the unsteady combus-
tion on the acoustic field in this kind of burners and the necessity 
of considering this nonlinear term in the Helmholtz equation [4], 
but this hypothesis has also been widely considered in the litera-
ture [14,45] to solve the eigenproblem for this kind of applications. 
For this reason, the validity of the hypothesis was assumed in this 
work.

The reservoir appended to the geometry during the CFD calcu-
lations was excluded in this case to avoid the possible distortion of 
the natural frequencies of the system. It was assumed that the do-
main was filled with air but at different states. Particularly, the 
air in the plenum and the swirler was assumed to be at P =
1 atm and Tair = 416 K, obtaining a speed of sound of 409 m/s 
(c = √

γ RTair). The state inside the combustion chamber was dif-
ferent. According to the CFD calculations in reactive conditions, 
the mean temperature was assumed to be 1400 K, while γ = 1.3. 
Thus, the speed of sound was approximated as 723 m/s. All the 
boundary conditions were supposed to behave as rigid walls except 
the outlet surface at the exhaust nozzle, where an open bound-
ary condition was imposed (P′ = 0). The latter was assumed to be 
reasonable due to the atmospheric outlet of the experimental fa-
cility. However, this assumption is not always correct and acoustic 
impedances must be considered in other cases (e.g., for the com-
putations of a real combustion chamber).
Table 2
Comparison of the non-reactive modes obtained for P and
puted in this work.

Technique Regime Variable PVC

1st harm.

POD Non-reactive Pressure 1088 Hz
Fuel 1088 Hz

Reactive Pressure 1100 Hz
Fuel 1100 Hz

DMD Non-reactive Pressure 1105 Hz
Fuel 1085 Hz

Reactive Pressure 1150 Hz
Fuel 1100 Hz

15
The resultant natural frequencies can be observed in Table 1. 
The first five modes corresponded to the longitudinal motion of the 
acoustic waves, while the last five were related to mixed modes.

The second mode had a similar frequency with respect to a 
dominant peak observed through the postprocessing techniques 
applied on the LES simulations. FFT of the punctual measurements 
showed a consistent peak at 300 Hz presumably related to the 
VBB, while the results of POD and DMD proved its existence for 
the pressure and fuel mass fraction fields. Thus, this acoustic mode 
could have induced the resonance of the VBB and the amplification 
of its relevance close to the injection plane.

Fig. 19 shows the spatial distribution of the natural mode. It 
reflected a coupling between the combustion chamber and the 
plenum due to the observed propagation of the acoustic wave on 
both ducts indistinctly. The spatial distribution of the mode tended 
to be a 1/4-wave along the combustion chamber.

5. Conclusions

A numerical setup for reactive simulations in gas turbines was 
validated in CONVERGE using the experimental results obtained at 
the CORIA Rouen Spray LDI burner. The overall fitting between the 
velocity profiles and the OH contours was good, but there were 
some aspects like the SMD profiles or the RMS contours of the OH 
that still could be improved. The absence of a boiling model, or the 
way that the sub-grid interactions between the chemistry and the 
turbulence were treated, could be possible sources of error that 
could lead to these miscorrelations and will be studied in future 
papers. In these simulations, the increase of the grid size behaved 
as expected and the results were improved for the most refined 
mesh.

Regarding the thermoacoustic simulations, 1D FFT analysis con-
firmed the appearance of a dominant peak around 300 Hz that 
prevailed along the combustion chamber, while the dominant fre-
quency associated to the PVC (1100-1200 Hz) appeared close to 
the swirl jet and proved the local effects of this hydrodynamic 
mode on the pressure. POD and DMD results evidenced the rel-
evance of VBB and PVC in the coupling between P, W and YC7 H16

during the reactive conditions of this combustor. Furthermore, the 
natural frequencies of the system were calculated and showed 
that a resonance may exist between the second coupled longitu-
dinal mode in the chamber (310 Hz) and the CTRZ reconstructed 
from the pressure results (300 Hz). However, this mode was not 
observed in the POD and DMD results of YOH, so the unstable 
feedback interaction between the combustion, hydrodynamics and 
acoustics was not closed. Thus, PVC and VBB (particularly CTRZ) 
resulted to be the dominant source of combustion noise in this 
burner.

A summary table comparing the dominant frequencies obtained 
in the non-reactive cases of [21] and the reactive simulations of 
this paper for the fuel mass fraction and the pressure can be ob-
served in Table 2. Dominant frequencies were nearly identical for 
 YC7 H16 in [21] with respect to the reactive ones com-

CTRZ

2nd harm. 3rd harm. 4th harm.

2176 Hz - - 247 Hz
2077 Hz - - 49 Hz
2100 Hz 3150 Hz - 300 Hz
2050 Hz - - 300 Hz

2215 Hz 2970 Hz 4475 Hz 400 Hz
1692 Hz 2995 Hz 4675 Hz 175 Hz
2150 Hz 3250 Hz - 300 Hz
2150 Hz 3300 Hz - 300 Hz
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both regimes regardless of the hydrodynamic mode considered. 
Thus, the effect of the reactive conditions on the modes of the 
chamber depends on the burner and the nature of the modes in-
volved.

Finally, grid size had some influence on the dominant frequen-
cies of the modes and their spatial distributions in these sim-
ulations. The resolution affected the amplitude of the dominant 
peaks of the FFT signals due to the numerical diffusion induced by 
the coarsest mesh. Furthermore, largest frequencies of the tempo-
ral coefficients related to the POD modes could not be recovered 
(3150 Hz peak related to pressure modes), while the resonance 
was not captured for the case with a base size of 12 mm neither.
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Appendix A

The cost of the numerical simulations performed for this work 
can be found in Table A.1

Table A.1
Cost of the simulations performed during the numerical campaign 
in cpu-h.

case / mesh 8-mm 10-mm 12-mm

Reactive 58345 28211 16613
Thermoacoustic 67952 - 14088
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