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Abstract

This thesis is a theoretical study of the interaction between light and sound
in phoxonicas structures, with which it is possible to control the light and
sound at the same time.

This interaction in such structures is studied both from a macroscopic
point of view (design of structures for the confinement and guiding of elec-
tromagnetic waves and elastic) and microscopic (study of photon-phonon
interaction in microcavities to get optical gain and quantum theoretical
development of models for understanding of this interaction).

Resumen

En esta tesis se realiza un estudio teórico de la interacción luz-sonido en
estructuras foxónicas, con las cuales es posible el control de la luz y el
sonido a la misma vez.

Esta interacción en dichas estructuras se estudia, tanto desde un punto
de vista macroscópico (diseño de estructuras para el confinamiento y guiado
de ondas electromagnéticas y elásticas) como microscópico (estudio de la
interacción fotón-fonón en microcavidades para ganancia óptica y desarrollo
teórico de modelos cuánticos para la comprensión de dicha interacción).

Resum

En aquesta tesi es realitza un estudi teòric de la interacció llum-so en es-
tructures foxòniques, amb les quals es possible el control de la llum i el so
al mateix temps. Aquesta interacció en dites estructures s’estudia, tant des
d?un punt de vista macroscòpic (disseny d’estructures per al confinament i
guiat d’ones electromagnètiques i elàstiques) com microscòpic ( estudi la in-
teracció fotó-fonó en microcavitats per a ganacia òptica i desenvolupament
teòric de models quàntics per a la comprensió de dita interacció).





Chapter 1

Introduction

The Ph.D. thesis addresses theoretically the interaction between light and
sound in properly engineered silicon phoxonic (meaning simultaneously
photonic and phononic) nanostructures at two different levels:

• From a MACROSCOPIC POINT OF VIEW, by studying, de-
signing and demonstrating novel nanostructures to control the con-
finement and propagation of light and sound at the same time.

• From a MICROSCOPIC POINT OF VIEW, by studying optical
gain in the so called phoxonic cavities (designed to confine optical
and acoustic waves at the same time) built in silicon to increase the
light emission by Purcell factor, as well as developing a theoretical
quantum electrodynamics model to understand better these cavities.

The interaction between photons and phonons appears in a large num-
ber of optical structures and devices. This interaction becomes more impor-
tant as devices become smaller, which can be “positive”, e.g., acousto-optic
modulators [1–3], or “negative”, e.g., Brillouin scattering [4–6].

This light-sound interaction is fully dependent on the underlying ma-
terial. For instance, the elastic properties of a material determine the fre-
quencies at which phonon-related processes such as Brillouin or Raman
scattering take place, or the electronic band structures determine the prop-
erties of the participant phonons in the inter-band and intra-band electronic
transitions. Light emission in indirect-bandgap semiconductors occurs by
means of a terahertz phonon, which provides the necessary momentum to
bring an electron from the valence to the conduction band.

The indirect bandgap is what makes silicon - the key semiconductor
material for microelectronics - a poor light emitter, which has become the
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main roadblock in the implementation of low-cost photonic devices on sili-
con using mainstream CMOS technologies [7]. Precisely, this is the reason
why silicon has been chosen as the host material to study light-sound in-
teraction in phoxonic nanostructures in this Ph.D. Thesis.

Periodicity can play a key role in controlling waves. Indeed, periodicity
is the key feature behind photonic and phononic crystals. In the case of pho-
tonic crystals, alternating high and low dielectric index regions structured
in one, two or three dimensions give rise to frequency regions for which
electromagnetic propagation inside the structure is forbidden (the so-called
photonic bandgap). Alternating regions of high and low mechanical (or
acoustic) impedance is the basis of phononic crystals and their associated
phononic band gaps for mechanical/acoustic waves [8, 9]. In both cases,
the forbidden bands occur at wavelengths of the order of twice the period.
Therefore, by proper choice of materials and structural geometry, one can
create gaps in the density of states for photons and phonons respectively
as well as tailor the detailed dispersion relationship for waves propagating
in the structure.

Since the same basic ideas underpin both photonic and phononic crys-
tals, it seems obvious to explore the possibility of making materials that
exhibit both types of band gaps simultaneously (phoxonic crystals), re-
sulting in a exciting way to control and enhance light-sound interaction.

Different types of interaction between light and sound within a material
can take place:

• Photo-elastic effect: it refers to changes in optical properties of a
transparent dielectric when it is subjected to mechanical stress, the
mechanical stress is produced by an elastic wave [10]

• Photo-structural effect: mechanical vibration deform the boundaries
of the structure causing a shift in the optical response[11]

• Optical gradient -forces effect: by generation a gradient optical forces
a mechanical deformation is produced [12]

• Electrostriction effect: electrostriction is a property of dielectric me-
dia, where a mechanical stress appear under the application of electric
field [13]

• Optomechanical effect: mechanical vibration is induced by radiation
pressure and shifts the optical resonance[14, 15]
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Amongst these effects, only two of them will be considered in the PhD
Thesis: Photo-structural effect and Optomechanical effect, both in
chapter 6.

The thesis covers four different research activities related to phoxonic
structures. These activities are briefly described in what follows:

1. Slow-wave phoxonic structures in Silicon

Slow light has been of great interest recently for both fundamen-
tal physics and applications, such as optical buffers for controlling
the flow of information in optical systems. It can be observed in
a broad range of different systems, including materials with strong
dispersion [16], sometimes enhanced by electromagnetically induced
transparency [17], and photonic nanostructures without substantial
material dispersion [18–21], such as linear arrays of coupled resonators
or photonic crystal waveguides. Therefore, slow light structures have
a high potential to increase light-matter interaction and thus to get
ultra-compact devices as modulators or switches. However, the stud-
ies of similar structures for sound have not been relevant yet. If we
take a step further, obtaining structure to control light and sound
(phoxonic crystals)[22–24] and achieving slow-light and slow-sound
could have a high potential to increase light-sound-matter interac-
tion. In this part of the thesis we will carry out a theoretical study of
slow-wave phoxonic structures, based on the high similarity between
photonics and phononisc, developing slow phoxonic waveguides in
phoxonic crystals (coupled resonator acoustic waveguides, CRAW).
We will also study how material losses limit the minimum group ve-
locity that it is possible to achieve with phoxonic waveguides.

2. Design of optical cavities in phoxonic structures

Due to the characteristics of phoxonic crystals, they are suitable to
design phoxonic cavities and observe optomechanical and structural
effects [14, 15, 25]. In this part of the thesis we will carry out a study
of the optical design of novel cavities in the square lattice , trying to
achieve optical cavities with high-Q factor, with the aim of observing
the optomechanical and photoelastic effects in the laboratory.
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3. Phonon-assisted light emission in silicon phoxonic cavities

The main advantage of using silicon as a photonic material is that it
can be easily processed in microelectronics foundries with high yield
and low cost. As a consequence, silicon photonics has boomed in
the last years as a promising way to create low-cost, high-speed opti-
cal interconnects that could replace copper wires in future computers
[7, 26]. A silicon laser would allow monolithic integration of photon-
ics and electronics on the same chip [27]. However, despite of huge
research efforts by many groups around the world, an electrically-
pumped room-temperature silicon laser - perhaps the most pursued
challenge within photonics - remains elusive. Bulk crystalline silicon
has an indirect energy bandgap so it makes silicon a highly inefficient
light source. We then studying the possibility to get optical gain in
nanocavities based on the Purcell Factor effect [28]. We present three
theoretical studies about optical gain in silicon phoxonic nanocavities.

4. Quantum Electrodynamics cavity in phoXonic cavities

The emerging field of optomechanics [14, 15] seeks to explore the
mechanical oscillation induced by radiation pressure (light) in op-
tomechanical structures, which gives novel effects. Phoxonic crystals
play a fundamental role, since their capacity to confine light and
sound in a small volume makes them ideal structures. Besides, with
phoxonic crystals the possibility of studying structural effects opens a
new field forlight-matter-sound interaction. Moreover, the studies of
quantum electrodynamic cavities [29] and advances in the resolution
of the Jaynes-Cummings model (JCM) [30, 31] have yielded impor-
tant results in recent years [32, 33]. The combination of photonic
and phononic fields, the JCM, and phoxonic nanocavities has a high
potential in many fields [34–36]. A deeper understanding of quantum
electrodynamic effects in such cavities, where photons and phonons
interact with the material in very small volumes, is a key step to
develop novel quantum devices.

This work has been carried out under the framework of the EU project
TAILPHOX. The project addresses the design and implementation of
Silicon phoXonic crystal structures that allow a simultaneous control of
both photonic and phononic waves.
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Chapter 2

Phoxonic crystal structures

2.1 Physical background

To facilitate the understanding of the mechanisms governing electromag-
netic and elastic waves in periodic materials as well as the concept of slow-
wave, this section provides a review of key concepts to understand correctly
the underlying ideas that will later be exposed.

2.1.1 Controlling the properties of materials

Many of the true breakthroughs in our technology have resulted from a
deeper understanding of the properties of materials. Our knowledge and
control over materials has spread from to mechanical to electrical proper-
ties, passing through more exotic behaviours. Advances in semiconductor
technology made by the microelectronic industry have allowed us to tailor
the electronic properties of certain materials. With new alloys and ceramics
scientists have obtained high-temperature superconductors as well as other
exotic materials that may form the basis of future technology [1].

In recent years, propagation of waves (electromagnetic, elastic waves) in
composite periodic materials where dielectric or elastic properties are func-
tions of the position, with a period comparable to the wavelength, has been
object of considerable attention [1–4]. These materials exhibit a rich variety
of physical properties of interest to both fundamental and applied research.
Properties such as forbidden bandgaps, slow-wave waveguide or high-field
confinement hold a promise for a wide variety of interesting applications in
the mid-term.
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2.1.2 Similarities between electromagnetic, elastic, and elec-
tron waves

By using the fundamental equations that govern mechanical and electro-
magnetic systems, it is possible to establish rigorous analogies [5]. Many
researchers in the past have examined electromagnetic waves in terms of
elastic waves, or vice versa. As a result, it has been common to transfer
some concepts from one area to the other. Thus, electromagnetic energy
propagation has been viewed in earlier works as an elastic phenomena,
whereby electromagnetic concepts are being applied to elastic waves. The
latter approach has been particularly appealing because many powerful an-
alytical techniques, which have been developed initially in electromagnetic
field, are presently being successfully utilized for the design and devel-
opment of electro-mechanical transducers, acoustic waveguides and other
applications involving elastic or acoustic waves.

In Table I, we show a rigorous analogy between electromagnetic and
elastic systems (for more details consult Ref.[5]).

Table I: Elastic and electromagnetic analogies [5]

Electromagnetic Electromagnetic Elastic

(vector form) (tensor form )

Basic ∇× ~H = ∂
∂t
~D ∇ · F̂ = ∂

∂t
~D ∇ · T̂ = ρ ∂

∂t~p

Equations ∇× ~E(~r) = − ∂
∂t
~B 1

2

[
∇ ~E − (∇ ~E)T

]
= ∂

∂t Ĝ
1
2

[
∇~v + (∇~v)T

]
= ∂

∂t Ŝ

see A

Constitutive ~B = µ̂ ~H Ĝ = ˆ̂µ : F̂ see B ~T = Ĉ ~S

relation ~D = ε̂ ~E ~D = ε̂ ~E ~p = ρ~v

A → F̂ = Î × ~H, Ĝ = 1
2 Î × ~B, Î is the unit dyadic.

B → ˆ̂µ = 1
4 Î × ~B × Î.

Moreover, there is a striking analogy between the propagation of elec-
trons in ordinary crystals and electromagnetic/elastic waves in photonic/phononic
crystals propagating in periodic materials, where the spatial periodicity of
dielectric/elastic constants plays the role of the periodic potential in the
movement of electrons in crystal lattices. Table II highlights the analogies
between photons, phonons, and electrons propagating in periodic systems
[6].
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Table II: Band-structure-related properties of three periodic systems [6]

Properties “Electronic Photonic Phononic

Crystals” Crystals Crystals

Materials Crystal lattice Dielectric Elastic
material material
(at least two) (at least two)

Parameters Atomic number ε(r), µ(r) ρ(r), Ĉ(r)

Waves De Broglie (Ψ) Electromagnetic
Waves (E,H)

Elastic waves (u)

Particle Electrons Photons Phonons

Polarization Spin ↑, ↓ Transverse
∇ · ~D = 0

Coupled sherar-
compressional
∇·~u = 0,∇×~u = 0

Differential See C See D See E
equation

Free particle E = h̄2k2

2m ω = ck√
ε

Ω = cl,tk

limit

C-
[
− h̄2

2m∇
2 + V (~r)

]
Ψ = ih̄∂Ψ

∂t

D-∇×
{

1
ε(~r)∇× ~H(~r)

}
=
(
ω
c

2
)
~H(~r)

E-∇ ·
[
Ĉ(~r) : ∇~u

]
= −ρω2~u

2.1.3 Electromagnetic waves and photonic crystals

Photonic crystals are optical media with spatially periodic properties. How-
ever, this definition is too general to be useful in all context, and there has
been some debate about the condition under which it is legitimate to use
the term [2]. The term photonic crystals is mainly used for 1D, 2D or 3D
periodic structures with a period of the order of wavelength of the light
and a high refractive index contrast in each unit cell. The concept was first
introduced by E. Yablonovitch in Ref. [3]. In a periodic medium. electro-
magnetic waves scattered within each period can either add up or cancel
out. Because of this interference, the structure can become transparent or
opaque, depending on the direction and the wavelength of the electromag-
netic waves. Depending on the geometry and the index contrast, a range
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of frequencies where electromagnetic radiation cannot propagate through
the structure can appear. This range is usually called a photonic bandgap
(PBG). At this point is impossible to continue without doing the analogy
with the behaviour of electrons in a periodic potential (crystal lattice):
Atoms or molecules in crystal lattices are replaced by macroscopic media
with differing dielectric constants, and the periodic potential is replaced by
a periodic dielectric function.

The propagation of electromagnetic waves in periodic structures, thus
including photonic crystals, is governed by Maxwell’s equations, as in any
other medium. In the case of photonic crystals, there are neither charges
nor sources of current inside the medium. Morover, for most natural ma-
terials the relative magnetic permeability is 1. Therefore, the constitutive
equations will be [1–4]

~B = µ0
~H, (2.1)

~D = ε(~r) ~E. (2.2)

Maxwell’s equations in periodic media become

∇ · ~H(~r, t) = 0, (2.3)

∇ ·
[
ε(~r) · ~E(~r, t)

]
= 0, (2.4)

∇× ~E(~r, t) = −µ0
∂

∂t
~H(~r, t), (2.5)

∇× ~H(~r, t) = ε(~r)
∂

∂t
~E(~r, t). (2.6)

Besides Maxwell’s equations being linear, we can separate the depen-
dence on time and space by expanding the fields into a set of harmonic
modes. This in not great limitation, since we know by Fourier analysis
that it is possible to build any solution as an appropriate combination of
harmonic modes. We consider that the temporal dependency of harmonic
modes is a complex exponential, and thusget that the master equation is 1

[1]

∇×
[

1

ε(~r)
∇× ~H(~r)

]
=
(ω
c

)2
~H(~r) (2.7)

1We work with magnetic field and not with the electrical field due to the dependency
of dielectric constance with the position, this makes that we must work with the electrical
displacement vector, so the form of eigenvalue equation is more complicated.

16



Together with Eq. (2.3) and the Bloch’s theorem, 2 we can get the
photonic band structure of any structure solving the following equation

(
i~k +∇

)
× 1

ε(~r)

(
i~k +∇

)
× ~u~k(~r) =

(
ω(~k)

c

)2

~u~k(~r) (2.8)

The photonic band structure gives us information about the propaga-
tion properties of electromagnetic wave within the photonic crystal. It is
a representation in which the available frequency states are plotted as a
function of propagation direction ~k − vector.

The dielectric function of a phononic crystal can vary periodically in
1D, 2D or 3D, as schematically depicted in Fig. 2.1.

Figure 2.1: Simple example of one-, two-, and three-dimensional photonic crys-
tals.The different colors represent material with different dielectric constants [1].

To have a total control over light propagation, such structures would
have to be 3D where the propagation of these waves is controlled in all
directions in space. However, the physical implementation of these struc-
tures, 3D photonic crystals, is complicated, and the situation gets even
more complex when trying to introduce defects such as cavities or guides.
Planar photonic crystals or photonic crystal slabs, in which periodicity is
2D whereas in the other dimension confinement is achieved via total in-
ternal reflection, are an interesting alternative to build photonic crystal
circuits. Interestingly, planar photonic crystals (see fig. 2.2) can be built
on semiconductor substrates by using standard micro and nanofabrication

2The artificial materials that we are considering have periodicity in one, two or
three dimensions. At first glance we need to solve the problem throughout an infi-
nite space. However, Bloch’s theorem proves that the problem has translational sym-
metry in one, two or three dimensions, the solution can be write: 1D structure
~Hkx = e−ikxx~ukx , 2D structure ~Hkx,ky = ei(kxx+kyy)~ukx,ky , and 3D structure

~Hkx,ky,kz = ei(kxx+kyy+kzz)~ukx,ky,kz , respectively, where ~u~k is the mode Bloch.
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tools. In this case, we must differentiate between optical modes confined in
the slab, propagating only inside it (guided modes) with exponential decay
in the surrounding medium, and optical modes that propagates in both the
slab and in the air (radiated modes).

Figure 2.2: 2D photonic crystal slab structure [1].

In Figs. 2.3 and 2.4, we show the difference between the photonic band
structure in 3D and slab photonic crystals.

(a) (b)

Figure 2.3: Example of a) 2D photonic crystal band structure (square array of

dielectric veins, ε = 8.9, in air) and b) 2D photonic crystals slab band structure

(dielectric slab, ε = 8.9, suspended in air) [1].

The purple shaded area (Fig 2.3b) indicates the region of modes prop-
agating in the slab structure but that are radiated to the outside (failed
condition of total internal reflection), the black line indicates the light cone
and existing bands below the cone light is the set of confined modes that
propagate through the structure, without being radiated to the outside (the
condition of total internal reflection).
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Due to the finite thickness, new planes of symmetry appear. We con-
sider light propagating in the direction x (Figure. 2.4). If the structure is a
2D photonic crystal infinite in the z direction, there will be only one plane
of symmetry, the XY plane (perpendicular to axis z, Fig. 2.4a) but when
the structure is finite both in the z and y direction, a new plane of symme-
try appears, the ZX plane (perpendicular to the direction y). Therefore the
modes are no longer purely TE or TM, the plane of symmetry additional
gives an extra plane along which modes can be polarized. Thus, we need
a new definition. It can be seen from Fig. 2.4b, where the TE-like modes
respect to XY plane, are TM-like respect to XZ plane, and TM-like modes
respect to XY plane, are TE-like respect to XZ plane 3.

(a) (b)

Figure 2.4: a) 2D photonic crystals and b) symetry in 2D photonic crystal
slab structure [1].

2.1.4 Elastic waves and phononic Crystals

Phononic crystals, as their photonic counterparts, are artificial structures
whose elastic constants have a periodic dependence with position. Unlike
the electromagnetic field, in the inhomogeneous periodic structures in which
sound propagates, there are important differences depending on whether
the periodic variation on the density and the elastic coefficients are real-
ized as a combination of SOLID-SOLID, SOLID-FLUID or FLUID-
FLUID.

Here, the fluid may be a liquid or a gas. If the combination is fluid-
fluid, then we will talk about acoustic waves in the phonon structure; if
the combination is solid-fluid, depending on whether the matrix material is
solid or fluid we will talk about the propagation of elastic or acoustic waves,
respectively. If the combination is solid-solid, elastic waves are propagating
in the medium.

3On Figs. 2.3b and 2.4 we can see “TE-like gap”, which is an even gap. The terms
“TE-like” or “TM-like” are only valid for the first modes of the band structure
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Elastic waves in periodic materials
Consider a vibrating material particle of arbitrary shape, with volume

δV and surface area δS. The forces associated with its vibration are a body
force FδV and traction forces applied to its surface by the neighboring
particles. The applied surface forces are calculated by the stress tensor
(T̂ ). The integrated surface force acting on the particle is [8]:∫

δS
T̂ · d~S, (2.9)

which may be used for both the external traction forces at the boundary of
a body and the internal traction forces between particles within the body.
Newton’s Law then states that∫

δS
T̂ · d~S +

∫
δV

~FdV = ρ

∫
δV

∂2~u

∂t2
dV. (2.10)

, where ρ is the density and ~u is the displacement vector. If the particle
volume is sufficiently small, the integrands of the volume integrals in (2.10))
are essentially constant, and∫

δS T̂ · d~S
δV

= ρ
∂2~u

∂t2
− ~F . (2.11)

The limit of the left-hand side of this equation as δV → 0 is defined as the
divergence of the stress, represented symbolically as

∇ · T̂ = lim
δV→0

∫
δS T̂ · d~S
δV

. (2.12)

In this limit (2.12) becomes

∇ · T̂ = ρ
∂2~u

∂t2
− ~F . (2.13)

The translational equation of motion for a vibrating medium, is in Cartesian
rectangular coordinates 4

∂Tij
∂rj

= ρ
∂2ui
∂t2
− Fi; i, j = x, y, z (2.14)

Expressing the stress tensor as as function of displacement and applying
Bloch’s theorem, we can get the phononic band structure by solving for
the following equation

4We are going to consider that ~F = 0, free source problem like in the photonic case.
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−∇T
s,~k
·
[
Ĉ : ∇

s,~k
~f~k

]
= −ω2ρ~f~k, (2.15)

where functions ~f~k are equivalent to ~u~k in the phononic case.
For the case of elastic waves, we have three different polarizations :

two transversal and one longitudinal. For a phononic crystal slab, sepa-
rating the polarizations is generally not possible, since in Eq. (2.14) all
polarization components are coupled together. This is because:

• The boundary conditions impose coupled transverse polarizations;

• The scattering produced by drilling holes in the slab couples the
transversal and longitudinal components.

Therefore, as in the case of photonic crystals, polarization states are defined
with respect to the XY plane (the slabs are contained in this plane), so
the EVEN and ODD modes are a mixture of longitudinal and transverse
polarizations.

Another difference with respect to the photonic case, since an elastic
wave is a tensorial perturbation which propagates along a solid medium, is
the fact that the wave is always confined to the slab, so it is not necessary to
make the difference between guiding and radiated modes, as in the photonic
crystals. In phononic crystals all modes are confined. Therefore, there is
not light cone, as displayed in Fig. 2.5.

Figure 2.5: Phonon relation dispersion
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2.2 Phoxonic crystals

The possibility of fabricating structures where light and sound can be con-
trolled simultaneously would allow the observation of interesting phenom-
ena such as confinement in very small volumes where light and sound in-
teract, reduction of the group velocity by several orders of magnitude in
both types of waves simultaneously or non-linear effects of great interest
(acousto-optical effects, Raman or Brillouin scattering).

The interest arising from such structures where light and sound can be
controlled at a time gave rise to the concept of phoxonic crystals. The
central x of the neologism “phoxonic” means both “t” and “n” at a time,
meaning that a phoxonic crystal is both a photonic and phononic crystal.
These can be defined as periodic structures where light and sound can be
controlled, which exhibits electromagnetic and acoustic bandgaps, being
able to create guides with special propagation properties (slow-wave) for
both types of wave and where one can create cavities where photons and
phonons are simultaneously confined, which is not attainable with other
structures. The condition that is searched for in these crystals is to obtain
a complete photonic and phononic bandgap simultaneously for the same
structure and both polarizations [9]. As we said before, to have total con-
trol over light and sound, such structures should be 3D where the propagati
of waves is inhibited in all directions in space [10]. However, we know the
the physical implementation of these structures is too complicated, and the
introduction of defects would be even more difficult. So, a more practi-
cal alternative is the slab structure. Throughout this thesis, we consider
phoxonic crystal slab structures.

There are three main reasons to choose the slab structure: a) manufac-
turing is available, for both perfect structures as well as when defect are
introduced , b) the confinement of electromagnetic waves (total internal
reflection condition in the vertical direction and bandgap effect in other
directions) and elastic waves (in vertical direction propagation of elastic
waves in the air is not possible and bandgap effect in other directions) can
be done simultaneously, and c) the structure can vibrate when suspended
in air.

The conditions of existence of simultaneous phononic and photonic
bandgap in finite slab phoxonic crystals constituted by a periodic array
of holes in a silicon slab are not easy to fullfil. First, the existence of an ab-
solute phononic bandgap strongly depends on the ratio between slab thick-
ness a lattice parameter [11–17], and moreover the width of the bandgap is
reduced compared with 2D phononic crystals. Second, in photonic crystal
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slabs, the band gaps should be searched below the light cone to ensure
propagation of waves along the slab and it avoid the radiation of light into
vacuum, while there is no light cone in 2D infinite photonic crystals.

In the following, we present different structures that have been studied
during the development of this thesis, which have been chosen in close col-
laboration with the partners involved in the European project TAILPHOX
5. Simulations have been done using commercial software , BANSOLVE
and COMSOL, based on plane wave expansion method (PWE) and fi-
nite element method (FEM) , respectively. For more details, please see
APPENDIX A.

For each one of the bandgap structures, we have studied how the dif-
ferent parameters (slab thickness, radius of the perforating holes) affect
the pursued phoxonic band gap with the final goal of getting appropriate
parameters for the structure. The choice of parameters is based on obtain-
ing wide and complete (for both polarization, if that is possible) bandgap,
which would allow us to create a series of point and linear defects in these
structures and thus to confine elastic and electromagnetic waves in phox-
onic crystal cavities and waveguides. The idea is that photon control can
take place at wavelength around 1550 nm. This condition will settle the
real dimensions of the structure. This chapter deals particularly with phox-
onic waveguides allowing for a slow propagation of photons and phonons in
a linear defect created in a silicon phoxonic crystal slab.

The final goal is to push the performance of optical devices well be-
yond the state of the art by this radically new approach. By merging
both fields (nanophotonics and nanophononics) within a same platform,
novel unprecedented control of light and sound in very small regions will
be achieved.

2.2.1 1D phoxonic crystal structures

The choice of 1D structures with periodicity in the direction of propagation
is due to the high potential to obtain wide photonic and phononic bandgaps
(and cavities when inserting point defects). So, they are appropriate for
confinement of light and sound in small volumes. These structures are
very interesting candidates to serve as a slow waveguides for both light
and sound. In this case, bandgaps should appear to inhibit the propaga-
tion of modes along the direction of propagation. Acoustic/electromagnetic

5The TAILPHOX project addresses the design and implementation of silicon phoXonic
crystal structures that allow for a simultaneous control of both photonic and phononic
waves.
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impedance contrast will allow the confinement of phonons/photons in the
transversal direction. In what follows, we present the different structures
that have been studied.

Corrugated waveguide

Figure 2.6 display the corrugated waveguide structure. Although this struc-
ture is very simple, its fabrication is not. It can be seen that the SEM image
of the fabricated structure is quite different from the ideal structure, es-
pecially in the embodiment corrugations. As one can see corners are not
square, but rounded. This makes experimental results deviate from theo-
retical results.

(a) (b) (c)

Figure 2.6: (a) Corrugated waveguide structure, (b) simulated unit cell, and (c)

SEM image of fabricated structure.

With appropriate design, the corrugated waveguide has an absolute
phononic bandgap and two absolute photonic bandgaps, but quite small.
Figures 2.7, 2.8, and 2.9 display the phononic and photonic dispersion dia-
grams in the first Brillouin zone (BZ), for geometrical parametersWe/a = 1,
Wi/a = 0.75, and h/a = 0.75,for a = 400nm. From the photonic point of
view the structure is quite interesting for odd parity, which exhibits a
large bandgap (see Fig. 2.8). The orange arrows indicates the flat zone
more interesting in the dispersion relation, and the shaded area indicates
the bandgaps. The reduced frequency is the frequency normalized, in the
phononic case due to the two velocities, we normalized respect transversal
velocity (Ωa/2πCt)

6.

6Same researchers use in phononic crystals this definition of “reduces frequency”,to
maintain the same representation as in photonic crystals, in this case this statement
means nothing due to silicon anisotropy, Ct 6= Cl, where Ct and Cl are transversal and
longitudinal velocity on the solid.
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Figure 2.7: Photonic band structure for EVEN parity.

Figure 2.8: Photonic band structure for ODD parity.

Figure 2.9: Phononic band structure.
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Figure 2.10 displays the evolution of the absolute phononic bandgap
with the variation of the different parameters.

(a) (b)

(c)

Figure 2.10: Evolution of absolute phononic bandgap map as a function
of a) h, b) We, and c) Wi.

From figures we can see that the main parameters that affect to the
phononic bandgap are We and Wi, i.e., the corrugation (stub). The thick-
ness of the structure also affects the bandgap width, but we can observe
that the effect of this parameter saturates when it reaches a certain value.

Figure 2.11 displays the evolution of the odd photonic bandgap (which
for the first bands corresponds to TM polarized light) with the variation
of the different parameters. The parameter that mostly affects the pho-
tonic bandgap is Wi. In this case, the bandgap is not as sensitive to the
corrugation as in the phononic case. We see that the photonic bandgap
goes down in frequency when the parameters increase, which is due to an
increase in the effective index, so the frequencies of the dispersion relation
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are red-shifted.

(a) (b)

(c)

Figure 2.11: Evolution of odd photonic bandgap map as a function of a) h, b)

We, and c) Wi.

This structure was our first attempt to get slow wave regime in 1D
structures. From the phononic point of view we get a flat bad over the
bandgap, which extend throughout the first BZ. For the photonic case the
results are not better. For instance, for the odd parity we have abandgap,
and though we get a region where the bands are quite flat for a guided
modes (orange arrow). The main problem with these mode are the losses.
Due to above the light cone there are modes (radiated modes) 7 will provoke
that light propagating through waveguides can be scattered by defects (re-
sulted from the fabircation process) and coupled to radiative modes, which
results in high propagation losses. In addition, radiated modes can mask
the observation of the guided modes, needing to observe longest structure,
which would imply even more losses and higher costs [18].

7The simulations do not display the modes above light cone since these one have been
filtered, so the simulation is faster
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Corrugated waveguide with holes

Figure 2.12 displays the corrugated waveguide with holes structure, which
can also exhibit a phoxonic band gap under proper conditions.

The geometry of this structure is motivated by the fact that the photonic
and the phononic bandgaps can be controlled, more or less independently.
The corrugations (stubs), as mentioned before, favour the appearance of
phononic bandgaps (see Fig. 2.16), and the inclusion of holes in the struc-
ture favours the appearance of photonic bandgaps (see Fig. 2.17).

(a) (b) (c)

Figure 2.12: (a) Corrugated waveguide with holes, (b) unit cell simulated, and

(c) SEM image of fabricated strip-waveguide.

As in the case of the corrugated waveguide, the main problem in the
fabrication is with corners. Although, in this case, the fabrication process
has been improved notably, corners are still a problem.

Figures 2.13, 2.14, and 2.15 display the phononic an the photonic dis-
persion relations in the first BZ, for geometrical parameters We/a = 3.0,
Wi/a = 0.5, h/a = 0.44, and r/a = 0.3, for a = 400nm. The structure
has both a absolute phononic bandgap and photonic bandgap, but the last
one is quite small. Thus, from the photonic point of view, we are going to
consider the even parity, since it exhibits a wide bandgap.
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Figure 2.13: Photonic band structure for EVEN parity.

Figure 2.14: Photonic band structure for ODD parity.

Figure 2.15: Phononic band structure.
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Figures 2.16 and 2.17 display the evolution of the photonic bandgap (the
fist even bandgap, Fig. 2.13) and of the phononic band gap as a function of
the geometrical parameters, we are going to show that the phononic band
gap is mainly sensitive to the size of the stubs whereas it is practically
independent of the diameter of the hole. Conversely, the diameter of the
hole plays the most significant role for the photonic dispersion curves [19].

(a) (b)

(c) (d)

Figure 2.16: Evolution of absolute phononic bandgap map as a function of a) h,

b) We, Wi and c) r.

As in the case of the corrugated waveguide, we see that the high sensi-
tivity of the phononic bandgap with the parameter related with the stubs,
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We and Wi, while the phononic bandgap is not too much affected by the
radius of the hole.

Figure 2.17 displays the evolution of the even photonic bandgap as a
function of the different parameters. We can see that the main parameters
that affects the photonic bandgap, are r and Wi. In fact, the structure is
more sensitive to the width of the corrugation than the previous structure
(corrugated waveguide).

(a) (b)

(c) (d)

Figure 2.17: Evolution of even photonic bandgap map as a function of a) h, b)

We, Wi and c) r.

As we have said before, the main interest is that it is possible to control
photonic and phononic properties independently, more or less. From the
point of view if getting to the slow-wave regime, strip waveguide are not
interesting. The explanation is the same that in the previous structure, the
radiated modes above the light cone imply large losses.
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Other 1D phoxonic crystal structures

We discuss other 1D structures which have been studied in this thesis based
on Refs. [20–22]. Structure A is displayed on Fig. 2.18a, this is the simplest
case of a 1D photonic crystal: a simple strip waveguide perforated by line
of holes . This structure is very appropriate for photonics (it provides a
very wide band gap for even parity modes) case but no for the phononics
case (a phononic bandgap is not achievable).

(a) (b)

Figure 2.18: a) Structure A and b) phononic dispersion relation of structure A.

(a) (b)

Figure 2.19: a) Photonic dispersion relation for even parity and b) for odd parity

of structure A.

32



(a) (b)

Figure 2.20: a) Structure B and b) phononic dispersion relation of structure B.

Structure B is displayed on Fig. 2.20a, , this is just the opposite config-
uration: semicircular holes are included at the sides of the strip waveguide.
This 1D phoxonic crystal shows a small absolute phononic bandgap and a
large odd photonic bandgap. We can see that this structure is similar to
the corrugated waveguide (in fact, it can be considered a corrugated waveg-
uide with ”holey” corrugations), because it opens a phononic bandgap and
affects overall the odd parity modes from the photonic point of view.

(a) (b)

Figure 2.21: a) Photonic dispersion relation for even parity and b) for odd parity

of structure B.
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(a) (b)

Figure 2.22: a) Structure C and b) phononic dispersion relation of structure C.

Structure C is displayed on Fig. 2.22a, , this is a mix of the previous
teo 1D phoxonic crystals. It shows a small absolute phononic bandgap and
a large even photonic bandgap. As in the previous case, we can see that
this structure is similar to the corrgated waveguide with holes in the sense
that it opens a phononic bandgap and affects mainly the even parity from
the photonic point of view.

(a) (b)

Figure 2.23: a) Photonic dispersion relation for even parity and b) for odd parity

of structure C.
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Finally, a couple of configurations using a line of cylindrical rods on
top of the waveguide have been studied theoretically structure D (see Figs.
2.24a) and structure E (see Fig. 2.26a). Although both configurations
show interesting features in terms of photonic and phononic bandgaps, the
fabrication is much more complicated than before since too lithographic
and etching steps are required. Therefore, the previous structures seem
more appropriate for a practical implementation.

(a) (b)

Figure 2.24: a) Structure C and b) phononic dispersion relation of structure D.

(a) (b)

Figure 2.25: a) Photonic dispersion relation for even parity and b) for odd parity

of structure D.

35



(a) (b)

Figure 2.26: a) Structure C and b) phononic dispersion relation of structure E.

(a) (b)

Figure 2.27: a) Photonic dispersion relation for even parity and b) for odd parity

of structure E.
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2.2.2 2D Phoxonic crystal structurs

The triangular lattice is the preferred one in 2D photonic crystal slabs since
it provides a very wide bandgap for even-parity photonic modes. Unfortu-
nately, this lattice does not work for phonons and does not allow to achieve
a phononic bandgap regardless of the slab thickness and of the radius of the
holes. So, the square and honeycomb lattices are preferred to implement
2D photonic crystal slabs [23] and, therefore, these lattice have been chosen
to be studied in this thesis. We have studied how the different parameters
(radius of the holes, slab thickness) affect the pursued phoxonic band gaps
with the final aim of choosing appropriate parameters for the structure. The
choice of parameters is based on obtaining a wide and complete bandgap,
which allows us to create a series of defects in these structures and then to
confine or guide elastic and electromagnetic waves. In the case of photons,
the achievement of a wide bandgap for a given parity (odd or even) is also
considered, since by injection of properly polarized light it becomes feasible
to separate both parities in a real device.

2D square lattice phoxonic crystals

Figure 2.28 display the square lattice: the unit cell (Fig. 2.28a), the mem-
brane structure which has been simulated (Fig. 2.28b), and a SEM image
of the fabricated structure (Fig. 2.28c).

(a) (b) (c)

Figure 2.28: (a)Square unit cell, (b) square membrane, and (c) SEM image of

the fabricated square lattice phoxonic crystal slab structure.

Figure 2.29 reports the evolution of both phononic and photonic gaps
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for each symmetry, even (red) and odd (blue), as a function of the filling
fraction f , for a set of silicon plate thicknesses h/a in the range [0.4, 0.7]
of normalized frequency [23]. A complete phoxonic band gap is found only
when h/a = 0.4 and for a high value of the filling factor f = 0.7 [23]. The
complete photonic gap appears in a very restricted region of the Brillouin
zone (a/λ = [0.553, 0.658]), but if we are interested in guiding modes and
confinement of modes in the slab, we only have to consider the guiding
modes, i.e., the modes that are below light cone, below of reduced frequency
0.5. Under this condition, there is no overlap between the photonic gaps
of both symmetries. Therefore, the choice of a phoxonic crystal can be
made by searching a structure that exhibits an absolute phononic band
gap though only a photonic gap of a given symmetry only.

Figure 2.29: Bandgap map as a function of filling fraction (f = πr2

a2 ) for
the square lattice and different thicknesses [23].

Figures 2.30 and 2.31 displays the photonic and phononic band struc-
tures for the square lattice of parameters a =651nm, r =280nm, and
h =390nm [24].
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(a) (b)

Figure 2.30: Photonic band for square lattice structure: (a)even parity and (b)

odd parity.

Figure 2.31: Phononic band of square structure [24].
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2D honeycomb lattice phoxonic crystal slabs

Figure 2.32 display the honeycomb lattice: the unit cell (Fig. 2.32a), the
membrane structure which has been simulated (Fig. 2.32b), and a SEM
image of the fabricated structure (Fig. 2.32c).

(a) (b) (c)

Figure 2.32: (a)Honeycomb unit cell, (b) honeycomb membrane, and (c) SEM

image of the fabricated honeycomb lattice phoxonic crystal slab structure.

Observing Fig. 2.33, we can conclude that the honeycomb structure is
a more suitable structure than the square lattice to control photons and
phonons at the same time. From the phononic side, we get a large odd and
even gaps for low values of filling factor, getting a absolute bandgap in the
whole investigated range of h/a from 0.4 to 0.7 [23]. From the photonic
side, we get a odd bandgap which extend for a range of filling factor between
0.3 and 0.6, in the whole investigated range of h/a from 0.4 to 0.7 [23].

Taking into account Fig. 2.33, the limitation comes this time from
the photonic side, where getting a complete photonic bandgap is quite
complicated, since it is reduced to a small area of the Brillouin zone.

Figures 2.34 and 2.35 display the photonic and the phononic band struc-
tures for the honeycomb lattice of parameters a =690nm, r =172nm, and
h =345nm [23]. These values will be used later in the section of “Slow-wave
phenomena in phoxonic structures” when we study slow waveguides in the
honeycomb lattice.
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Figure 2.33: Bandgap map as a function of filling fraction (f = 4πr2
√

3a2 ) for

the honeycomb lattice and for different thicknesses [23].

(a) (b)

Figure 2.34: Photonic band structures in the honeycomb lattice: (a)even parity

and (b) odd parity.
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Figure 2.35: Phononic band structures of honeycomb lattice [23].

Conclusion

In this chapter, we have presented a set of phoxonic crystal slab structures.
We have studied what parameters affect more the properties of phoxonic
band gaps. The main conclusion is that the possibility to get a complete
phoxonic bandgap is somewhat complicate, since the main limitation is
from the photonic point of view.

From the point of view of getting a slow-wave regime, the 1D phoxonic
structures are not particularly interesting, since we get regions where slow
modes appear, the excitation of these ones imply losses and large structures.
As a consequence, these structures could be more interesting in order to
get cavities with high-Q. Besides, the confinement of photon and phonon in
very small volume gives in principle the chance to observe new non-linear
effects.

2D phoxonic structures can be more appropriate to get the slow-wave
regime, the possibility of making up waveguides by line defect opens up
numerous possibilities. Of the 2D structures that we have discussed, the
honeycomb lattice seems to be more appropriate to control photons and
phonons due to the evolution of bandgag with changes in the parameters.
Finally, the possibility to obtaining cavities with high-Q overall remains to
be demonstrated in in phoxonic crystals structures.
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Chapter 3

Design of optical cavities

3.1 Introduction

In this chapter, we present a brief study of the design of optical cavities
in the square lattice. The choice of the square lattice was made due to
the photonic and phononic properties [1, 2], experimental results from the
photonic side and in close collaboration with the different TAILPHOX part-
ners. Our final goal has been to obtain cavities with high quality factors
for direct application to optomechanical effects.

We next present the different cavities that have been studied during
the development of the thesis. The simulations have been done using a
commercial software, Fullwave, based on the finite-difference time-domain
methos (FDTD), for more details to see APPENDIX A.

Considering that the square lattice would be an appropriate struc-
ture to get optomechanical results. We choose the following parameters,
a =540nm, r =230nm and h =325nm, since they provide an appropriate
photonic bandgap for even modes and a full phononic bandgap.

Figure 3.1 displays the photonic dispersion relation for the different
main symmetry direction of square lattice.
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(a)

(b)

Figure 3.1: Photonic dispersion relation for the square lattice for the: a) EVEN

and b) ODD parities.

When we computed these band structure we used the unit cell that is
shown in Fig. 3.2. But when we we measure in the laboratory, we do
not excite in only one specific direction, for instance, ΓX or ΓM due to
the fact that we excite component of the k-vector perpendicular to the
main propagation direction. So we are going to observe a bandgap nar-
rower that the theoretical bandgap in that specific direction (folding band

48



effect). Therefore, to get more realistic dispersion relation, we compute
the SUPERCELL (Fig. 3.2c). We can observe in Fig. 3.3 that due to
the folding band effect, the bandgap is narrower and more bands appear.
Furthermore, PWE and FDTD agree only approximately.

(a) (b) (c)

Figure 3.2: a) Unitcell, b) symmetry points of square the lattice, and c) square-

lattice supercell.

Figure 3.3: Photonic dispersion relation (supercell computation) and simulated

transmission spectrum for square lattice along the ΓX direction.
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Figure 3.4: (a) Simulated and (b) measured transmission spectra. The bandgap

for ΓX direction appears between 1500nm and ≈ 1640nm.

We observe that the computed dispersion relation,the computed trans-
mission spectrum, and the measurements 1 fit (in this case we only have
experimental results for the ΓX direction), quite well. The discrepancies
that appear between the dispersion relation (simulated by PWE method)
and the simulated transmission spectrum (simulated by 3D-FDTD) can be
due to computational effects. For instance, the supercell is not sufficiently
large to avoid the effects of other supercell during the computation, the
computation time computation is not enough or grid is too coarse, to get
the transmission spectra. Anyway, we have a good agreement even between
both method.

Considering the dispersion relation for both parities, the EVEN parity
is the more interesting case, even though the first odd bandgap is wider:
the mid-bandgap of the first even bandgap is lower, which is an advantage
from the point of view of the creating and excitation of cavities, or for
future modifications of the structure.

In the following section, we present different designs that have been
considered in close collaboration with the other partners of the Tailphox
project.

1All experimental results have been provided thanks to Daniel Puerto, senior re-
searcher of Nanophotonic Technology Center.
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3.2 Odd cavities

We call odd cavities that are created from odd number of removed holes
(Nd) that constitute them is odd. In this kind of cavity, the excitation is
considered along the ΓX direction.

The basic structure which was simulated with 3D-FDTD is shown in
Fig. 3.5. Circles indicates holes of air (the yellow holes are only a reference
for the computation, but they do not have a special physical meaning). The
red region is silicon with a thickness of 325nm (the value of the refractive
index is taken n = 3.46).

Figure 3.5: Different odd cavities in the square lattice phoxonic crystal slab. Nd

denotes the number of removed holes.

Figure 3.6 display thetransmission spectra through the structure with-
out a cavity (black points) and with various holes removed (color line).

Figures 3.7 and 3.8 display experimental results and 3D-FDTD simula-
tions for the cases: Nd = 3 and Nd = 7. It can be seen that the result fit
quite well, mainly for Nd = 7.
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Figure 3.6: Transmission spectra for odd cavities as computes by 3d-FDTD.

without cavity (black points),and with cavity: Nd = 1 (red line), Nd = 3 (blue

line), Nd = 5 (green line), and Nd = 7 (pink line).

Figure 3.7: Transmission spectra for Nd = 3, simualtion (left) and experimental

results (right).
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Figure 3.8: Transmission spectra for Nd = 7, simualtion (left) and experimental

results (right).

Figure 3.9 displays the quality factor as a function of a number of holes
removed to constitutive of the cavity. We can see that with this kind of
cavities the quality factor is not very large.

Although with Nd = 5 and Nd = 7 we have obtained a quality factor
large than with Nd = 3, we are going to work with the last one. The choice
of this cavity, in collaboration with the other partners, was based on the
phononic results that were obtained 2. From the phononic point of view,
two confined phonon modes are active, the highest at 5.95GHz and the
lowest at 5.32GHz. The phonon at 5.95GHz gives a strong photoelastic
and optomechanical coupling, but the two effect are opposite to each other,
for the phonon 5.32GHz both contribution add constitutively. However, the
main problem for the cavity Nd = 3 comes from the low quality factor of
optical modes, Q ≈ 430, which is too small to observe the optomechanical
effect.

One of the parameter that affects drastically to the observation of sharp
resonant peaks is the number of holes before and after the cavity (N , Fig.
3.5). Increasing of number of holes increases the quality factor of the cavity
(reducing the coupling to the outside), but the energy coupled to the cavity
is reduced, so it is necessary to find a compromise between both effects. In
the following pictures this effect is depicted in Fig.3.10.

2The case Nd = 3 was studied in detail by Yan Pennec and Bahram Djafari Rouhani,
researchers of the partner from Lille (France)[3]
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Figure 3.9: Quality factor of odd cavities in the square lattice as a function of

Nd.

Figure 3.10: Cavity-waveguides coupling.

Where t0 are the intrinsic losses of the cavity, which is related with its
intrinsic quality factor. β indicates the coupling energy between cavity and
waveguide.

Q0 ∝ τ0 (3.1)

Q =
Q0

1 + 2β
(3.2)

Figure 3.11 displays both effects. Decreasing N the energy coupled to
the cavity is increase, but he quality factor decrease. If we increase N , we
can observe the inverse effects.
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Figure 3.11: Cavity-waveguide coupling effect.Transmission spectra for N = 1

red line, N = 2 blue line, N = 3 green line, and N = 4 pink line.

The next step, based on the work of Susumu Noda [4, 5], is to modify the
holes around the cavity to increase the quality factor. The concept is that
the transition between cavity and structure has to be smooth, underlying
this development is the realization that light should be confined gently in
order to be confined strongly.

Figures 3.12, 3.13, and 3.14 displays the result of the modification of
the cavity varying the position and the radius of cavity by the variation
of the cavity side holes. The modification is to reduce the diameter (d) of
the side holes by a factor β and then shift them laterally in one amount
∆ = d(1− β).

Figure 3.12: Modification of side holes to increase the quality factor.
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Figure 3.13: Transmission spectra of structure without defect (black point), β =

0.9 (red line), β = 0.8 (blue line), and β = 0.7 (green line).

Figure 3.14: Quality factor as a function of the β parameter. The red line indicate

the quality factor of the cavity without modifying the side holes.

We can see that there is no substantial improvement with the proposed
modification proposed. This result corroborates the difficulty of getting a
high quality factor with this kind of cavity.
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3.3 Even cavities

We call even cavities that are made of an even number of removed holes
(Nd), as depicted the Fig. 3.15.

Figure 3.15: Different even cavities in a square-lattice photonic crystal. The

yellow holes are only a reference in the computation, they have no particular

physically meaning. Nd indicates the numbers of removed holes.

Figure 3.16 displays the transmission spectra of the structure without
cavity (black points) and with four different even cavities (color line).

We can see that the even cavities are not appropriate to obtain high
quality factors: no transmission peaks are observed within the bandgap.
At this point one thing should be clarified. The fact that peaks do not
appear within bandgap does not mean that there are no resonant modes in
the cavity Instead the problem is the excitation, i.e., due to the symmetry
of the modes, it is not possible to excite them with our configuration.
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Figure 3.16: Transmission spectra for odd cavities as computes by 3d-FDTD.

Structure without cavity (black points), and with cavity with Nd = 2 (red line),

Nd = 4 (blue line), and Nd = 6 (green line).

58



3.4 Cross cavity

The cross cavity 3 is puntually a very interesting cavity due to the octopolar
which it can be support (Fig. 3.20). In this case the relative position of
the input waveguide with respect to the cavity is decisive for the excitation
of the octopolar mode[6–8] (see Fig. 3.17).

Figure 3.17: Trnasmission spectra obtained by 3D-FDTD for the structure with-

out cavity (black poin), Configuration A (red line), Configuration B (blue

line), and Configuration C (green line). The wavelength of the octopolar mode

is 1574nm.

In Fig. 3.17 we can see that with the shift of the input waveguide there
is a change in the transmission spectrum. In fact with the configuration A

3The cross cavity was idea of Vincet Laude researcher of partner from Besançon
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is not possible to excite cavity modes correctly. The best configuration to
excite the cavity is B.

In addition to this, as in the case of odd cavities, the number of holes
before and after the cavity strongly affect the resonant mode (these holes
are indicated in Fig. 3.18). We need to find a trade off between the energy
coupled to the cavity and its quality factor.

Figure 3.18: Transmission spectra of the cross cavity. Spectrum without cavity

(black points), Nd = 1 (red line), Nd = 2 (blue line), and Nd = 3 (green line), and

Nd = 4 (pink line).

Figure 3.19 displays the above said, when the number of holes decreases
the energy coupled to the cavity is reduces, but the quality factor is in-
creased (Fig. 3.17).

Figure 3.19: Quality factor of the cross cavity as a function of number of holes.

Figure 3.20 displays the electric field pattern of the resonant peak. It
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is a octopolar mode.

Figure 3.20: field pattern of the octopolar mode of the cross cavity.

Observing at Fig. 3.20 we can see that the maximum intensity of the
electric field appears around nearest neighbour holes, while both electric
and magnetic fields have a node at the center. These features are remi-
niscent of whispering gallery modes in the micro-disk cavity [6–8]. From
the phononic point of view 4 this cavity supports four phononic modes.
Three of these modes have characteristic of whispering gallery: 5.4GHz,
5.8GHz and 6.66GHz. The phonon at 5.4GHz gives a strong photoelastic
and optomechanical effect, both contributions add constitutively. As in the
case of odd cavity, the quality factor is too small. The quality factor of the
octopolar mode measured with the configuration B (N = 4) is Q = 787,
which is an improvement with respect to the Nd = 3 cavity. Following the
same step, as previously, we will try to improve the quality factor, trying
not to disturb the octopolar mode.

Figure 3.21 displays the two main options which can in principle increase
the quality factor without disturbing the octopolar mode.

Figure 3.21: Possible modification of the cross cavity to increase the quality

factor.

4The phononic study was carried out in detail by Yan Pennec and Djafari Rouhani,
researcher of the patner from Lille (France)[3].
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Option 1
We can modify the radius and the position of the four holes of corners

of the cross cavity, taking into account the reduction inradius, so the shift
is x′ = x+ δ1 and y′ = y + δ2, where R′ = βR, δ1 = (R−R′)cos(45◦), and
δ2 = (R−R′)sin(45◦), where β < 1.

Figure 3.22 displays that the option 1 modifies drastically the spectrum,
which is in complete agreement with the simulation of the Lille group.

The structure is very sensitive to the modification of option 1. In fact,
we destroy the octopolar mode with our modifications. This is due to that
our octupolar modes is not a whispering-gallery mode purely, the option 1
modifies strongly the regions indicated in the following picture, doing that
the field patterns changes drastically and losing the octupolar mode.

Figure 3.22: Spectrum of structure without cavity (black points), spectrum cross

cavity with B configuration (red points), and different modification based on

Option 1 (green and blue points).
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Option 2

We try to modify only the radius of an additional hole at the cen-
ter. This idea is based on the observation that both the photonic and the
phononic 5 modes have a node at the center of the cavity. Although the
quality factor does not increase significantly, how we will are will observe
(Fig. 3.25), the interaction between photonic and phononic modes could be
increased due to that with the hole at the center the deformation capacity
of the cavity is greater.

Figure 3.23: Transmission spectra of the cross cavity computed by 3D-FDTD.

Structure without cavity (black points), β = 0.5 (red line), β = 0.6 (blue line),

and β = 0.7 (green line), and β = 0.9 (pink line).

Figure 3.24 displays that the field pattern is not modified although we

5The simulation of partner from Lille showed that three of four modes (5.4GHz,
5.8GHz, and 6.6GHz) that appear inside the bandgap have a node in the center of the
cavity. In fact the mode without node, 5.88GHz, the photoelastic and optomechanical
effect are opposite to each other, which is no interesting for us.
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add a hole in the node of the resonant mode.

Figure 3.24: Field pattern (Hz component) of octopolar modes for the case

β = 0.9 for option 2.

Figure 3.25: Quality factor of the cross cavity as a function of β for option 2.

Although the quality factor does not increase significantly, how we can
observe, the interaction between photonic and phononic modes could be
increased due to that with the hole at the center the deformation capacity
of the cavity is better, which can give a deformation effect quite interesting.-
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Experimental result of cross cavity

The following pictures (3.26-3.29) display the experimental results of
the cross cavity for the different configuration mentioned above. In the fol-
lowing spectra you will be able to see several spectra. The black spectrum,
it is the spectrum of the reference waveguide which is use to align correctly
the set-up, the red spectrum, it is the spectrum of the membrane without
hole pattern (i.e., only the silicon membrane), the other spectra (orange,
blue and green) are the spectra of the structure 6.

• Configuration A

Figure 3.26: The transmission spectra for the configuration A. The black and red

spectra are reference spectra as we have mentioned above.

We can see that there is a agreement between simulation and ex-
perimental result. If we observe the spectra green, blue and orange
we can see that there are small differences in the spectra due to the
fabrication process is quite sensitive.

6In a single chip have been fabricated several samples for the same structure. This
has two purposes: to have other sample of a structure in case one has not been fabricated
correctly or is broken (the samples are very fragile) and see the capacity of reproducibility
in the fabrication process of samples.
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• Configuration B

(a)

(b)

Figure 3.27: a)Simulated structure and SEM image of configuration B and b)

spectra transmission of configuration B.

We can see that there is a disagreement of 50nm between simulation
and spectra. It is due that the holes of sample are smaller than we
had simulated (see Fig. 3.27a).
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• Configuration C with hole

(a)

(b)

Figure 3.28: a)Simulated structure and SEM image of configuration B with hole

(r=160 nm) and b) spectra transmission of configuration B with hole (r=160nm).

Again we can see a little disagreement due to the fabrication process,
in this case we show results for the configuration B with a hole whose
radius is r = 160nm.
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• Configuration C

(a)

(b)

Figure 3.29: a)Simulated structure and SEM image of configuration C and b)

spectra transmission of configuration C.

Again we can see a little disagreement due to the fabrication process.
If we compare with the configuration B, we check experimentally the theo-
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retical result mentioned previously, the configuration B is better to excite
the cavity mode.
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3.5 Linear cavities

Another kind of cavity which was proposed inside the Tailphox project
is the Linear Cavity 7, which is shown in Fig. 3.30 .The concept is to
bring in bandgap modes from air or dielectric band 8 adiabatically by using
a linear taper. The light cyan holes are the taper between the structure
(dark cyan holes) and the cavity (yellow hole). This approach was followed
by O. Painter et al. [9] for optomechanical cavities.

Figure 3.30: Basic structure of a linear cavity. Cyan holes represent the taper

between structure and the central cavity (yellow hole).

Initially we designed a linear cavity with one or two holes defining the
taper geometry as depicted in Fig. 3.31.

(a) (b)

Figure 3.31: a) Taper with one holes (Nt = 1) and b) taper with 2 holes (Nt = 2).

7The linear cavity was originally an idea of Alejandro Martinez researcher of partner
from Valencia and coordinator of the Tailphox project.

8I our case and due to the fact that our structure was at the limits of fabrication
capacities of Tailphox partners that from the Tailphox project, so the modes came from
the dielectric bands.
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The results of the simulations with these cavities was a marked im-
provement of the quality factor compared to the previous trials, as seen in
Fig. 3.32.

Figure 3.32: Transmission spectra of the structure without defect (black points),

and with cavity radius of 200nm (red line) and 210nm (blue line).

We observe that with a variation of 10nm in the hole radius, we get
that the resonant peak shifts approximately 50nm, which is indicative of
the sensitivity to the fabrication process.

Taking into account the previous results, it is logical to think that if we
make up longer tapers, the quality factor should be improved due to the fact
that modal adaptation is more gradual. Designing cavities with a longer
number of holes in the taper (Nt = 5, Nt = 6, Nt = 7, and Nt = 8), and
keeping the radius fixed at 210nm, to get the resonances around 1550nm,
we get the transmission spectra of Figs. 3.33, 3.34, 3.35, and 3.36 . We
also observe that there are more resonant peaks in the spectra, i.e., the
cavities are multimode. This is in agreement with the expected multimode
behaviour of the cavities, just as in the optomechanical cavity of Oskar
Painter’s group [9].
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Figure 3.33: Transmission structure of the structure without cavity (blackpoints)

and for a cavity with a taper of Nt = 5 (red line).

Figure 3.34: Transmission structure of the structure without cavity (blackpoints)

and for a cavity with a taper of Nt = 6 (red line).
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Figure 3.35: Transmission structure of the structure without cavity (blackpoints)

and for a cavity with a taper of Nt = 7 (red line).

Figure 3.36: Transmission structure of the structure without cavity (blackpoints)

and for a cavity with a taper of Nt = 85 (red line).
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Figure 3.37 displays the peaks with the higher quality factors as a func-
tion of Nt. We can see that the quality factor is improved, with values of
2800.

Figure 3.37: Resonant wavelength and quality factor, as a function of Nt, for the

peaks with the higher quality factors.

Figure 3.38 displays the Ex component of the electric field for the reso-
nant mode. Comparing our field pattern with the result of Ref.[9] we obtain
that the they are similar, which can be a promising approach to observe
optomechanical coupling in 2D phoxonic crystals.

Figure 3.38: Field pattern in our linear cavity (left) and field pattern in the cavity

of Ref. [9].
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Conclusion

In this chapter, we have studied the photonic properties of several phox-
onic cavities proposed along the in Tailphox project on the square lattice,
obtaining that to get cavities with high quality factor in silicon square lat-
tice is quite complicated. We have presented four different kind of cavity
trying so to get a high quality factor and where light-sound interaction is
increased. The odd cavity, though having a low quality factor, has a strong
photoelastic and optomechanical coupling which is interesting for acusto-
optical devices. About even cavity we obtain that due to the symmetry
of its resonant modes, it is not possible to excite then with the proposed
configuration. We have presented a novel cavity, cross cavity, for the square
lattice. The interest of this cavity is the novelty of its structure, which sup-
port both photonic and phononic whispering gallery modes. We observe
two fundamental features of this cavity: the importance of the relative
position of the input waveguide with respect to the cavity to excite the
octopolar mode and high sensitivity, to possible modifications, to increase
its quality factor. Linear cavities, based on O. Painter’s approach, gives
us the highest quality factor (not too high, compared with others cavities),
which provides possibilities to get optomechanical and photoelastic effects
in slab structures. The main problem of this cavity is its high sensitivity
to the fabrication process.
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Chapter 4

Slow-wave phenomena in
phoxonic crystal structures

4.1 Slow-wave concept

The slow wave concept is closely related to the concept of group velocity,
which is defined as the speed at which a wave packet moves when propagat-
ing across a medium. The group velocity vg is expressed mathematically
as:

vg =
∂ω

∂k
. (4.1)

There is another concept of velocity, the phase velocity, which is defined
as the speed at which the phase of changes. This is expressed mathemati-
cally as:

v =
ω

k
. (4.2)

In non-dispersive media both velocities are the same. However, in highly
dispersive media, such as the studied media in this thesis, the difference
is important. So it could be that vg < v(subluminal pulse) or vg > v
(superluminal pulse)1 . The first one will be studied in this work, which is
called the slow wave regime 2.

1This case could seem to violates the causality principle, for more details see Refs.
[1, 2]

2When we talk about slow-wave phenomena, we mean the group velocity is smaller
than phase velocity, at least two order of magnitude.
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In a medium, the phase velocities for a electromagnetic wave can be
expressed as

v =
c

n
. (4.3)

If the medium is dispersive the refractive index depends of the frequency,
n = n(ω). Thus considering this and the Eqs. 4.1 and 4.2, the electromag-
netic group velocity (vg,γ) is:

vg,γ = c

(
n+ ω

dn

dω

)−1

. (4.4)

For a elastic wave in an isotropic material we define two speeds, the
longitudinal velocity

cL =

√
λ+ 2µ

ρ
(4.5)

and the transversal velocity

cT =

√
µ

ρ
(4.6)

where λ and µ are the Lame coefficients of the materials [3, 4] 3. In the
general case of anysotropic elastic solid, there are three different velocities
for any direction of propagation. They are, however, always of the form

v =

√
C

ρ
, (4.7)

where C is a effective elastic constant 4. There for elastic group velocity
(Vg,Ω) is:

vg,Ω = v

(
1− ω

2C

dC

dω

)
(4.8)

The terms dn
dω and dC

dω , are measures of the material dispersion for elec-
tromagnetic and elastic waves, respectively. Therefore, for highly dispersive
materials the group velocity can differ greatly from the phase velocity, re-
sulting in

3For the case of elastic field, the elastic moduli are analogous to the refractive index
4The elastic constant in anisotropic material is a tensor that is a function of the

frequency of the wave.
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ω
dn

dω
>> n =⇒ vg << c (4.9)

λ
dC

dω
>> 0 =⇒ vT,Lg << cT,L (4.10)

4.2 State-of-the-art in slow waves in periodic me-
dia

One of the most interesting aspect of periodic media is the ability to control
the propagation waves inside them, including the possibility to reduce the
group velocity to achieve slow wave regime [6, 8].

Many mechanisms have been proposed and demonstrated to achieve
slow light. Generally speaking, these mechanisms fall into one of two gen-
eral categories, namely, microscopic and macroscopic slow light. Mi-
croscopic slow light refers to those processes in which the change of group
velocity is mainly due to light-matter interactions at the atom/molecule
level. Macroscopic slow light, on the other hand, indicates that the ma-
nipulation of group velocity of light in the medium is achieved through the
interaction between light and the structural geometry of an element that
is comparable or larger than the optical wavelength. In this thesis we are
only going to consider the macroscopic slow light.

The slow wave phenomenon has captures the attention of many re-
searchers, since it offers the possibility to increase the interaction between
waves and wave-matter, reducing the size of devices and giving the possi-
bility to increase the control of waves inside them.

Due to the interest in slowing down light, and to the potential that
silicon photonics technology has in this respect, researchers soon focused
on developing photonic structures. From a phononic point of view, the
study of nanometric phononic structures has only started a few years ago.

Owing to the similarities between elastic and electromagnetic waves, it
should be straightforward to apply concepts of slow light to the phononic
structures to get slow sound.

Wee present in the following a summary of different approaches to get
the slow-light regime in photonic structures [6, 10].

Slow-Light in optical waveguides and fibers

The waveguide geometry allows light-matter interactions to take place
over long distances where the transverse dimension of the light is of the
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order of the wavelength, thereby lowering the optical power needed to non-
linear effects. Devices based on slow-waveguide will be more compact,
being integrated with existing technologies. The slow-light in this kind of
structure is obtained by stimulated scattering. The light scattering occurs
as a result of highly localized changes in the dielectric constant of a medium.
For sufficiently strong light fields, these changes can be induced via coupling
of a material excitation to two light fields whose difference in frequencies is
given by the frequency of excitation. The excitation gives rise to a nonlinear
optical coupling between the fields, which allows power to flow from one
beam to another and which can give rise to absorption or amplification of a
probe beam. This coupling occurs over a narrow spectral range, which gives
rise to a sharp resonance that can be used to control the group velocity by
adjusting the laser beam intensity. An important feature of this slow-light
configuration is that it works at room temperature and occurs over the
entire range of frequencies for which the material is transparent. Two main
stimulated scattering phenomena have been studied:

• Stimulated Brillouin Scattering (SBS) In the SBS process, a
high-frequency acoustic wave is induced in the material via elec-
trostriction. The process of SBS can be described classically as a
nonlinear interaction between the pump (at angular frequency ωp)
and a probe (or Stokes) field (ωs) through the induced acoustic wave
of frequency (ΩA). The acoustic wave in turn modulates the refrac-
tive index of the medium and scatters pump light into the probe
wave when its frequency is downshifted by the acoustic frequency.
This process leads to a strong coupling among the three waves when
this resonance condition is satisfied, which results in exponential am-
plification or absorption of the probe wave [6, 8].

• Stimulated Raman Scattering (SRS) Slow light via SRS can also
be achieved in optical fibers and waveguides, but over much larger
bandwidths and hence can be used with pulses of much shorter du-
ration. The scattering arises from exciting vibrational or rotational
motions in individual molecules, also known as optical phonons, as
opposed to exciting elastic waves, also know as acoustic phonon as
in the SBS process. Regardless of the microscopic mechanism for
creating the material excitation, slow light via SRS can be similarly
understood by considering the resonances induced by a pump beam
propagating in the fiber [6, 8].

Slow-Light in photonic crystals structures
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Photonic-crystal structures are especially attractive for generating slow
light, as they are compatible with on-chip integration and room-temperature
operation, and can offer wide-bandwidth and dispersion-free propagation.
Now, we present the main schemes for getting the slow-light regime.

Figure 4.1: Bragg grating and its index profile and dispersion of Bragg grating

[6, 8].

• Photonic resonances: Bragg gratings In the configurations that
use the atomic resonance to obtain slow-light regime, the slow down
is caused for the resonant effect between energy states. The main
problem of these configurations is to find a resonance that is near a
particular wavelength. With a cascaded Bragg grating this problem
disappears due to its easy implementation by simply combining two
Bragg gratings with slightly different periods, Λ1 and Λ2 (see Fig 4.2)
[8].

Figure 4.2: Cascaded Bragg grating, and dispersion curve of cascaded grating

[6, 8].

The group velocity is reduced when the transfer between forward and
backward wave takes place in the interface.

• Photonic crystals waveguide This kind of waveguide is based on
line defect. A typical waveguide consisting of a single line of missing
holes (see Fig. 4.3).
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(a) (b)

Figure 4.3: a)Waveguide in a triangular photonic crystal slab and b) parameters

ofthe waveguide [9].

(a)

(b)

Figure 4.4: a)Dispersion curve of a photonic waveguide and b) group index opti-

mization in photonic crystals waveguide [6, 8].
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In this kind of structure, various geometrical parameters can be changed
to design the waveguide properties (dispersion relation engineering).
In order to design a photonic crystal waveguide with certain dispersive
characteristics, it must first be studied how a change in a structural
parameter affects the shape of the mode in the bandgap. The param-
eters that change the waveguide geometry near to the core (defect,
line of missing holes) have a large effect on the mode characteristics
than geometrical changes farther away from the core, which is clear
as the mode is mainly confined to the core and the field strength
decrease significantly in the region between the first and the second
row of holes. Geometry changes farther away from the core affect the
band shape mos strongly in the region of low group velocity [7].

• Periodic coupled resonator structures The use of coupled optical
resonators as a new approach to dispersion relation engineering and
achieve the slow-light regime was originally proposed in [10].

Figure 4.5: a) Coupled resonator optical waveguide (CROW), b) Side coupled

integrated sequence of spaced optical resonator (SCISSOR),and c) and d) are

standing wave resonator (SWR) [6, 8].

In this kind of structure, dispersion relation engineering is controlled
by lower number of parameters than in the previous case. With only
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the coupling factor between cavities and in the quality factor, it is
possible to control the dispersion relation band. In addition, different
configurations of cavities give this approach has a high potential for
the slow-light regime. Some possible configurations are shown on Fig.
4.5.

The physical basis of these structures is, basically, similar to the exper-
iments that use the vicinity of atomic resonances to achieve the slow-light
regime [8]. In this case, instead of resonant atoms there are resonant cavi-
ties, the photons pass from one cavity to other by coupling evanescent fields
(Fig. 4.6)

Figure 4.6: Scheme of the electromagnetic propagation in a coupled-
resonator waveguide.

4.3 Coupled resonant acoustic waveguide (CRAW)

The idea of CRAW managed in phononic crystals followed by analogy with
coupled-resonator optical waveguides (CROW) managed in photonic crys-
tals [10–18] . All advantages obtained in the photonic case are transferred
to the phononic case due to the similarities between both fields (Table I
and II of section 2.1.2) 5. The potential to get slow modes and to control
easily these one in phononic field, opens a new research area.

In this section, we discuss the CRAW dispersion relation in the context
of coupled cavities managed in phononic crystals, both based on the tight-
binding model and by alternative approach inspired by phonons in linear
chain of atoms.

The discussion is illustrated with the case of CRAW managed in a two-
dimensional solid-solid phononic crystal composed of tungsten inclusions in
a silicon matrix 6, arranged in a square lattice.

5Later we will see that these similarities are both classical and quantum
6We could have used the configuration silicon-air instead of silicon-tungsten without
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4.3.1 Numerical CRAW dispersion

Let us illustrate the CRAW concept using the example of a two-dimensional
(2D) square lattice array of tungsten inclusions embedded in a silicon ma-
trix. Although the structure is 2D, the results could be extrapolated to
3D without difficulty. A complete phononic band gap is known to exist in
this crystal [19] for a range of filling fractions. Material constants are taken
from Ref.[19] . With the filling fraction f = πr2/a2 = 0.145, the complete
band gap extends in the range ωa/(2π) = 2234 m/s to 2664 m/s, with a the
lattice constant, r the inclusion radius, and ω the angular frequency. Elas-
tic resonators can be created by locally removing one inclusion, as depicted
in Figure 4.7(a). When the number of inclusions separating two cavities is
large enough, they can be thought of as isolated or uncoupled. When the
separation between cavities Λ is is not too large, as depicted in Fig. 4.7(b),
the evanescent fields extending outside the cavities can couple them, thus
creating a channel for guided waves.

Figure 4.7: (a) Schematic of a cavity formed by a single defect of a square-
lattice phononic crystal. The lattice constant is a. (b) Schematic of
a coupled-resonator acoustic waveguide (CRAW) managed in the same
phononic crystal, where ∆ is the separation between defect-based cavities.
The dashed lines indicates the boundaries of the super-cells used for band
structure computations.

The dispersion relation of CRAW can be adequately calculated using
a super-cell approach with periodic boundary conditions. The practical
implementation was performed with the finite element method (FEM), fol-
lowing the scheme presented by Hussein for incorporating the wavevector
dependence [20]. For the phononic crystal cavity of Fig. 4.7(a), we consid-
ered a square super-cell of size 7a× 7a, i.e., adjacent cavities are separated

problem, but we chose this one because from a computational point of view it would be
easier to calculate the coupling parameter between cavities
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Figure 4.8: CRAW dispersion for cavity separation Λ = 2a (blue crosses)
and for Λ = 3a (orange crosses). The red horizontal line at Ωa/(2π) = 2448
m/s indicates the resonant frequency of the isolated phononic crystal cavity.
The phononic band gap range is limited by the grey regions.

by 6 inclusions which was found sufficient to remove any noticeable cou-
pling between cavities. The resonant frequency of the phononic crystal
cavity is Ωa/(2π) = 2448 m/s, close to the center of the complete band
gap. In this particular case, the resonant wave is purely shear polarized,
i.e., the displacement is along the z direction. For the CRAW, the super-
cell has a size Λ× 7a. Fig. 4.31 shows the computed band structure in the
X direction when Λ = 2a and Λ = 3a, i.e., when the coupled cavities are
separated by 1 or 2 inclusions, respectively. In both cases, guided propa-
gation is not monomodal and a total of 3 guided modes are found. CRAW
behavior is clearly observed around the isolated cavity resonant frequency
Ωa/(2π) = 2448 m/s: the dispersion relation oscillates gently. It was fur-
ther verified that the polarization is pure vertical shear, as for the isolated
cavity mode. The amplitude of frequency variations is clearly dependent on
the coupling strength, as expected. There are also 2 degenerate phononic
crystal cavity modes at resonant frequency Ωa/(2π) = 2625 m/s. They
give rise to CRAW behavior as well, but with dispersion relations that are
strongly influenced by the proximity of the phononic bands just above the
band gap. They will not be further considered in this paper.

The CRAW dispersion reaches extrema for both kxΛ = 0 and kxΛ = π,
and crosses the isolated cavity line close to kxΛ = π/2. Fig. 4.9 displays
modal shapes for these particular values of the wavenumber, for Λ = 2a.
At point A, kxΛ = 0, neighboring cavities oscillate in phase. The field
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Figure 4.9: Displacement field distributions for (a) the mode of the isolated
cavity, (b) mode A, (c) mode B, and (d) mode C in Fig. 4.31. The real part
is displayed on the first line, the imaginary part on the second. Modes are
arbitrarily normalized.

distribution in this case, shown in Fig. 4.9(b), is centered on the defects and
resembles the isolated cavity field distribution, shown in Fig. 4.9(a), but is
spatially compressed in the x direction by cavity coupling; hence the stored
energy in the cavity increases and so does the frequency. In the case Λ = 3a
(not shown here), the converse happens: the field distribution expands
outside the defect, causing the stored energy and the frequency to decrease.
At point C, kxΛ = π, the boundary condition between adjacent cavities
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is anti-periodicity (exp(−ikxΛ) = −1). The field distribution shown in
Fig. 4.9(d), in this case, indicates that neighboring cavities oscillate in
phase opposition, though not simply according to the isolated cavity field
distribution, as evidenced by the imaginary part of the displacement field.
Point B, kxΛ = π/2, is exactly mid-way between symmetry points A and
C. If the dispersion relation were perfectly symmetric, we would expect the
CRAW frequency at point B to equal the isolated cavity resonant frequency.
This is almost verified for Λ = 3a, but not for Λ = 2a. Considering the field
distribution in Fig. 4.9(c), we remark that the real part and the imaginary
part of the displacement are in quadrature: exp(−ikxΛ) = −i and hence
real and imaginary parts are continuously exchanged at the boundaries of
the super-cell.

4.3.2 CRAW dispersion relation

• Tight-binding model

Yariv et al. proposed a direct derivation of the relation dispersion of a
CROW [10] based on the tight-binding model [21, 22] In this sub-section,
we extend the method to the phononic crystal CRAW case. The tight-
binding model is used in solid state physics to explain the electronic band
structure of insulators. It applies when the overlap of atomic wave func-
tions is enough to require a correction to the picture of isolated atoms, but
not so much as to render the atomic description completely irrelevant. It
follows, therefore, that when an electron is captured by an ion during its
motion through the lattice, the electron remains there for a long time be-
fore leaking, or tunneling, to the next ion. The probability of tunneling is
measured with the overlapping between electron wave functions of isolated
atoms. The basic idea for CROW or CRAW is then to look for the guided
mode as a weighted superposition of resonant modes attached to a cavity
site, with the weights depending on the wavenumber. Replacing this ansatz
in the wave equation of the periodic structure, a dispersion relation linking
the frequency and the wavenumber of the guided wave can be obtained ex-
plicitly. The coefficients appearing in the dispersion relation can be found
from overlap integrals involving the cavity mode distribution, much as in
the original tight-binding model.

We consider explicitly two different spatial domains, one on which the
CRAW is defined (i.e., the real spatial structure of the CRAW shown in
Fig. 4.7(b)) and one on which the cavity mode is defined (i.e., the super-
cell containing a defect of an otherwise perfectly periodic crystal shown in
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Fig. 4.7(a)). On the one hand, the isolated cavity mode u0 at resonant
angular frequency Ω satisfies the elastodynamic equation

−∇ · (c0∇u0) = Ω2ρ0u0, (4.11)

where c0 and ρ0 are defined on the cavity super-cell. c0 is the rigidity ten-
sor and ρ0 is the mass density; both quantities are spatially discontinuous
at each interface between an inclusion and the matrix. ∇u0 is the gradi-
ent of the displacement field and ∇ · () denotes the divergence operator.
Left-multiplying by the conjugate transpose of u0 and integrating over the
domain, we have in bra-ket notation (scalar product)

− < u0|∇ · (c0∇u0) >= Ω2 < u0|ρ0u0 > . (4.12)

Further integrating this relation by parts, this is just the statement that
potential energy equals kinetic energy for a mode

< ∇u0|c0∇u0 >= Ω2 < u0|ρ0u0 > . (4.13)

On the other hand, the CRAW mode also satisfies the elastodynamic
equation but on a different domain

−∇ · (c∇u) = ω2ρu, (4.14)

where c and ρ are defined on the CRAW domain and are again spatially
discontinuous. The tight-binding ansatz is the assumption that

u =
∑
n

exp(−ikxn)Tnu0, (4.15)

where xn = nΛ is the coordinate of the n-th resonator and Tn is the trans-
lation operator from the origin to location xn. This expression means that
the guided mode is approximated by a superposition of translated cavity
modes, each having the same weight in modulus but a relative phase kxn.
It should be noted that the superposition as written is so far unnormal-
ized. We impose the normalization < u0|ρ0u0 >= 1, which in turn implies
< ∇u0|c0∇u0 >= Ω2 from Eq. (4.13). Projecting (4.14) on the resonant
mode, we have

< ∇u0|c∇u >= ω2 < u0|ρu > (4.16)

Substituting Eq. (4.15) in Eq. (4.16) results in a dispersion relation ω(k)

ω2 =

β0 + ∆β +
∑
n6=0

exp(−iknΛ)βn

1 + ∆α+
∑
n6=0

exp(−iknΛ)αn
, (4.17)
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Figure 4.10: Comparison of the computed CRAW dispersion relation
(crosses) with the tight-binding dispersion relation, with coefficients given
in Table I (solid lines).

with the coefficients

β0 = < ∇u0|c0∇u0 >= Ω2, (4.18)

∆β = < ∇u0|∆c∇u0 >, (4.19)

βn = < ∇u0|c∇Tnu0 >, (4.20)

∆α = < u0|∆ρu0 >, (4.21)

αn = < u0|ρTnu0 > . (4.22)

By definition, ∆c = c− c0 and ∆ρ = ρ− ρ0 are non vanishing only where
the CRAW domain and the cavity domain differ. The coefficients αn and
βn are obtained from overlap integrals involving the cavity modes and its
translated copies; they can be viewed as coupling coefficients between neigh-
boring cavities.

Table I: Coefficients of the tight-binding dispersion relation as computed
from the isolated cavity

CRAW a2β0/(2π)2 ∆α a2∆β/(2π)2 α1 a2β1/(2π)2

(m2.s−2) (w.u.) (m2.s−2) (w.u.) (m2.s−2)

Λ = 2a 5993756 -0.00806 -15140 0.0454 566299
Λ = 3a 5993756 -0.000513 -1937 0.00315 -44451

The coupling coefficients in Equations (4.18-4.22) were estimated from
the cavity mode shown in Fig. 4.9(a) and are reported in Table I for Λ = 2a
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and Λ = 3a. These values are used in Fig. 4.10 to compare the estimated
dispersion relation with the one computed previously (Fig. 4.10). It can
be seen that the agreement is only partial: although the general trends
are obtained, the precise frequency dispersion is not recovered. As a pos-
sible explanation, we point at the definition of the CRAW and the cavity
domains. The cavity mode and its translated versions are defined for the
cavity domain but used on the CRAW domain in Eqs. (4.19-4.22). As the
material constants of tungsten and silicon are quite different in magnitude,
notable differences must result. Such differences could already be observed
in Fig. 4.9, from which it appears that the field distribution for the guided
modes at points A, B, and C differ from the simple superposition postulated
in Eq. (4.15).

• Linear chain of coupled resonators

From the results in the previous sub-section, it is clear that the tight-
binding model contains an assumption that is too strong in the case of
the CRAW: the guided wave can not be trustfully represented as a linear
superposition of resonant modes. We consider here an alternative model
where we describe the coupled cavities as a linear chain of coupled har-
monic oscillators, similar to the description of phonon propagation in a
one-dimensional lattice of atoms. A quantum treatment of the problem
would require constructing the Hamiltonian of the CRAW as a sum of the
Hamiltonians of isolated resonators plus an interaction Hamiltonian de-
scribing the interaction of coupled resonators [22]. Here, we alternatively
postulate the following simple classical model

−d2Un
dt2

=

∞∑
m=−∞

γmUn+m (4.23)

In this equation, Un is a scalar variable similar to a displacement from
equilibrium position describing the state of the resonator. γ0 equals the
square of the resonant angular frequency Ω2 in the decoupling limit, and
γm for m 6= 0 are coupling constants with the same units as γ0. The
underlying assumption is that the response to small perturbations of the
equilibrium positions of resonators is linear and translationally invariant,
hence the convolution operation in the right-hand side. Next we consider
the discrete Fourier transform (DFT) of the sequence Un

Ū(k) =
∑
n

Un exp(iknΛ) (4.24)
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and its inverse

Un =
Λ

2π

∫ π/Λ

−π/Λ
dkŪ(k) exp(−iknΛ) (4.25)

Making use of the orthonormality and completeness of the DFT, the fol-
lowing dispersion relation is obtained upon substituting (4.25) in (4.23)

ω2 =

∞∑
m=−∞

γm exp(−ikmΛ) (4.26)

For a symmetric CRAW, the dispersion relation simplifies to

ω2 = γ0 +
∞∑
m=1

2γm cos(kmΛ) (4.27)

Table II: Coefficients of the linear chain of coupled resonators dispersion
relation as obtained by fitting the CRAW dispersion relation.

CRAW Γ0a/(2π) Γ1a/(2π) Γ2a/(2π) Γ3a/(2π)
(m/s) (m/s) (m/s) (m/s)

Λ = 2a 2443.16 131.30 8.47 2.08
Λ = 3a 2448.34 -39.15 1.17 -0.13

Figure 4.11: Comparison of the computed CRAW dispersion relation
(crosses) with the linear chain of coupled resonators dispersion relation,
with coefficients given in Table IV (solid lines).
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We thus have obtained the dispersion relation as a Fourier series, simi-
larly to the tight-binding result (4.17). The coefficients γm are not known
beforehand but can be fitted from the computed dispersion relation. We
further remark that we can express directly the angular frequency as a
Fourier series

ω = Γ0 +
∞∑
m=1

2Γm cos(kmΛ) (4.28)

where the coefficients Γm are straightforwardly obtained from the coeffi-
cients γm. A similar formula, but with the summation limited to m = 1,
was found by Sainidou et al. for fluid-fluid phononic crystals [23]. Table
II gives the numerical values that were obtained by fitting the computed
CRAW dispersion relations. It can be observed that the Fourier series
converges very fast, in accordance with the intuition that only neighbor-
ing cavities have influence on the dispersion of waves guided by resonator
coupling. Fig. 4.12 compares the computed dispersion relation with the
theoretical dispersion relation (4.28). An excellent agreement is obtained
with only the first 4 Fourier coefficients included, or with couplings in-
cluded up to the third neighboring resonator. It can be remarked that
the property that dispersion relations can be represented by Fourier series
expansions is implied by periodicity and linearity alone, independently of
the CRAW concept. As a consequence, relation (4.27) or (4.28) could have
been postulated from the start. This significance of the model (4.23) is that
the Fourier coefficients γm can be interpreted as a measure of the coupling
with the m-th neighbor.

The potential of this model is that this can be applied independently
of the kind of mode that is resonant in the cavity. For instance, in [24] the
researchers consider a particular model to explain the propagation of rota-
tional modes induced by the rotational motion of individual scatters. So
through a CRAW can propagate many different types of modes, depending
of the kind of resonant mode in the cavity (Fig. 4.12). In fact, our model
could be applied even though a resonant modes which are a mixtures (ro-
tational + compressional or flexional + rotational), since in our model the
essential parameter is the coupling between cavities, independently of the
resonant mode.
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Figure 4.12: Possible types of restoring force between cavities depending of the

king of resonant modes in these.

4.4 Slow-waveguide in a honeycomb phoXonic crys-
tal structure

Guiding photons and phonons at the same time in waveguide, whose width
is of the order of half the wavelength, would allow a strong interaction
between light and sound waves throughout the waveguides [25]. Several
studies have demonstrated theoretically and experimentally the possibility
that photons and phonons can be simultaneously guided and slowed down
in specially designed nanostructures [26–28].

The interest of the honeycomb lattice, in addition to what was said
in the section 2.2.2, it is the possibility, choosing the right parameters, to
get a photonic bandgap for odd modes, which extends throughout the first
Brillouin zone (the parameters of the structure were choosen considering our
previous work, section 2.2.2, which optimizes the phoxonic bandgap [29]).
Thus, these features make the honeycomb lattice an interesting choiceto
develop slow waveguides.

In this section, we describe the design of a slow waveguide, which sup-
port a single slow-wave band inside the bandgap, for both photons and
phonons. From the phononic point of view, we are going to see that
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the phoxonic waveguide can be explained the results in the context of the
CRAW concept, developed in the previous section.

Finally, in the last part of this section we also show another special
characteristics of this waveguide from the phononic point of view: its ability
to support guided modes confined tightly to the core.

4.4.1 Honeycomb phoxonic crystal slab

Figure 4.13 displays the honeycomb lattice under study, where we indicate
the parameters a and d, which are related to each(d = a

2sin60). The super-
cell used for band structure computation is also shown in Fig. 1.12, right
side) and the photonic and phononic band structure (figs. 4.13 and 4.14.
The length of the supercell in the y direction has been chosen in such a way
as to avoid interaction between neighbouring guides.

Figure 4.13: Honeycomb structure (left) and supercell used to compute the band

structure (right).

Figures 4.14 and 4.15 display the photonic and phononic dispersion
relation, where we can see that the phoxonic bandgap extends throughout
the 1BZ.

Interestingly, we observe in Fig. 4.13 that the photonic band gap ex-
tends at the region above the light cone, whereas typically the bandgaps
appearing in 2D photonic crystal slabs only hold below the light cone (for
truly guided modes). This is, in fact, a very interesting propertyt: the
absence of radiative modes in the gap region will provoke that light propa-
gating through waveguides can not be scattered by defects (resulting from
the fabrication process) and coupling to radiative modes, which results in
high propagation losses. In this waveguide, there are no radiative modes
to which scattered light can couple, so propagation losses in a real device
should be, in princple, lower than in similar waveguides in which there are
radiative modes within the bandgap region [28].
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Figure 4.14: Photonic band structure for odd parity(blue region indicates the

photonic bandgap) for honeycomb phoxonic crystal slab.

Figure 4.15: Phononic band structure (blue region indicates the phononic

bandgap)for honeycomb phoxonic crystal slab.

4.4.2 Waveguide in lattice phoxonic crystals

If we consider the the honeycomb photonic band structure (Fig. 4.16) we
can observe that the bands over the bandgap are very folded (green region
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of Fig. 4.16), moreover the bands below the bandgap are very flat (orange
region of Fig. 4.16).

Figure 4.16: Photonic band structure (blue region indicates the phononic

bandgap) of honeycomb phoxonic crystal slab.

From the phononic point of view, the authors in Refs.[26, 29] studied a
phoxonic waveguides, which were created by increasing the refractive index
in the core, so the guided modes come from the air band (green zone), ap-
pearing around the zone indicated by the green arrow. If we get modes in
this region, however, when we try to excite these modes, light propagating
through waveguide will be scattered by defects and coupled to radiative
modes, causing strong losses [28]. Therefore, it is needed to increase the
effective refractive index to shift that the guiding modes to the blue re-
gion. The main problem of this approaches is that the phoxonic waveguide
become multimode [29]. We can use another approach, to decrease the ef-
fective index. In this case, the photonic guided modes will come from the
dielectric band (orange zone), making it easier for guided modes to appear
in the blue region.

After considering several approaches, we propose two waveguides with
the aforesaid characteristic: a) ladder waveguide and b) slot-ladder
waveguide, where the parameter are:∆ (∆ = αd) is the width of the
waveguide (α ≥ 1), H is the width of the slot and (H < d),r′ = βr
(β < 1,first line of holes close to the defect ).
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Figure 4.17: a) Ladder waveguide and b) slot.ladder waveguide.

Ladder waveguide

Figure 4.18 displays the photonic and phononic results for ladder waveg-
uide.

Figure 4.18: Simulation results of Ladder waveguide. a) Photonic band with-

out defect (black), α = 1 (orange), α = 1.1 (green) and α = 1.2 (red) (the red

solid line indicates the light cone). b) Phononic band without defect (black),

α = 1 (green), α = 1.1 (blue) and α = 1.2 (red). The red solid line indicates the

light cone. c)Electric and magnetic field pattern for α = 1.2 and ka/2π = 0.5.

d)Displacement field pattern for the CRAW-mode (blue region, ka/2π = 0.5.)
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Figure 4.18a displays the photonic dispersion relation for different values
of ∆ (∆ = a orange, ∆ = 1.1a green and ∆ = 1.2a red). Figure 4.18b
displays the phononic dispersion relation for different values of ∆ (∆ = a
green, ∆ = 1.1a blue and ∆ = 1.2a red). Figures 4.18c and 4.18d display
the photonic and phononic field pattern, respectively, for the case ∆ = 1.2a.
Interestingly, for ∆ = 1.2a we get a photonic and phononic single band
inside photonic and phononic bandgap respectively, which show a very flat
dispersion relation and, therefore, a quite small group velocity (slow-wave
behaviour). So we get a photonic and phononic single slow-wave band
(SS-WB), a phoxonic SS-WB.

Figure 4.19 display the group velocity for the photonic and phononic
SS-WB. Photonic group velocity of guided modes is reduced by at least
two orders of magnitude, and for the phononic case we a region where the
group velocity for elastic waves is almost zero (ka/2π ≈ 0.35).

The introduction of this kind of defect results in three important fea-
tures. First, we obtain a single defect band inside bandgap, so the waveg-
uide is single mode, a key requirement for many applications. Second,
the defect band is very flat, so the group velocity is very slow (in fact,
it tends to zero when approaching the band edge). We can consequently
hope that the light-sound-matter interaction will be highly strengthened.
Third, for photonic case, we have reduced the modes over light-cone, radia-
tive modes, which are an important source of losses from photonic point of
view for guided modes. The last property is very important to avoid radia-
tive losses when implementing a real structure. Although we have reduced
the number of radiatives modes significantly , they have no been removed
completely (there are radiative modes at the same frequency that guided
modes, see Fig. 4.20). So, the scattered light of guided mode by fabrication
defects can couple easily to radiative modes, which is an important source
of losses. Beside, since the wave vectors are similar,so both modes would
be excited with more or less the same efficiency.

Following the idea of Ref.[30] to flatten the photonic SS-WB in the
region indicate in Fig. 4.20a (blue region), we get that if we reduce the
radio of first lines of holes by factor of 0.8 (r′ = 0.8r) and shift this line of
holes an amount d = r−r′ ( as it is shown in the inset in Fig. 20b), getting
the result shown in Fig. 4.20b. The main problem with this modification
is that the phononic SS-WB disappears (Fig. 4.21). So, although we have
not eliminated all radiative mode which the scattered light can be coupled,
we ha reduce the number of radiative modes significantly, comparing with
the result of Ref.[28, 29], which is an improvement from the viewpoint of
losses.
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(a)

(b)

Figure 4.19: a)photonic SS-WB and its group velocity and b) hononic SS-WB

and its group velocity, both for ∆ = 1.2a. v is the sound velocity in silicon and c

is the light velocity in vacuum, blue line indicate the light-cone, the right side are

the guided modes.
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(a)

(b)

Figure 4.20: a)Zoom of photonic SS-WB for the case α = 1.2 and b) photonic

SS-WB after the modification mentioned previously (see inset). We can see that

we have achieved to clean the area of radiative modes (blue region).
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Figure 4.21: Phononic dispersion: honeycomb structure without defect (black

big dost) and α = 1.2 with the previous modifications (cyan small dots).

From a phononic point of view ladder waveguide has a very inter-
esting behaviour, supporting two different kind of modes: guided modes
(modes inside bandgap, blue region of Fig. 4.18b) and slab modes (see
Figs. 4.22, 4.23a, and 4.23b). So, the phononic SS-WB that appear inside
bandgap (see Fig. 4.18b, blue region) can be explained if we consider our
waveguide as a linear chain of micromechanical resonator [31, 32], converg-
ing adequately with only a few harmonic terms. The phononic modes out-
side of bandgap, slab modes, are similar of photonic slab modes [33, 34].
In this case the guiding mechanism is not due to phononic bandgap effect,
they are pure Lamb waves of silicon waveguide in air. We can observe
two different behaviours of the phononic modes with regard to how the
field is confined “within” the defect: confined around the linear defect(Fig.
4.23a), which looks like a symmetric Lamb mode trapped between the two
phononic crystals (two surface modes coupled through the silicon bridge),
or confined inside the defect (Fig. 4.23b), which is similar to the photonic
slab mode. So, with this first approaches we have: a) phononic modes in-
side bandgap with a very slow group velocity, which induces more strain
than slab modes, so it is better for elasto-optical coupling, and slab modes,
which induce a larger displacement of the structure interface, are better for
optomechanical coupling.

In the figure the most important is the bands that appear below the first
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band of honeycomb phononic band without waveguide (black solid line).

Figure 4.22: The solid black line indicates the first band of honeycomb phononic

band without defect (black big dots), we can see as new modes appear below the

first band of structure without defect, red small points for α = 1, green smal dots

for α = 1.1 blue small dots for α = 1.2.

(a) (b)

Figure 4.23: a)Displacement field pattern at point A of the Fig. 4.22 and b)

Displacement field pattern at point B of Fig. 4.22.
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Slot-ladder waveguide

Figure 4.24 displays the photonic and phononic results for slot-ladder waveg-
uide. Making a slot and modifying the radius of the first line of holes closer
to the defect, we try to remove the radiative mode for guided modes.

Figure 4.24: Simulation results of Slot-ladder waveguide. a) Photonic band

without defect (black), green dots (α = 1.2, H = 100nm), blue dots (α = 1.2,

H = 200), and red dots . b) Phononic band without defect (black), green dots

(α = 1.2, H = 100nm), blue dots (α = 1.2, H = 200), and red dots . c)Electric

and magnetic field pattern for α = 1.2 and ka/2π = 0.5. d)Displacement field

pattern for the CRAW-mode (blue region, ka/2π = 0.5.)

On Figs. 4.24a and 4.24b displays the photonic and phononic dispersion
relations of slot-ladder waveguide. In this case, for α = 1.2, H = 300nm,
and β = 0.8, we keep the photonic SS-WB and for the phononic case we
have reduced the region of phononic bandgap where we get a phononi SS-
WB (blue region), and we have removed completely the radiative modes
above line cone, eliminating the source of losses due to the coupling of
scattered light to radiative mode. Therefore, the theoretically the losses of
the structure are only due to the intrinsic losses of the material.
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(a)

(b)

Figure 4.25: a)photonic SS-WB and its group velocity and b) hononic SS-WB

and its group velocity, both for ∆ = 1.2a, H = 300nm and β = 0.8. v is the

sound velocity in silicon and c is the light velocity in vacuum, blue line indicate

the light-cone, the right side are the guided modes.

Figure 4.25 display the group velocity for the photonic and phononic
SS-WB. Photonic group velocity of guided modes is reduced by at least one
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orders of magnitude, and for the phononic case we have reduced the region
where the group velocity for elastic waves is almost zero (ka/2π ≈ 0.40).
Although in this case the result for both group velocities is worse, we still
have a phoxonic SS-WB without losses due to radiative modes, at least
theoretically. This point is very important, because we are going to see in
the next section, the losses in the structure affect the group velocity that
a wave can achieve propagating though the structure.

Again we can be explained the phononic SS-WB of Fig. 4.24b (blue
region) considering our waveguide as a linear chain of micromechanical
resonator [31, 32], converging adequately with only a few harmonic terms.
In this case, we have Lamb micromechanical resonator (see Fig. 4.24d).

In this case, the CRAW mode (Figs. 4.24d), due to the displacement
induced in the structure interface is very interesting for optomechanical
coupling.

4.5 Effect of loss on the dispersion relation of pho-
tonic and phononic crystals

After many efforts and experimental results, mainly in the field of photonic
crystals, it has been demonstrated that despite the tremendous fabrication
efforts or the design of novel structures (as we have seen in the previous
sections), slowing down the group velocity beyond two orders of magnitude,
in the best of case, still remains elusive [35, 36].

Among many similarities that phononics and photonics field have in
common, one of them is the origin of limitation imposed on the minimum
attainable group velocity. The origin of this limitation is due to two effects:
finite size effects [37] and losses effect [38, 39].

The finite size effects are imposed by the size of the devices and the pulse
duration. The losses effect is due to fabrication disorder and roughness [40,
41] as well as to material losses (imaginary part of the dielectric function,
for photonic crystals and imaginary part of the elastic constant tensor for
phononic crystals) [38, 42, 43]. In fact, both effects can be modeled as an
imaginary part of the dielectric constant for the photonic case.

ε(r) = ε′ − iε′′, (4.29)

whith
ε′′ = ε′′material + ε′′disorder, (4.30)

and for the phononic case, it is considered that there is a imaginary part
of the elastic tensor
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Ĉ(r) = Ĉ ′ + iĈ ′′, (4.31)

with

Ĉ ′′ = Ĉ ′′material + Ĉ ′′disorder, (4.32)

J. G. Pedersen and co-workers, from the photonic point of view, studied
how the losses in the material, affect to the group velocity, obtaining an
expression that gives a lower bound of group velocity imposed by the losses
[38]. They modelled this losses considering that they could be included in
the imaginary part of the dielectric function. They considered the disper-
sion relation of a photonic crystals near the edge of a photonic bandgap for
two reason: the exact shape of the dispersion relation is quite complicated,
but near of this point, the band structure can be approximated as

ω = ω0 + α(k − k0)2, (4.33)

facilitating the calculations, and in this point, ideally, the band has a van-
ishing slope.

In order, to capture the effect of imaginary part of dielectric constant,
they applied standard electromagnetic perturbation theory, under the as-
sumption that the perturbation is small. Taking into account the first-order
term in perturbation expansion, they obtained that

vg ≥
√
αfω0

ε′′

ε′
. (4.34)

This result is generall and independent of the particular ditails of the
photonic structure.

For the case of phononic crystals, R. P. Moyseyenko and co-workers,
in their work “Material loss influences on the complex band structure and
group velocity in phononic crystals” [39], obtained a theoretical expression
to evaluate the group velocity at any point of the band structure. Although
the result is general, independently of the details of the phononic structure,
it is quite complicate to get a simple estimation of how losses limit the group
velocity.

Taking into account the above studies, we present theoretical and gen-
eral expressions for the lower limit of the group velocity imposed by losses
in artificial crystals, considering a a rather general dispersion relation for
a Helmholtz type equation (a monochromatic wave equation), including
periodicity.
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4.5.1 Perturbation of dispersion relations by material losses

Jesper Goor Pedersen and co-workers [38] considered that the losses affect
only the frequency parameter (ω), but in reality the losses perturb both
the k-vector and ω, causing imaginary parts to appear in both parameters:
k0 + ik′ and ω0 + iω′.

A general dispersion relation has the implicit form

D(ω, k;µ) = 0 (4.35)

where µ is a parameter that represents any material constant. A band
structure is a plot of a set of such dispersion relations for fixed µ. The first
differential of the dispersion relation is

∂D
∂ω

dω +
∂D
∂k

dk +
∂D
∂µ

dµ = 0. (4.36)

The group velocity (at fixed µ) can then be obtained as

vg =
dω

dk

∣∣∣∣
µ

= −
∂D
∂k
∂D
∂ω

. (4.37)

Similarly, we can look at the variation of angular frequency (at fixed k)
caused by a variation in material constants as

dω

dµ

∣∣∣∣
k

= −
∂D
∂µ

∂D
∂ω

. (4.38)

and at the converse variation of k (at fixed ω) caused by a variation in
material constants as

dk

dµ

∣∣∣∣
ω

= −
∂D
∂µ

∂D
∂k

. (4.39)

Eqs.(4.38) and (4.39) tell us that a variation of µ implies a variation of
k and ω. From these relations, another estimate can be found for the
group velocity as follows. Suppose we solve for the dispersion relation for
a given set of material constants and then for a slightly perturbed set, e.g.,
without/with including loss, we can obtain estimates δω|k and δk|ω, and
then the group velocity for the perturbed dispersion relation as

vg ≈
δω|k
δk|ω

. (4.40)
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All these relations are valid for infinitesimal variations of the variables
of the dispersion relation and hold exactly on it, i.e., at (ω, k, µ) points
where (4.35) is satisfied.

Suppose now we solve for the dispersion relation for a given set of ma-
terial constants µ, D(ω, k;µ) = 0. Now we consider that there us a slight
perturbation in the set of material constants, mu+ δµ. This perturbation
can include or not the losses effect. A perturbation of µ implies a pertur-
bation of k, δk and ω, δω, since we are considering the implicit form for
our dispersion relations. Mathematically this means that

D(ω, k;µ+ δµ) = D(ω − δω, k − δk;µ) = 0 (4.41)

, i.e., this a perturbation of our relation dispersion around a point (ω, k;µ).

Band structure, ω(k)

At this point, we consider a rather general dispersion relation for a Helmholtz
type equation (a monochromatic wave equation), including periodicity 7.
Depending whether we look for a dispersion relation in the form ω(k) or
k(ω) we generally end up with an eigenvalue problem of the forms

A(k) = ω2Bu (4.42)

or

C(ω)u = kD(ω)u (4.43)

In either case, matrices A, B, C, and D account for periodicity of our
problem and implicitly depend on the material constants.

In the following, we are only going to consider the Eq.(4.42), since we
know explicitly the master equations of photonics and phononics under this
form (see Table IV).

Table III: The master equations of photonics and phononics

A(k) B

Phononic crystals ∇
(
Ĉ(r) : ∇

)
ρ

Photonic crystals ∇∧
(

1
ε(r) ∧∇

)
1
c2

7We are not referring that it is possible to represent any master equation like (4.39)
or (4.40), but for the cases of electromagnetic and elastic problems, it is possible.
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The following results are valid both the photonic and the phononic case.
Considering Eq. (4.42), the ω(k) problems are always symmetric by

construction, so A and B are square and symmetric matrices. The eigen-
vector u represents either H(r, t) (magnetic field) or U(r, t) (displacement
field), for the photonic or the phononic case, respectively. Due to the sym-
metry of the problem, the dispersion relation for each eigenvalue ω can be
obtained by left-multiplying with eigenvector u, resulting in

D(ω, k, µ) = u†A(k)u− ω2u†Bu (4.44)

Now, we calculate the first partial differentials of D(ω, k, µ), taking into
account that u depends on ω, k, and µ, but also the Eq.(4.42) is satisfied
on the dispersion relation:

∂D
∂ω

= −2ωu†Bu+ u†
∂A(k)

∂ω
u (4.45)

,
∂D
∂k

= u†
∂A(k)

∂k
u (4.46)

,
∂D
∂µ

= u†
∂A(k)

∂µ
u− ω2u†

∂B

∂µ
u. (4.47)

Considering equations (4.35), (4.36), and (4.37), we get a expression of
the group velocity at every (ω, k) point of the dispersion relation, given
only the knowledge of the eigenvector u

vg =
u† ∂A(k)

∂k u

2ωu†Bu− u† ∂A(k)
∂ω u

. (4.48)

Similarly, when the material contants are changed by a very small
amount, the first variation of ω at constant k and the first variation of
k at constant ω can respectively be estimated as

δω|k =
u†δA(k)u− ω2u†δBu

2ωu†Bu− u† ∂A(k)
∂ω u

(4.49)

and

δk|ω = −u
†δA(k)u− ω2u†δBu

u† ∂A(k)
∂k u

. (4.50)

Equation (4.49) is the most useful for us, as we will wee later.
This expression can be simplified, since for both photonic and phononic

problems, δB = 0 where the loss is include. Furthermore, u† ∂A(k)
∂ω u is zero
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for the photonic case due to A(k) independent of ω. For the phononic case
it can be neglected compare to 2ωu†Bu, due to C ′′/C ′ << 1. Finally being

δω|k =
u†δA(k)u

2ωu†Bu
. (4.51)

A similar result can be obtained if we consider the complex band struc-
ture, k(ω) [39], Eq.(4.43).

Pertubation of master equation

The master equations for electromagnetic waves in dielectric media, and
hence in photonic crystals, are of the form

∇∧
(

1

ε(r)
∇∧H(r)

)
=
(ω
c

)2
H(r), (4.52)

and for elastic waves in solids, and hence in phononic crystals

−∇ · (C(r) : ∇u(r)) = ω2ρ(r)u(r). (4.53)

Losses are modelled as an imaginary part of the dielectric function
(−iε′′), ε = ε′ − iε′′ [38] and elastic tensor (iĈ ′′), C = C ′ + iC ′′[42] for
the photonic and phononic cases, respectively. Taking into account (4.27)
and (4.29), substituting in (4.49) and (4.50) and taking into account for
the photonic case that 1

1+x ≈ 1− x when x� 1, we get

∇∧

[
1

ε(r)

(
1− iε

′′

ε′

)
∧∇H(r)

]
=
(ω
c

)2
H(r), (4.54)

∇
[(
C(r) + iC ′′

)
: ∇U(r)

]
= −ω2ρU(r), (4.55)

where we have identified δA for both cases in Table V.

Table IV: Perturbative terms of master equation considering the losses ef-
fects

δA(k) B

Phononic crystals ∇ (iC ′′ : ∇) ρ

Photonic crystals ∇∧
(
−i ε

′′

ε′2
∧∇

)
1
c2
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In the photonic case, we have

ω2u†Bu = u†Au =< ∇∧H| 1

ε(r)
|∇ ∧H > (4.56)

and

u†δAu =< ∇∧H| ıε
′′

ε′2
|∇ ∧H > (4.57)

Considering the case of a photonic crystal of air holes in a dielectric
material, we define the loss factor L = ε′′/ε′ and the filling fraction as

F =
< ∇∧H|1ε |∇ ∧H >dielectric

< ∇∧H| 1
ε(r) |∇ ∧H >crystal

(4.58)

The filling fraction is a dimensionless number smaller than 1 measuring
the proportion of optical energy inside the dielectric as compared to the
total optical energy.

Figure 4.26: Spatial dependency of terms ε′/ε′′ and C ′′.

In the phononic case, we have L = C ′′/C ′ and

F =
< ∇u|C|∇u >matrix

< ∇u|C|∇u >crystal
(4.59)

. in the case of air holes, F = 1 since all elastic energy is concentrated in
the matrix.
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Since the loss factor is constant within the dielectric in both cases and
taking into account the Eqs. (4.48), (4.53), (4.51), and (4.55) we obtain

δω|k = ı
ω

2
FL (4.60)

4.5.2 Special dispersion relation models.Frozen mode regime
in artificial materials.

Local models

In this section, we make use of the tools developed in Section 4.5.1 to
obtain analytical results given only the knowledge of the shape of the dis-
persion relation around a given point. Based on Ref.[47] we present the
following model relation dispersion around any point (k0, ω0)

D(ω, k, µ) = ω − ω0 − α(k − k0)n = 0, 2 ≤ n ≤ 4 (4.61)

, where α = α(k0, ω0). n = 1 gives us a local approximation of the disper-
sion relation around any point where the group velocity does not vanish.
n = 2, 3, 4 gives us a local approximation around any point where the
group velocity vanishes, which are called frozen modes, and there are three
different cases (see Fig. 4.27) [47]:

• n = 2→Regular band edge (RBE), double degeneracy.

• n = 3→Stationary inflection point (SIP), tripe degeneracy.

• n = 4→Degenerated band edge (DBE), quadruple degeneracy.

(a) (b) (c)

Figure 4.27: Dispersion relation around different frozen modes: a)RBE point, b)

SIP point, and DBE point.
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Under an arbitrary but small perturbation of the material constants
and taking into account Eq. (4.41) and (4.61), we get:

ω − δω − ω0 − α(k − δk − k0)n = 0 (4.62)

, if the perturbation is done around the point (k, ω) = (k0, ω0), we get:

−δω − α(−δk)n = 0 (4.63)

−δk =

(
−δω
α

)1/n

(4.64)

Using Eq.(4.60) of your manuscript we get

−δk =

(
−iω0FL

2α

)1/n

(4.65)

For n = 1 we obtain:

δk = i
ω0FL

2α
(4.66)

, where we can see that the spacial decay thus varies linearly with the loss
and is inversely proportional to α. For the case n = 1 α is the group
velocity, which is telling us that flat bands in the band structure are more
sensitive to loss as compared to steep bands, as expected. At points where
the band is flatter, the group velocity is slower, then the interaction with
the material increase so the losses increase.

For 2 ≤ n ≤ 4 we obtain:

−δk = γmn

(
ω0FL

2|α|

)1/n

(4.67)

, with γmn = exp (∓iπ (2m+ 1/2) /n) the n-roots of ∓i. The choice of sign
in the previous expression must be made according to the sign of α.

As a result, the spatial decay of Bloch waves close to a stationary point
is proportional to the n-th root of the loss factor and to the n-th root of
the local curvature of the band as measured by 1/|α|. Figures 4.28, 4.29,
, and 4.30 display the complex band structure for RBE, SIP, and DBE,
respectively.

For a RBE (Fig. 4.28, plotted for α < 0), there are two complex
bands associated with γ0

2 and γ1
2 . The two bands are symmetrical with

respect to k = k0. One of them gives the dispersion of a right-propagating
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Figure 4.28: Complex band structure k(ω) in the vicinity of a regular band edge

(RBE) in the dispersion relation of an artificial crystal. Parameters for the plot

are n = 2, ω0 = 1, k0 = 0.5, and α = −1. (a) Without loss, k(ω) is real-valued

below the cut-off frequency ω0 and imaginary-valued above it. The 2 bands are

symmetrical with respect to k = k0. (b) With loss, here with δω/ω0 = 0.01ı,

k(ω) becomes complex but the 2 bands are still symmetrical with respect to k0.

The right-propagating (left-propagating, respectively) Bloch waves is shown with

a blue line (red line, resp.).

Bloch wave, while the other one gives the dispersion of a left-propagating
Bloch wave. Right-propagating is here defined by =(k) < 0 or > 0 if
=(k) = 0. Left-propagating corresponds to the converse conditions. The
k-distance between dispersion relations with and without loss is maximum
at the degeneracy frequency ω0.

For a SIP (Fig. 4.29, plotted for α > 0), there are 3 complex bands
associated with γ0

3 , γ1
3 , and γ2

3 . The situation is somewhat more complex as
compared to the RBE case. In the absence of loss, one band is purely real
and the two others are complex conjugates. While the real band is right-
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Figure 4.29: Complex band structure k(ω) in the vicinity of a stationary inflection

point (SIP) in the dispersion relation of an artificial crystal. Parameters for the

plot are ω0 = 1, k0 = 0.5, and α = 1. (a) Without loss, k(ω) separates in 3

bands, one is purely real, the two others are complex conjugates. (b) With loss,

here with δω/ω0 = 0.01ı, k(ω) has 3 complex bands. One is a left-propagating

Bloch wave (blue line), the two others are right-propagating Bloch waves (red and

orange lines). Note the non continuity of band sorting at the SIP when passing

from the lossless case to the lossy case.

propagating, the complex conjugate bands were sorted by continuity and
exchange from right- to left-propagating when going through the SIP. In
the presence of loss, a clear separation between 2 right-propagating and 1
left-propagating bands is installed. Thus the complex band structure is not
continuous when passing from δµ = 0 to δµ 6= 0, even for an infinitesimal
change.

For a DBE (Fig. 4.30, plotted for α > 0), there are two pairs of bands
that are symmetric with respect to the vertical axis k = k0. This property is
conserved when introducing loss, but similarly to the SIP case, band sorting
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Figure 4.30: Complex band structure k(ω) in the vicinity of a degenerate band

edge (DBE) in the dispersion relation of an artificial crystal. Parameters for the

plot are ω0 = 1, k0 = 0.5, and α = −1. (a) Without loss, k(ω) separates in 2 pairs

of bands. Inside each pair, the bands are symmetrical with respect to k = k0. (b)

With loss, here with δω/ω0 = 0.01ı, k(ω) still has 2 pairs of bands that are still

symmetrical with respect to k = k0. Note, however, the non continuity of band

sorting at the DBE when passing from the lossless case to the lossy case.

is not continuous when passing from the lossless case to the lossy case. Note
that for both SIP and DBE, this non continuity is a consequence of the
convention for sorting between left- and right-propagating Bloch waves.

On the other hand, the group velocity is given by

vg = nα(k − k0)n−1 (4.68)

, evaluating the group velocity in the point k = k0 − δk, i.e.

k = kn + γmn

(
ω0FL

2|α|

)1/n

(4.69)
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, getting the group velocity at a degenerate point as a function of losses.

vg = nα (γmn )(n−1)

[
ω0FL

2|α|

]n−1
n

(4.70)

Eq.(4.70) gives us that although theoretically the group velocity at dif-
ferent points studied vanishes, really, this is limited by losses. For the SIP
and DBE cases we get more that 2 roots. We have to get the root which
gives the higher lower bound of group velocity, since that root limit the
minimum group velocity that can be achieved.

Table V: Limiting group velocity for non-degenerate (n = 1) and degenerate
(n ≥ 2) dispersion points

Index Point Relationship Group velocity (|Re(vg)|)
n = 1 Linear point δω = αδk |α|
n = 2 RBE point δω = −2α(δk)2 (|α|ωoFL)1/2

n = 3 SIP point δω = 3α(δk)3 0.945|α|1/3(ωoFL)2/3

n = 4 DBE point δω = −4α(δk)4 1.682|α|1/4(ω0FL)3/4

Seeing the previous result we can obtain a general expression of the
group velocity as a function of the different parameters: α, F , L, and ω.

vg ∝ |α|1/n (ωFL)n−1/n (4.71)

Therefore α has different dimensions for each point, [α] = mns−1. However,
in this case we are only going to discuss the magnitude of α, since with the
same value of this one we get the dispersion relation for the different points
(see Fig. 4.31).

Taking into account the previous discussion about magnitude of α and
that it is plausible to consider that the values of F and L can be the same
for each point, we are going to plot the group velocity for each point as a
function of frecuency (Fig. 4.32).

We are discussing the behaviour of different group velocities with the
frequency, so we plot in arbitrary units (a.u.). We can see that for the
same set of parameters, the RBE points of a dispersion relation support
the lowest group velocity, obtaining the same results of J. G. Pedersen et
al [38], comparing with other points that support frozen modes. Thus, the
losses increase more the lower bound of group velocity in these points where
theoretically the group velocity is smaller, which is in complete agreement
with Eq. (4.66).
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Figure 4.31: Dispersion relation for the different point considering the same
parameters. RBE dispersion relation (black), SIP dispersion relation (red),
and DBE dispersion relation (green).

Figure 4.32: Group velocity lower bound for each point as a function of frequency.
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4.5.3 Bandgap model.

In the previous section we have discussed the dispersion relation for frozen
modes and how the lower bound of group velocity is affected around this
points. In this section we present a bandgap model, which represent the
complex band structure around and inside of band gap, to help us how the
lower bound of group velocity behave around and inside a bandgap. The
expression in absence of losses is(

2

B2

)
(ω − ω1) (ω − ω2) =

(
1

κ2

)
(k − ko) (4.72)

, where ω1 and ω2 are thre angular frequencies at the entrance and at the
exit of the bandgap, ko is the wavenumber bandgap (e. g., ko = π/a in the
X point in the first BZ), κ has the units of wavenumbers and measure the
bandgap depth, B = ω2 − ω1 is the bandgap width (see Figure 4.33). The
group velocity for this model is given for the following equation

vg =

(
B

2κ

)2 k − ko
ω − ωo

(4.73)

, where ωo = ω1 + ω2/2. It can be checked by inspection that the group
velocity vanishes at the entrance and at the exit of the band gap, and that
it goes to infinity at the center of the band gap. We are interested in how
the group velocity behaves around and inside the bandgap when the losses
are considered. It is easy to check that

k = ko ±
2κ

B

√
(ω − ω1)(ω − ω2), ω /∈ [ω1, ω2] (4.74)

k = ko ∓
2iκ

B

√
(ω − ω1)(ω2 − ω), ω ∈ [ω1, ω2] (4.75)

Substitute the Eq.(4.75) in Eq.(4.73) we get

vg =

(
B

2κ

)2 ±2iκ
B

√
(ω − ω1)(ω2 − ω)

ω − ωo
(4.76)

vg = ±i
(
B

2κ

) √
(ω − ω1)(ω2 − ω)

ω − ωo
(4.77)

Considering the losses

ω −→ ω − δω (4.78)
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Figure 4.33: Complex band structure for the band gap model of the dispersion

relation of an artificial crystal. Parameters for the plot are ω1 = 1, ω2 = 2,

k0 = 0.5, and κ = 0.4. (a) Without loss, k(ω) forms 2 bands symmetrical with

respect to k0. (b) With loss, here with δω/ω0 = 0.01ı, k(ω) becomes complex

but the 2 bands are still symmetrical with respect to k0. The right-propagating

(left-propagating, respectively) Bloch waves is shown with a blue line (red line,

resp.).

, and taking into account that (δω|k)2 << 1 we get

vg ≈ ±i
(
B

2κ

)
[(ω − ω1)(ω2 − ω) + 2(ω − ωo)δω|k]1/2

ω − ωo − δω|k
(4.79)

Substituting Eq. (4.60) we obtain

vg ≈ ±i
(
B

2κ

)
[(ω − ω1)(ω2 − ω) + i(ω − ωo)ωFL]1/2

ω − ωo − iω2FL
(4.80)
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vg ≈ ±i
(
B

2κ

)
[(ω − ω1)(ω2 − ω) + i(ω − ωo)ωFL]1/2

(ω − ωo)2 +
(
ω
2FL

)2 (
ω − ωo + i

ω

2
FL
)

(4.81)

Now, we are going to consider the different frequencies inside bandgap.

• Entrance of bandgap, ω = ω1, ω1 < ωo, and ωo − ω1 >> ω1FL/2 we
obtain

|<(vg)| ≈
√
ω1BFL

2κ
(4.82)

• Exit of bandgap ω = ω2, ω2 > ωo, and ω2−ωo >> ω2FL/2 we obtain

|<(vg)| ≈
√
ω2BFL

2κ
(4.83)

• Center of bandgap ω = ωo, ω1 < ωo, and ω2 > ωo we obtain

|<(vg)| ≈
B2

2κωoFL
(4.84)

Observing the previous results we obtain that we have modelled cor-
rectly the dispersion relation around of bandgap, not only obtaining the
correct shape of the dispersion relationship around of bandgap, but be-
cause they also obtain a similar dependency with the losses at the entrance
and at the exit of the bandgap (see Table V) due to the points (ko, ω1) and
(ko, ω2), since both both points are RBE point.

Another interesting result in the value of group velocity in the center of
the bandgap (ω = ωo). Theoretically the group velocity in the center of a
bandgap is infinity, but when the losses are considered, these tend to limit
the group velocity, forbidding it to reach infinitive values as expected for the
case without losses (classical Hartman effect). In the center of the bandgap
the dispersion relation have a finite slope, i.e., the group velocity reach a
finite value. This effect was observed numerically and experimentally in a
study of tunneling through a phononic crystal in a bandgap range [48].
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Conclusion

We have presented a theoretical analysis of slow wave propagation in phox-
onic waveguides, designing a waveguide to achieve slow wave and studying
how losses impose a minimum value to the group velocity.

In section 4.4, we have presented an analysis of the dispersion relation
of CRAW in phononic crystals. While the dispersion relation could be
computed accurately based on a super-cell technique, we examined two dif-
ferent analytical models based on the tight-binding approximation, on the
one hand, and on a 1D-lattice of linearly coupled resonators, on the other
hand. Both models predict that angular frequency ω as a function of the
wavenumber k has the form of a Fourier series in exp(−ikΛ), with Λ the
separation between resonators. Of the two models, only the tight-binding
approximation gives an explicit expression for the Fourier coefficients. It
was found, however, not to faithfully reproduce the exact dispersion re-
lation, which we attributed to the consequent domain modification that
occurs when forming the CRAW from the isolated cavity. It is not possi-
ble to get a solution which converges correctly applying the tight-binding
model. It was checked that when more terms are considered the solution di-
verges of the computational results. The linear chain of coupled resonators
model, in contrast, has a priori unspecified coefficients that can be fitted
against the computed dispersion relation. It was found that only a very
limited number of Fourier coefficients are necessary to reproduce the ex-
act dispersion, a clear indication that the influence of distant resonators
decreases very fast with distance. CRAW are promising in order to get
slow-wave phononic waveguides whose dispersion can be tuned by chang-
ing the coupling strength between resonators. The design of simultaneous
CRAW-CROW structures could have strong potential for optomechanics
and enhanced light and sound interactions in phoxonic crystals [SW61].

In section 4.5 we have presented a novel phoxonic waveguide which
guides both slow photonic and phononic modes. We have shown that for a
particular value of the width of the guide, we obtain a waveguide which has
only one band inside the phoxonic bandgap both for the photonic and the
phononic case. The confinement of both waves in the guide together with
their low group velocities should allow the enhancement of photon-phonon
interaction [46]. In addition to the low group velocity, for the photonic case,
the interest of the single mode behaviour above the light line it to avoid
coupling to radiative modes, which would result in undesired propagation
losses. From the phononic point of view, the waveguide can be explained
using the CRAW model developed in section 4.3, considering the defect
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as a micromechanical resonator. Moreover, we also get highly confinement
modes, which should result in phononic guiding with low losses.

In section 4.6, we based on the idea of J. G. Pedersen et al. [38] and
studying how losses affect the band structure, affecting ω and k at the same
time. Our results are completely applicable both for the photonic and the
phononic case, or to any periodic structure that supports wave propagation
according to a Helmholtz type equation. We have extended the theory to
other points in the dispersion relation, base on in the Ref.[47], obtaining
that, although there more point which support frozen modes in a regular
dispersion relation, is the RBE point where the lower group velocity is
achieved. Finally we have developed a model that represent the dispersion
relation around and inside a bandgap. We have studied this model under
the case of material losses getting obtaining that the losses imposes a group
velocity limitation inside of bandgap, which is in complete agreement with
the theoretical and experimental results [48].
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Chapter 5

Optical gain in silicon
phoxonic cavities

5.1 Physical Background

To facilitate understanding of the mechanisms governing light emission in
silicon, this section provides a review of key concepts to understand correctly
the underlying physical ideas that will later be exposed

5.1.1 Photons

The modern photon concept was developed by Albert Einstein to explain
experimental observations of photoelectric effect [1], which can not be ex-
plained by classical theory of light. The idea arose of Max Plack’s work,
who considered that the exchange of energy between light and walls had to
do by discrete amounts of energy, the exchange could no change energy in
any arbitrary way [2].

Currently, in the standard model the photon is an elementary particle
associated to electromagnetic field. Photons are described as a necessary
consequence of physical laws having a certain symmetry at every point
in spacetime. The intrinsic properties of photons, such as charge, mass
and spin, are determined by the properties of this gauge symmetry. Like
all elementary particles, photons are currently best explained by quantum
mechanics and exhibit wave-particle duality, exhibiting properties of both
waves (diffraction, interference, ...) and particles (spin, angular momen-
tum,etc.). Throughout of this section, the light will be described as a
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particle, as a photon1.

5.1.2 Phonons

The concept of phonon is a mathematical tool, which helps us to explain
experimental result that with the classical concept of elastic wave would be
impossible. A phonon is a quantum mechanical description of the crystal
lattice vibrational motion in solid materials, in which a lattice uniformly
oscillates at the same frequency.

In classical mechanics this is known as the normal mode. The normal
mode is important because any arbitrary lattice vibration can be considered
as a superposition of these elementary vibrations (Fourier analysis). While
normal modes are wave-like phenomena in classical mechanics, they have
associated due to the particle-wave duality, a particle.

The concept of phonon appears after applying quantum mechanics to
the lattice vibrations due to the vibration of atoms or ions around of their
respective equilibrium points. We are going to consider a one-dimensional
quantum mechanical harmonic chain of N identical atoms, which is the
simplest quantum mechanical model of a lattice (see Fig. 5.1), and we will
see how phonons arise from it. The formalism that we will develop for this
model is readily generalizable to two and three dimensions [3].

Figure 5.1: One-dimensional quantum mechanical harmonic chain of N identical

atoms.

We assume that the elastic response of the crystals is a linear function
of the forces, and we consider only nearest neighbours interactions, so the
total force on s-atom is:

Fs = C (Us+1 − Us) + C (Us−1 − Us) (5.1)

, where the constant C in the force constant between nearest-neighbour.
The equation of motion of s-atom is:

1Throughout of this thesis we are going to use both classical and quantum description
of the light.In the Chapter 6 we will see how the concept of photon arise of Maxwell’s
equation by applying the second quantization.
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M
d2Us
d2t

= C (Us+1 + Us−1 − 2Us) (5.2)

, where M is the mass of an atom. We look for solution with all displace-
ments having the harmonic time dependence exp(−iωt), then the (5.1)
becomes

−Mω2Us = C (Us+1 + Us−1 − 2Us) (5.3)

This is a difference equation in the displacements U and has as a solution
a travelling wave of the form

Us = Uexp(iska)exp(±ika) (5.4)

Substituting (5.4) in (5.3), the following expression is get:

ω2 =

(
2C

M

)
(1− cos(ka)) (5.5)

, (5.5) is the phononic relation dispersion of one-dimensional quantum me-
chanical harmonic chain of N identical atoms.

Figure 5.2: Phonon dispersion relation for an one-dimensional quantum mechan-

ical harmonic chain.It is only necessary plotting the expression in the 1BZ due to

the periodicity of my system

Now we consider two different atoms per unit cell, with masses of M1

and M2, in this case a coupled system of equation is obtained.
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Figure 5.3: One-dimensional quantum mechanical harmonic chain with two dif-

ferent atoms per unit cell.

M1
d2Us
d2t

= C (Vs + Vs−1 − 2Us) (5.6)

M2
d2Vs
d2t

= C (Us+1 + Us − 2Vs) (5.7)

Considering a travelling wave solutions for the displacements U and V of
the form Us = Uexp(iska)exp(±ika) and Vs = Uexp(iska)exp(±ika), we
get

−ω2M1U = C [1 + exp(−ika)]− 2CU (5.8)

−ω2M2V = C [exp(ika) + 1]− 2CV (5.9)

, which give us the phonon relation dispersion (see Fig. 5.4)

In Fig. 5.4 we can observe two different branches, in the optical branch
the atoms vibrate in counterphase and in the acoustic branch the atoms
are in phase. We also can see that appear a phononic bandgap due to the
difference between masses of atom. Extrapolating to 3D general case we
will get similar result, in this case the bandgap could depend of k-vector
direction.

Taking into account the picture of atoms oscillating around their equi-
librium point, these ones can be considered as harmonic oscillator. If we
apply the quantum mechanic to this group of coupled harmonic oscillator,
the idea of phonon arise. Elastic waves in crystals are made up of phonons.
Thermal vibration in crystals are thermally excited phonons, like the ther-
mally excited photons of black-body electromagnetic radiation vibration in
a cavity [3].

So the photon is the associated particles to the vibration of electromag-
netic field, and the phonon is the associated particles to the vibration of
elastic field. Throughout of this section, the elastic wave will be described
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as a particle, as a phonon. In the Chapter 6 we will see how the concept
of phonon arises of elastic equation by applying the second quantization.

(a)

(b) (c)

Figure 5.4: a)Phonon dispersion relation for an one-dimensional quantum me-

chanical harmonic chain with two atom per unit cell, b) atoms in phase, c) atoms

in counterphase.

5.1.3 Spontaneous emission, stimulated emission and ab-
sorption. Einstein coefficients

In this section we follow the phenomenological analysis based on the Ein-
stein’s work [4] about the coefficients for the transition [5]. The quantum
theory of radiation assumes that the light is emitted or absorbed whenever
an atom makes a jumps between two quantum states, so the conservation
of energy requires that E2 − E1 = h̄ω, where ω is the frequency of the
photon.
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SPONTANEOUS EMISSION
The radiative process by which an electron in an upper level drops

to a lower level as shown in Fig. 5.5 (process B) is called spontaneous
emission. This is because the atoms in the excited state have a natural (i.e.
spontaneous) trend to releases their excess energy. Each type of atom has
a characteristic spontaneous-emission spectrum determined by its energy
level.

Figure 5.5: Optical transition between two states. A Absorption, B spontaneous

emission, and C stimulated emission. N1 and N2 indicate the cumber of electron

in the ground state and excited state, respectively.

The rate at which spontaneous emission occurs is governed by the Ein-
stein coefficient for the transition between energy levels. This give the
probability per unit time that the excited electron will drop to the lower
level by emitting a photon. The photon emission rate is therefore propor-
tional to the number of excited atoms.

dN2

dt
= −A21N2 (5.10)

The subscript “21” indicates that the transition starts at level 2 and
ends at level 1. A21 is related with the radiative lifetime of the ex-
cited state by τ = 1

A21
(the value of this lifetime can range from about

one nanosecond to several milisecond, according to the type of radiative
process).

ABSORPTION
The presence of a photon with suitable energy can make the atom to be

promoted from the lower level to the excited state by absorbing a photon.
Unlike emission, absorption is not a spontaneous process (the atoms can
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not jump to the excited state unless it receives the energy required from an
incoming photon). Following Einstein’s treatment, the rate absorption is

dN1

dt
= −Bω

12N1ρ(ω) (5.11)

, where Bω
12 is the coefficient for the transition by photon of frequency ω,

and ρ(ω) is the density of photons with frequency ω.

STIMULATED EMISSION
Einstein realized that the analysis was not complete [5], because the

presence of a photon with suitable energy can provoke another process (in-
troducing the concep of stimulated emission).The incoming photon field
can stimulated downward emission transition as well as upward absorption
transition. The rate of stimulated emission transition is

dN2

dt
= −Bω

21N2ρ(ω) (5.12)

Einstein, taking into account the above, considering that the atoms only
interact with the black-body radiation and not directly with each other,
and that after sufficient time the whole system (atoms and black-body
radiation) have reached thermal equilibrium at T temperature, the rate of
upward transitions must exactly balance the rate of downward transition

Bω
12N1ρ(ω) = A21N2 +Bω

21N2ρ(ω) (5.13)

The rations of N1 to N2 are given by Boltzman’s law:

N2

N1
=
g2

g1
exp

(
−h̄ω
kBT

)
(5.14)

, g1 and g2 are the degeneracies of level 1 and 2, respectively. The density
of photons of frequency ω at T temperature is given by the Planck’s law:

ρ(ω) =
h̄ω3

π2c3

1

exp
(
h̄ω
kBT

)
+ 1

(5.15)

the only way that (5.13) and (5.14) can be consistent with each other at
any temperature is:
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Bω
12g1 = Bω

21g2 (5.16)

A21 =
h̄ω3

π2c3
Bω

21 (5.17)

The equations (5.16) and (5.17) are the known relationships between
the Einstein coefficients.

5.1.4 Purcell factor

In the 1946 E. Purcell discovered the enhancement of spontaneous emis-
sion rates of atoms when they are matched in a resonant cavity (the Purcell
Effect)[6]. The rate of spontaneous emission depends partly on the envi-
ronment of a light source. This means that by placing the light source in a
special environment, the rate of spontaneous emission can be modified.

We are going to consider the spontaneous emission of a atom in a large
cavity of volume V0. This cavity is considered to be large enough that it has
a negligible effect on the properties of the atom, and is merely incorporated
to simply the calculation (second quantization of electromagnetic field)[4].
The transition rate for spontaneous emission is given by Fermi’s golden rule
2:

W =
2π

h̄2 |< f | H | i >|2 Dp(ω) =
2π

h̄2 |Mif |2 Dp(ω) (5.18)

, where DP Eq. (5.18) [4].

Dp =
ω2V0

π2c3
(5.19)

To calculate the matrix element of Eq.(5.18) we use that the electric
dipole interaction:

Mif =< ~p · ~E > (5.20)

, and averaging over all possible orientations of the atomic dipole with
respect the incoming photon field, we get that the spontaneous transition
rate is [4]

2Some times you can see W = 2π
h̄2 |< f | H | i >|2 Dp(ω) and the other times you can

see W = 2π
h̄2 |< f | H | i >|2 δ(Ff − Ei). Both are the same, the only difference is that

the last one is a transition rate between the specific states |i > and |f >.
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W free =
µ2
ifω

3

3πε0h̄c3
(5.21)

, where µif is the dipole momentum between the estates i and f .
Now, we consider an atom in a single mode cavity of volume Vcav. By

“single mode” we mean that there is only one resonant mode in the cavity
is close to the emission frequency of the atom. Of course, there will be other
modes in the cavity, but we neglected them in this analysis because they
are assumed to be far from resonance [4]. The cavity mode has a frequency
of ωc with a half width of ∆ωc determined by the quality factor Q. The
density of state function Dp(ω) of the cavity will then take the form of a
normalized Lorentzian function (see Fig. 5.6).

Dp(ω) =
2

π∆ωc

∆ω2
c

4(ω − ωc)2 + ∆ω2
c

(5.22)

Figure 5.6: Density of state function for the cavity

If the atom and cavity are in resonance (i.e. ω0 = ωc) we get

Dp(ω0) =
2

π∆ωc
=

2Q

πω0
(5.23)

As in the case of spontaneous emission in free space, we obtain the
spontaneous emission inside a cavity:

W cav =
2Qµ2

if

h̄ε0Vcav

∆ω2
c

4(ω − ωc)2 + ∆ω2
c

(5.24)

The Purcell factor is defined by FP = W cav

W free , so we get:
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FP =
3Q(λ/n)3

4π2Vcav

∆ω2
c

4(ω − ωc)2 + ∆ω2
c

(5.25)

, at the exact resonance

FP =
3Q(λ/n)3

4π2Vcav
(5.26)

The Purcell factor is a convenient parameter that characterize the effect
of the cavity. FP > 1 imply that the spontaneous emission rate is enhanced
by the cavity, whilst FP < 1 inhibits the emission. The enhancement or
inhibition is due to the relatively large density of states at the cavity mode
frequency, or the absence of photon modes into which the atom can emit,
respectively.

5.2 State of the art of silicon as emitter

Currently, silicon is the microelectronic material “per excellence”. Integra-
tion and economy of scale are two key-ingredients for the silicon technologi-
cal success. Silicon has a bandgap of 1.12eV that is ideal for room tempera-
ture operation (see Fig. 5.7 and Table I)and a oxide (SiO2) that allows the
processing flexibility to place 1010 devices on a single chip. The continuous
improvements of silicon technology have made possible to grow routinely
200mm single silicon crystals at low cost and even large crystals are now
under development. The high integration levels reached by the silicon mi-
croelectronic industry have permitted high-speed device performances an
unprecedented interconnection levels [7]. The present interconnection de-
gree is insufficient to cause interconnect propagation delays, overheating or
information latency between single devices. To overcome this interconnec-
tion bottleneck is, together with the motivation and opportunity of silicon
photonics, where attempts to combine photonic and electronic component,
or all optical components, on a single Si chip or wafer are strongly pursued.
In addition, photonic aims to combine the power of silicon microelectronis
with the advantages of photonics devices would permit that the Moore’s
law can be faced [8].
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Figure 5.7: Electronic band structure of silicon.A point indicates the minimum

of band conduction [3]

Table I: Main silicon electronic band structure properties

Energy Bandgap Eg = 1.12eV (T=300K)

a (lattice parameter) 0.5430710nm

Minimum of band conduction (X1) k0 ≈ 0.8πa
EΓ15 4.2eV (T=300K)

Silicon photonic, in the last decade, has become a hot topic in main
scientific journals. Different photonic devices have been demonstrated: e.g.
silicon waveguide with low losses and small curvature radius [9, 10], tun-
able optical filter [11], fast switches [12], fast optical modulator [13], fast
CMOS photodetectors [14], ...etc. However the main limitation of silicon
photonic is the lack of any Si-based light sources. In fact, among the dif-
ferent semiconductor materials which have been used to build lasers, it is
striking the absence of silicon. This is due to that Si is an indirect band-
gap semiconductor, i.e., the transitions between the conduction band (X1

point) and valences band (Γ
′
25) need the involvement of a phonon (at least

one phonons in the simplest case) to conserve the momentum of the process
(see Fig. 5.8 and Table I).
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As a consequence of indirect bandgap, the probability for a radiative
recombination is extremely low, which in turn means that the e−h radiative
lifetime is long, of the order of some milliseconds. An e−h pair has to wait
in average a few milliseconds to recombine radiatively. During this time
both the electron and the hole move around and cover a volume of the order
of 10µm3. If they encounter a defect or a trapping centre, the carriers might
recombine non-radiatively. Typical non-radiative recombination lifetimes in
Si are of the order of some nanoseconds. Thus, in electronic grade silicon
the internal quantum efficiency ηint is about 10−6 [15]. The efficient non-
radiative recombinations which deplete rapidly the excited carriers, this is
the reason why silicon is a poor luminescent material.

In addition, two other phenomena limit the use of silicon for optical
amplification. The first is a non-radiative three-particles recombination
mechanism where an excited electron (hole) recombines with an hole (elec-
tron) by releasing the excess energy to another electron (hole). This is
called non-radiative Auger recombination mechanism (AuR) (Fig. 5.8).
This recombination mechanism is active as soon as more than one carrier is
excited. The probability of an Auger recombination is directly proportional
to the number of excited carriers and inversely proportional to the band-
gap energy. For our discussion this is a very relevant mechanism because
the more excited is the semiconductor the more the Auger recombination
is effective. The probability for an Auger recombination in a bulk material
is proportional to ∆n3, we can thus write a non-radiative recombination
lifetime due to Auger as τA = 1

C∆n2 , where C is a constant which depends
on the doping of the material. For silicon C ∼ 10−30cm6s−1 [15]. For
∆n = 1019cm3 , τA = 10ns. The Auger recombination is the dominant
recombination mechanism for high carrier injection rate in Si.

The second phenomenon is related to free carrier absorption (FCA) (see
Fig. 5.8). Excited carriers might absorb photons and thus deplete the in-
verted population and, at the same time, increase the optical losses suffered
by the signal beam. The FCA coefficient can be empirically related to the
Si free carrier density nFC , the light wavelength λ, and the temperature T ,
αFCA = 1.52 · 10−20Nλ2T , [17, 49]. For nFC = 1019cm−3 and λ = 1.55µm,
αFCA = 24cm−1. For heavily doped Si this is the main limitations to las-
ing, while for intrinsic Si this contribution can be exceedingly small, unless
nFC is very high as in a laser.
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Figure 5.8: We can see the AuR and FCA effects comparing with a direct bandgap

semiconductor

Due to the importance of phonons in the light emission process, the
phonon dispersion relation has a significant role. This is not only to evalu-
ate thermodynamic properties, such as specific heat or thermal expansion
coefficient, but also to understand the interaction of electrons with crystals
lattice (electron-phonon interaction), which is crucial to comprise the kind
of transitions that occur in indirect bandgap semiconductor (IBS).

As we know, the transition between the conduction band (CB) and the
valebce band (VB) require participation of phonons with the right moment
in order to satisfy the momentum conservation. In the simplest case, it is
required only the participation of one phonon, whose momentum is related
with the lattice parameter.

~p0 = h̄~k0 (5.27)

|~k0| = k0 ≈ 0.8
π

a
(5.28)

, where a is the lattice parameter of crystal lattice (for silicon is 5.4307Å.
In the following picture we show the phonon relation dispersion in silicon
(Fig. 5.9), the intersection of red line with the different branches of phonon
relation dispersion of silicon gives us the four main phonons to take sides in
the interband transition (Table II). Understanding the dynamics of these
pseudo-particles helps us to understand the laser dynamics of the IBS.
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Figure 5.9: Phonon relation dispersion of silicon

Table II: Main phonons of silicon (intersection of the red dot line with the
phonon dispersion relation)

Phonon Frequency (THz) Energy (eV)

ΩTO ∼13.75 ∼0.0568

ΩLO ∼12.5 ∼0.05168

ΩLA ∼10 ∼0.04342

ΩTA ∼4.8 ∼0.01985

5.2.1 Different approaches to achieve a silicon laser

At the time of the demonstration of the first laser fifty years ago, the funda-
mental hurdle to realizing stimulated emission in Si was understood: optical
transitions must obey the laws of conservation of energy and momentum,
which has a low probability in IBS. Currently CMOS microelectronic giants
such as IBM or Intel have include optical interconnects within theirs chips
manufacturing roadmaps in order to ensure the performance of the Moore’s
law in the next decades. To this end, several basic building block with high
performance must be developed fully in silicon and employ CMOS pro-
cesses. Most of these building blocks (waveguide, filters, photodetectors)
have been already developed, as mentioned before, within the field of silicon
photonics. However, the issue of efficient generation of light in such circuits
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remains unsolved. As a consequence, an electrically-pumped laser working
at optical communication wavelengths and at room-temperature fully built
using Si is perhaps the most pursued challenge within photonics.

The desired properties of Si light are:

• pumped electrically

• room-temperature

• CMOS compatible

In early 2000 a series of papers appeared that questioned the common
belief that silicon cannot be used to build a laser [19? ]. In October 2004 the
first report on a silicon emission appeared [20, 21], while in February 2005
the first CW Raman laser integrated in silicon was reported [22–24]. The-
oretical results have demonstrated that the optical gain is possible without
population inversion [25]. In Ref. [26], an analytical expression for optical
gain via phonon-assisted optical transitions in indirect bandgap semicon-
ductors is presented. The magnitude of optical gain in bulk crystalline
silicon is calculated and shown to be smaller than the free carrier absorp-
tion at room temperature. However, it is shown, for the first time, that the
optical gain is greater than the free carrier absorption in bulk crystalline
silicon at the temperature below 23 K.

Besides numerous studies have shown the photoluminescence peaks in
patterned silicon structure [27–29]. But the common belief that bulk silicon
cannot be a light emitting material has been severely questioned in a series
of recent works [25].

Next we present a collection of different approaches to achieve a silicon
laser

Luminescence due to impurities In impurity-mediated luminiscence,
the impurities can work in two different ways:

• The impurity that has an energy level in the gap of the semiconductor
is used as intermediary state through which the electron can recom-
bine with the hole. The impurity level must be dispersed in k-space
to be efficient [30].
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Figure 5.10: The recombination is via a DONOR or ACCEPTOR in the

middle of bandgap.

• Electron-hole pairs injected either electronically or optically can re-
combine through impurity center with enhanced recombination rates
compared with those of the pure Si-crystal, in which the recombina-
tion is intrinsically very slow [30].

Figure 5.11: The recombination is via a defect in the middle of bandgap.

Point defects The idea of point defects is the same that impurities, to
increase the recombination rates in a perfect silicon crystal, by increasing
the overlap of electron and holes wave functions. In this case the point
defects are defects inside the lattice, which are made by gamma ray, neutron
or electron radiation [30].

Silicon porous The mechanism for photoluminiscence (PL) from porous
silicon has been the cause of much debate since room temperature PL was

146



first demonstrated in 1990 [31], of range of possible mechanisms for PL
have been proposed with other papers either supporting or rejecting these
theories in support of another theory. It is now generally agreed, however,
that different mechanisms are responsible for the different PL bands [32].

Silicon nanocrystals The photoluminiscence effect is due to the quan-
tum confinement and spatial localization in a small region of excited electron-
hole pairs push up the radiative efficiency to values as high as 10-50% [33].

Photonic Crystal Nanocavity The photoluminiscence peak are due
to Purcel Effect, which increases the internal quantum efficiency of ra-
diative recombination rate photonic crystal nanocavities [34].

Ramman lasing A Raman laser is a specific type of laser in which
the fundamental light-amplification mechanism is stimulated Raman scat-
tering. In contrast, most “conventional” lasers are based stimulating the
electronic transitions for light amplification [35].

Quantum confinement The basic idea same idea of impurities to
increase the overlapping between electron and hole wave functions, but in
this case the structure are designed specifically (superlattices, nonawires or
quantum dot) to enhancement the efficiency of recombination process [36].

Bulk silicon diode Using standard silicon processing techniques, of a
silicon light-emitting diode (LED) that operates efficiently at room temper-
ature. Boron is implanted into silicon both as a dopant to form a p-n junc-
tion, as well as a means of introducing dislocation loops. The dislocation
loops introduce a local strain field, which modifies the band structure and
provides spatial confinement of the charge carriers. It is this spatial confine-
ment which allows room-temperature electroluminescence at the band-edge
[37].

Er-doped Si In this case, the Erbium is the emissive center in a Si host,
so the Si does not emit light. Te efficiency of Er excitation under optical
pumping is significantly increased by the presence of silicon nanocrystals,
indicating that the nanocrystals can transfer energy to Er ions [38].

Laser bonding III-V A laser fabricated using III-V materials is bonded
to a SOI circuit [39].

Finally, we can group the different approaches in to five physical basic
ideas.

• Increase the overlap of electrons and holes wave function

• Increase the transition energy by intermediate energy levels

• Purcell Effect
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• Non-linear effect

• To host the electronic transition of other materials

5.3 Theoretical study about the gain in indirect
bandgap semiconductor optical cavities

Taking into account all the above, we try to answer this question by start-
ing from the analytical results obtained in Ref.[26]. Figure 5.21 shows
a schematic diagram that describes all possible optical transitions taking
place in an IBS such as silicon. It can be seen how three different kinds
of particles are involved in this process: electrons, photons and phonons
(which are not involved in the same process when taking place in a direct
bandgap semiconductors).

Figure 5.12: Schematic diagram of all possible optical transitions in an
indirect bandgap semiconductor

In Ref.[26], M. J. Chen and co-workers obtained a theoretical expres-
sion for the different transition rates that occur in bulk indirect bandgap
semiconductors. For the sake of clarity, we represent here the expression of
these rates:
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Rsp = M(nq + 1)NP (5.29)

Rst = Mnp(nq + 1)NP (5.30)

Rab = MnpnqNPexp

(
h̄ω + h̄Ω−∆F

KBT

)
(5.31)

M =
π

8
Rsp (h̄ω + h̄Ω− Eg)2 exp

(
− h̄ω + h̄Ω− Eg

KBT

)
(5.32)

In Eqs. (5.29)-(5.32), Rsp is the spontaneous emission rate, Rst is the
stimulated emission rate, Rab is the absorption rate, np is the photon oc-
cupation number, nq is the phonon occupation number, h̄ω is the photon
energy, h̄Ω is the phonon energy, ∆F is the difference between the quasi-
Fermi levels for electrons and holes, N is the electron concentration, P is
hole concentration (in our study we consider that N = P ), Eg is the indirect
bandgap energy, KB is the Boltzman constant and T is the temperature (we
assume room temperature throughout this work). In this work we consider
silicon as indirect bandgap semiconductor, so the radiative transition rates
can be calculated using the Eqs.(5.29)-(5.32) and the values given in the
Table I in Ref.[26]. We also consider all the assumptions made in Ref.[26].

The following equations system 3 [26] governs the temporal variation of
the photon density (Np), the phonon density (Nq) and the carrier density
(N) in silicon bulk:

dN

dt
= Rp −Rst,B −Rsp,B +Rab,B −

N

τc
(5.33)

dNp

dt
= Rst,B + βRsp,B −Rab,B −

Np

τp
(5.34)

dNq

dt
= Rst,B + βRsp,B −Rab,B −

Np −Nq,0

τq
(5.35)

, where Rp is the pumping rate by current injection or optical excitation,
β is the spontaneous emission factor representing the fraction of spon-
taneous emission entering the optical mode has been considered, Nq,0 is
the phonon density at thermodynamic equilibrium, and τc, τp and τq are
the lifetime of carriers, photons and phonons, respectively. The losses of
photons due to the effects such as optical scattering or free carrier ab-
sorption can be characterized by a photon lifetime τp [26]. The loss of

3The subscript B stands for the different rates in bulk silicon.
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phonons (last term of Eq.(5.35), which represent the anharmonic phonon
interaction, can be characterized by a phonon lifetime τq [26]. The re-
combination lifetime of carriers is given by 1/τc = 1/τRAD + 1/τNRAD =
1/τRAD + 1/τSRH + 1/τAuger. In Ref.[20], it is assumed that the non-
radiative recombination rate is determined by the non-radiative Shockley-
Read-Hall (SRH) mechanism. However, in the case of a very high carrier
density in silicon, the Auger recombination lifetime is the dominant re-
combination mechanism, so 1/τSRH << 1/τAuger ,[40–42]. Considering the
above and taking into account the carrier density that we consider in this
work (∼ 1019cm3) then we get τc,RAD = 10−4 and τc,NRAD = 10−7 in silicon
bulk.

5.3.1 Increase of the optical gain with Purcell factor

The system of equations (4.33-4.35) was solved in [26] for bulk silicon.
In this case we have solved the same system but considering a photonic
cavity characterized by a quality factor (Q), a modal volume (VCAV ) and
Purcell factor (Fp), which are related to each other by Eq.(5.26). It has
to be mentioned that we consider that the cavity only affects the photonic
density of states by means of FP but it has no effect on the statistics of the
phonons involved in the emission process. This is a good assumption taking
into account that the wavelength of the phonons involved in the emission
process is much smaller than the optical cavity size (which should be at
least half a photon wavelength) so that phonons see a bulk material.

In the system under consideration, the spontaneous emission (Bsp),
stimulated emission (Bst) and absorption (Bab) coefficients are given by
the Eq.(5.18). For instance, the spontaneous emission coefficient can be
obtained as [43]

Bsp =
2π

h̄2 |< f | H | i >|2 Dp(ω) =
2π

h̄2 |Mif |2 Dp(ω) (5.36)

The Purcell factor Fp can be obtained as the ratio between the transition
rate coefficients inside the cavity (Wcav) and in bulk (WB):

FP =
Wcav

WB
=
Bsp,cav
Bsp,B

=
2π
h̄2 |< f | Hcav | i >|2 Dp,cav(ω)

2π
h̄2 |< f | HB | i >|2 Dp,B(ω)

(5.37)

So the spontaneous emission coefficient in the cavity is obtained as:

150



Bsp,cav = FPBsp,B (5.38)

This means that the photonic cavity increases the spontaneous emis-
sion coefficient by a Fp factor. The creation of the cavity also affects sev-
eral parameters by means of Fp. For instance, the M parameter given by
Eq.(5.32), which is proportional to Bsp, will be also proportional to FP ,
when considering the photonic cavity:

Mcav = FPMB (5.39)

The photon lifetime inside the cavity is given by [43]:

τp =
λQ

2πc
(5.40)

Then, from Eq.(5.26) we get that the photon lifetime inside the cavity
is also enhanced by Fp in comparison with the photon lifetime in bulk:

τp,cav = FP τp,B (5.41)

The density of states per energy interval for the single photon is [43]:

D(E) = 2V n2ng
(h̄ω)2

h̄2c3
(5.42)

The group index ng is proportional of a photonic cavity is proportional
to the photon lifetime and therefore, to the quality factor, so we also get
that the density of states per energy interval is enhanced by Fp when the
photonic cavity is created:

D(E)cav = FPD(E)B (5.43)

This is a quite intuitive result: the density of states inside the optical
cavity is increased proportional to the Purcell factor. If we consider the
density of states, Kp, which can be calculated as KP =

∫
D(E)dE we get

that it is also proportional to Fp, as:

Kp,cav = FPKp,B (5.44)

It can be seen that the main effect of the optical cavity is to enhance all
these parameters (Bsp, M , τp, D) by the Purcell factor. Beside, we have to
consider that τc,RAD = 1/WRAD, where WRAD is the radiative transition
coefficient that is proportional to Purcell Factor. Some experimental values
of the Purcell factor in light-emitting silicon optical cavities tuned close to
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the emission wavelength can be seen in Table I of Ref.[44]. Values between
160−1000 are reported depending strongly on the considered cavity mode.
However, researchers have designed cavities with quality factors of the order
of 106 and modal volumes of the order ∼ 0.1(λ/n)3 at wavelengths around
1000nm, which would enable Purcell factor values greater than 105 [45–47].
If we consider this value of the Purcell factor we can consider, as a first
approximation, that 1/τc,RAD >> 1/τc,NRAD and then τc ≈ τc,RAD can be
considered a good approximation because the optical cavity will enhance
the radiative transition in comparison with non-radiative transition. So we
get:

τc,cav =
τc,B
FP

(5.45)

Therefore, in contrast to the previously addressed parameters, now we
obtain that the total lifetime of carriers is inversely proportional to the
Purcell factor when the optical cavity is created. Substituting the expres-
sions (5.39), (5.41),(5.44) and (5.45) in our system of coupled equations
(5.33-5.35) we get:

dN

dt
= Rp − FPMBnp

[
(nq + 1)− nqexp

(
h̄ω + h̄Ω−∆F

KBT

)]
N2

−FPMB(nq + 1)N2 − FP
N

τc,B
(5.46)

dnp
dt

=
MB

Kp,B
np

[
(nq + 1)− nqexp

(
h̄ω + h̄Ω−∆F

KBT

)]
N2

+
MB

Kp,B
(nq + 1)N2 − np

FP τp,B
(5.47)

dnq
dt

=
MB

Kq,B
np

[
(nq + 1)− nqexp

(
h̄ω + h̄Ω−∆F

KBT

)]
N2

+
MB

Kq,B
(nq + 1)N2 − nq − nq,0

τq,B
(5.48)

Np = Kpnp (5.49)

Nq = Kqnq (5.50)

In the steady-state regime all the time derivatives are zero so from
Eq.(5.47) we obtain:

152



np =

MB
Kp,B

(nq + 1)N2

1
FP τp,B

− MB
Kp,B

[
(nq + 1)− nqexp

(
h̄ω+h̄Ω−∆F

KBT

)]
N2

(5.51)

and

Kp,B

τp,B
= FPMB

[
(nq + 1)− nqexp

(
h̄ω + h̄Ω−∆F

KBT

)]
N2 (5.52)

Eq.(5.52) stands for the threshold condition. Our results show that
inside the optical cavity the threshold condition for laser oscillation is not
so restrictive as in bulk and the photon loss of the resonant cavity is quickly
compensated. We can also obtain the following expression for the optical
gain in the cavity:

g(h̄ω) =
h3c2

8πn2(h̄ω)
Rsp,cav(h̄ω)

[
1− nq

nq + 1
exp

(
h̄ω + h̄Ω−∆F

KBT

)]
(5.53)

which is the same as in Ref.[26] but with the addition of the Purcell factor
when considering the spontaneous emission rate:

Rsp,cav(h̄ω) = FPRsp,B(h̄ω) (5.54)

We can see that the optical gain increases in proportion to the Purcell
factor, as it could be expected:

gcav(h̄ω) = FP gB(h̄ω) (5.55)

, where gB is the optical gain in bulk and gcav is the optical gain inside the
cavity.

5.3.2 Variation of the optical gain, photon density, phonon
density, carrier density, oscillation laser threshold and
threshold pumping

As in Ref.[26], we will discuss the steady-state solutions in two different
situations: below and above threshold, but now ,in the case where we have
a silicon cavity.

• Below threshold, the photon density is low, so the net stimulated
emission rate can be neglected and:
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FP [Rst,cav −Rab,cav] ≈ 0 (5.56)

Then, the equation system, in the steady-stay regimen, become:

Rp − FPMB(nq + 1)N2 − FP
N

τc,B
= 0 (5.57)

MB

Kp,B
(nq + 1)N2 − np

FP τp,B
= 0 (5.58)

FP
MB

Kq,B
(nq + 1)N2 − nq − nq,0

τq,B
= 0 (5.59)

Using the values shown in Table I of [26]], which can be considered
as typical values in silicon, we get that the first term in the left side of
Eq.(5.59) is approximately equal to FP (nq + 1)10−4 whilst the second term
is approximately equal to (nq − nq,0)1012. Therefore, we can neglect the
first term and then approximate nq ≈ nq,0 at room temperature, which is
a good assumption provided that FP ≤ 1014. Then we obtain:

Nq ≈ Nq,0 (5.60)

From Eq.(5.57) we get that the carrier concentration is:

N =
− Fp
τc,B

+
Fp
τc,B

√
1 + 4MB

τc,B
FP

(nq0 + 1)Rp

2MBFP (nq0 + 1)
(5.61)

Using again the values of the Table I in [26] and performing some ap-
proximations we get:

N =
τc,B
FP

RP (5.62)

The higher the Purcell factor (or the Q-factor of the photonic cavity),
the better the approximation in Eq.(5.62) will be. Finally, by substituting
Eqs.(5.60) and (5.62) into Eq. (5.58), the photon density in the cavity is
obtained as:

Np ≈Mpτ
2
c,Bτp,B(nq + 1)R2

p (5.63)

• Above threshold, it occurs that ∆F >> h̄ω+h̄Ω, so finally the thresh-
old condition for laser oscillation is:
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Kp,B

τp,B
= FPMB(nq + 1)N2 (5.64)

and the system of coupled equations in the steady-state is now:

Rp − FPMBnp(nq + 1)N2 − FPMB(nq + 1)N2 − FP
N

τc,B
= 0 (5.65)

MB

Kp,B
np(nq + 1)N2 +

MB

Kp,B
(nq + 1)N2 − np

FP τp,B
= 0 (5.66)

FP
MB

Kq,B
np(nq + 1) + FP

MB

Kq,B
(nq + 1)− nq − nq,0

τq,B
= 0 (5.67)

Substituting the threshold condition given by Eq.(5.64) into Eqs. (5.65)
and (5.67) the following equation is obtained

n3
q + (1−A1)n2

q + (A2
1 − 2A1)nq + (A2

1 −A2) = 0 (5.68)

, where

A1 = nq0 +
τqRp
Kq

(5.69)

A2 =
Kp,cavτ

2
q

τp,cavMcavτ2
p,cavK

2
q

(5.70)

Using the values in Ref.[26] again, we get:

A2 =
FP
1019

(5.71)

If Fp << 1014 the term A2
1 is found to be much greater than A2, so A2

can be neglected and the approximate solution to Eq.(5.68) is:

nq ≈ A1 = nq0 +
τqRp
Kq

(5.72)

An therefore

nq = Nq0 + τqRp (5.73)

Substituting Eq.(5.73) into Eq.(5.64) we get the following approxima-
tion for the threshold of the carrier density:

N =

√
Kp,B

τp,BFPMB(nq0 + 1 +
τqRp
Kq

)
≡ Nth (5.74)
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We can see that FP decreases the carrier density threshold to get the
laser oscillation. Substituting Eqs.(5.74) and (5.64) into Eq. (5.65) and
using the approximation nq ≈ nq0, we get:

Np = FP τp,B (Rp −Rth) (5.75)

, where

Rth = FPMB(np + 1)N2
th − FP

Nth

τc,B
(5.76)

Where we must take into account that npKp,B is the photon density in
bulk but FPnpKp,B is the photon density inside the photonic cavity, and
Rth is the pumping rate at threshold. The final expressions we get for the
carrier, photon and phonon densities are summarized in Table III.

Table III: Summary of theoretical expression for for the carrier, photon and
phonon densities

Below threshold Above threshold

Carrier density N =
τc,B
FP

RP Nth =
√

Kp,B
τc,BFPMB(nq0+1)

Photon density Np ≈Mpτ
2
c,Bτp,B(nq + 1)R2

p Np = FP τp,B (Rp −Rth)

Phonon density Nq ≈ Nq,0 Nq = Nq0 + τqRp

5.3.3 Numerical results

In all the numerical results displayed in this section we employ again the
parameters summarized in Table I of Ref.[26]. To start with, in Fig. 5.13
we represent the pumping rate at threshold, Rp,th, as a function of the
cavity Purcell factor. The Rth dependence on is intuitive since FP decreases
the carrier lifetime, so increasing the pumping rate is necessary to get the
population inversion, which is in agreement with Ref.[48].
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Figure 5.13: Dependence of Rp,th on the Purcell factor.

We should mention that we have considered that the carrier lifetime is
equal to the radiative lifetime, which can be considered a good approxima-
tion in our scenario as previously discussed.

The following figures (Fig.5.14a, 5.14b, and 5.14c) shows the carrier
concentration, phonon density and photon density as a function of the
pumping rate Rp for FP values between 100 and 2000 (the arrow indicates
the direction of increasing Fp). In Fig.5.13a we can see that the threshold
carrier concentration decreases with FP , which means that we do not need
a very high population inversion to reach the laser oscillation, and as a
result, the laser oscillation condition is less restrictive. In Figs.5.13b and
5.13c we can see that both the phonon and photon densities grow rapidly
after the threshold, which is a clear signature of the co-stimulated emission
of photons and phonons. But we can also observe that the phonon and
photon densities do not grow in the same way. This can be explained by
considering that the Purcell effect affects only the photons lifetime but not
the phonons lifetime. This observation leaves an open door to investigate
a possible Purcell effect for phonons.
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(a)

(b)

(c)

Figure 5.14: Carrier density (a), phonon density (b) and photon density (c) as

a function of the pumping rate for values of the Purcell factor between 100 and

2000. 158



5.3.4 Free-carrier absorption and optical gain

In order to achieve optical amplification, and eventually lasing, the magni-
tude of optical amplification has to be large enough to overcome the optical
losses resulting from the silicon itself and the optical cavity. A major loss
mechanism that can hinder amplification is free carrier absorption (FCA).
The FCA magnitude, αFC , in bulk silicon at around room temperature is
given by following empirical expression [49, 50]

αFC =
(
1.01 · 10−20N + 0.51 · 10−20

)
λ2T (5.77)

, where N and P are, respectively, the electrons and holes densities, and T
is the temperature. The expression of the optical gain inside the cavity as
a function of N is:

g(h̄ω) = FP
h3c2

8πn2(h̄ω)
Rsp,B(nq+1)

[
1− nq

nq + 1
exp

(
h̄ω + h̄Ω−∆F

KBT

)]
N2

(5.78)
If we compare the FCA (Eq.(5.77)) and the optical gain Eq.(5.78))

for different values of Purcell factor we get that the optical gain the gain
exceeds the FCA for Fp > 30. However, this result is in contrast with
the fact that optical gain in silicon cavities at room temperature has not
been observed experimentally, which leads us to conclude that we need to
consider also how the photonic cavity affects the FCA losses. In Ref.[51],
T. F. Bogges and co-workers study both two photon absorption (TPA) and
FCA in crystalline silicon. They describe the propagation of a optical pulse
travelling along the z direction taking into account the presence of linear
absorption, TPA and FCA, using this expression:

dI

dz
= −αI − βI2 − σNI (5.79)

, where I is the irradiance,αis the linear absorption, β is TPA coefficient
and σ is the FCA cross section. The irradiance dimension is: [I] = Wm2 =
Πph̄ω/tm

2 , where Πp is the photon number. Since Πp = NpV Eq.(5.79)
can be transformed into:

Πp

dz
= −αΠp − βΠ2

p − σNΠp (5.80)

And finally we get

V
Np

dz
= −αV Np − βV 2N2

p − σNV Np (5.81)
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The last term in the right side of Eq.(5.81) is the loss due to FCA,
LFCA = σNNpV . We obtained before that the photon density is propor-
tional to Purcell factor inside of the cavity. Therefore, it is straightforward
to conclude that the FCA losses inside of the cavity are proportional to Fp:
LFCA ∝ FP . The result is that both FCA losses and optical gain scale
with the Purcell factor in the same way, just as it occurs in a bulk semicon-
ductor. In the cavity at room temperature we get the results depicted in
Fig. 4.15 which show an identical behaviour to those presented in Ref.[26]
for bulk silicon.

Figure 5.15: FCA loss (red line) and optical (black line) in an indirect bandgap

semiconductor cavity at ambient temperature.

By taking into account this finding, we believe that the luminescence
peaks from silicon cavities reported in many different publication, where
the researcher have studied the luminescence by using cavities, are not due
to optical gain, but to an increase of the quantum efficiency in the process of
emission. The quantum efficiency in the radiative process can be is defined
as:

η =
W rad
cav

W rad
cav +Wnrad

cav

(5.82)

Since W rad
cav ∝ FP , we get:
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η =
W rad
cav

W rad
cav + Wnrad

cav
FP

(5.83)

It can be seen that the quantum efficiency approaches unity for large
values of the Purcell factor, which can explain the luminescence peaks, but
lasing is not feasible in silicon cavities at room temperature.

5.4 Einstein’s coefficients for indirect bandgap semi-
conductors

In Ref.[1], Einstein introduced the concept of stimulated emission of pho-
tons and established the idea of coherent generation of photons (the mecha-
nism behind modern lasers). By postulating some hypotheses on the emis-
sion and absorption of radiation, he obtained the known Einstein relations
among the coefficients of spontaneous emission, stimulated emission and
absorption for atoms or molecules. The general approach of Einstein was
to assign rate constant to the three radiative processes appearing, which
are given between two energy levels Fig. 5.16.

In Einstein days, most radiative transitions of interest took place be-
tween energy levels of an atom, which are very isolated, sharp energy levels.
The carrier density therefore referred to the density of atoms with electrons
in either energy level 1 or 2. In the current context of direct bandgap semi-
conductor, we must interpret these definition somewhat differently because
in semiconductor, the energy levels are neither isolated nor sharp [52](Fig.
5.16).

Figure 5.16: Transitions rates between two energy levels.
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Figure 5.17: Electronic band structure schematic for direct bandgap semiconduc-

tor (Eg, energy gap).

To take into account the continuous nature of energy states in the semi-
conductor that are considering now, we restrict our attention to a differ-
ential population of state pairs exiting between E21 and E21 + dE21. The
calculus to get the differential expression for different rate transition and
obtaining the relation between the Einstein coefficients for this case can be
consulted in many manuals about laser theory [52, 53], and can be seen
that the relationships among the coefficients remains the same. More re-
cently, Chen et al. presented a theoretical treatment of optical gain in
indirect bandgap semiconductors [26].As a secondary result in [26], the re-
lationships among Einstein’s coefficients (Acv is the spontaneous emission
coefficient, Bcv is the stimulated emission coefficient, and Bvc is the ab-
sorption coefficient). Although these relationships are correct, they do not
show the complete landscape for indirect bandgap semiconductors, because
the process of stimulated emission of phonons is not considered [25, 54, 55].
In this work, we consider the concept of stimulated emission of photons
along with the concept of stimulated emission of phonons [25, 54, 55] in
order to get the complete relationships among those coefficients in ISB.
We consider an indirect bandgap semiconductor in which the transition of
electrons from the CB to the VB is mediated by the emission of both a
single-mode phonon and a single-mode photon.
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5.4.1 Einstein’s relations for indirect bandgap semiconduc-
tor

Our study is based on a simple band structure of indirect bandgap semi-
conductor as plotted in Fig. 5.18, with emission of a single phonon and a
single photon.

Figure 5.18: Band structure of indirect bandgap semiconductor (for simplicity,

we only consider two bands). We show a possible transition between CB and VB

via a single-mode phonon and a single-mode photon.

It has to be stressed that, from a physical point of view, photons and
phonons have a great similarity in some aspects. Both particles are quanta
of a classical vibration fields (the photon of the electromagnetic field and
the phonon of vibration field of a crystal lattice), they have no mass, their
interaction with electrons is very similar (depends on the polarization of
the particles) and they are bosons, so both follow the same Bose-Einstein
statistics. In this sense, the emission of a photon (phonon) is proportional
to the density of photons (phonons) respectively rather than the density of
unoccupied states as it occurs for fermions. Therefore, we have to consider
the process of the stimulated emission of phonons [25, 54, 55], when study-
ing the light emission from an indirect bandgap semiconductor. Following
the same idea as in the Einstein’s work [1],we will try to get the relation-
ships among different coefficients of emission and absorption in indirect
bandgap semiconductors.

We consider an indirect bandgap semiconductor in which the transi-
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tion of electrons from the CB to the VB is mediated by the emission of
both a single-mode phonon and a single-mode photon, as shown in Fig.
5.18. The rate equations for transition between the CB and the VB by
single-mode phonon and single- mode photon emission in indirect bandgap
semiconductors in this case are [25, 26, 54–56].

Rkq = BkqρkρqNcNv
π

8
(h̄ω + h̄Ω− Eg)2 e

(
− h̄ω+h̄Ω−∆F

KBT

)
(5.84)

Rk0 = Bk0ρkNcNv
π

8
(h̄ω + h̄Ω− Eg)2 e

(
− h̄ω+h̄Ω−∆F

KBT

)
(5.85)

R0q = B0qρqNcNv
π

8
(h̄ω + h̄Ω− Eg)2 e

(
− h̄ω+h̄Ω−∆F

KBT

)
(5.86)

R00 = B00NcNv
π

8
(h̄ω + h̄Ω− Eg)2 e

(
− h̄ω+h̄Ω−∆F

KBT

)
(5.87)

Rab = BabρkρqNcNv
π

8
(h̄ω + h̄Ω− Eg)2 (5.88)

, where Rkq is the rate of stimulated emission of photons and phonons, Rk0

is the rate of stimulated emission of photons and spontaneous emission of
phonons, R0q is the rate of spontaneous emission of photons and stimulated
emission of phonons, R00 is the rate of spontaneous emission of photons and
phonons, Rab is the absorption rate, ρk is the photon density per energy
interval, ρq is the phonon density per energy interval, Bkq is the coefficient
of stimulated emission of photons and phonons, Bk0 is the coefficient of
stimulated emission of photons and spontaneous emission of phonons, B0q is
the coefficient of spontaneous emission of photons and stimulated emission
of phonons, B00 is the coefficient of spontaneous emission of photons and
phonons coefficient, Bab is the absorption coefficient, Nc and Nv are

Nc =
1

2π

(
1m∗e
h̄2

)2/3

(5.89)

Nv =
1

2π

(
1m∗h
h̄2

)2/3

(5.90)

, where m∗e and m∗h are the effective masses of electrons and holes, re-
spectively, h̄ω is the photon energy, h̄Ω is the phonon energy, ∆F is the
difference between the quasi-Fermi levels for electrons and holes, KB is the
Boltzmann constant, and T is the temperature.

To obtain Eqs.(5.84)-(5.88), we have considered effects of spontaneous
and stimulated emission of both photons and phonons [25, 54, 55]. Al-
though the spontaneous and stimulated emission processes are well known
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for photons, but not for phonons. The experimental results about the
stimulated and spontaneous emission of phonon in indirect bandgap semi-
conductor as silicon or germanium have not been observed, because the
emissions of photons and phonons, both stimulated and spontaneous, in
this kind of semiconductors take place simultaneously, so distinguishing
the different contributions is quite complicated. Nevertheless there are dif-
ferent studies which support the idea of stimulated emission of phonons.
For instances, in Ref.[55] the researchers present a study about the possible
generation of coherent transverse acoustic phonons in the 1012−1013 Hz fre-
quency range by indirect photon-phonon interband transition considering
the idea of stimulated emission of phonons. In Ref.[56] the researchers es-
tablish a model to calculate the optical gain coefficients for indirect bandgap
semiconductor which is based on the same idea. In Ref.[57], a similar effect
to Purcell effect is observed experimentally which is related with stimu-
lated and spontaneous emission processes. So taking into account these
different works, we consider plausible the idea of stimulated emission of
phonon in indirect bandgap semiconductor. To obtain these expressions
we considered that the quasi-Fermi level for electrons and holes locate far
away from CB edge and VB edge, respectively, so the expressions of Fermi-
Dirac distributions may be approximated by the Boltzmann distribution
[26]. The phonons, which are considering, participating in the compensa-
tion of momentum mismatch lie near the Brillouin zone edge, so that the
phonons energy can be considered independent of its wavevector [56]. We
can see that the rate expressions are general; we do not consider a specific
transition between points of band structure.

The principle of detailed balance requires that the upward transition
rate equals the downward transition rate at thermodynamic equilibrium
(∆F = 0) [26], so:

Rab = R00 +Rkq +Rk0 +R0q (5.91)

Although from Eq. (5.91) one might think that we only consider the
conservation of particles and charge, this is not correct, because the con-
servation of energy, momentum and angular momentum in the transition
between the CB and the VB are implicitly included in the coefficients Bkq,
Bk0, Bq0, B00 and Bab since they are given by Fermi’s golden rule (these co-
efficients define the probabilities of absorption and emission). Substituting
Eqs.(5.84)-5.88) into Eq.(5.91) we get
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BabρkρqNcNv
π

8
(h̄ω + h̄Ω− Eg)2 =

BkqρkρqNcNv
π

8
(h̄ω + h̄Ω− Eg)2 e

(
− h̄ω+h̄Ω−∆F

KBT

)
+

Bk0ρkNcNv
π

8
(h̄ω + h̄Ω− Eg)2 e

(
− h̄ω+h̄Ω−∆F

KBT

)
+

B0qρqNcNv
π

8
(h̄ω + h̄Ω− Eg)2 e

(
− h̄ω+h̄Ω−∆F

KBT

)
+

B00NcNv
π

8
(h̄ω + h̄Ω− Eg)2 e

(
− h̄ω+h̄Ω−∆F

KBT

)
(5.92)

Finally we get

Babρkρqe

(
h̄ω+h̄Ω
KBT

)
= B00 +Bkqρkρq +Bk0ρk +B0qρq (5.93)

By performing some calculations we obtain

ρk =

B00+Boqρq
Bko+Bkqρq[

Babρq
Bko+Bkqρq

e

(
h̄Ω
KBT

)]
e

(
h̄ω
KBT

)
− 1

(5.94)

But the density of photons is given by the Bose-Einstein’s statistics

ρk =
Dk

e

(
h̄ω
KBT

)
+ 1

(5.95)

, where Dk is the density of photon states per energy interval. Equating
the expression of photon states density and Eq.(5.94) we get the following
relationships among different coefficients:

B00 +Boqρq
Bko +Bkqρq

= Dk (5.96)

Babρq
Bko +Bkqρq

e

(
h̄Ω
KBT

)
= 1 (5.97)

After some calculations performed on Eq.(5.97) we get

ρq =

Bk0
Bkq

Bab
Bkq

e

(
h̄Ω
KBT

)
− 1

(5.98)
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But the density of phonons are given by Bose-Einstein’s statistics,

ρq =
Dq

e

(
h̄Ω
KBT

)
+ 1

(5.99)

, and equating the expression of phonon states density and Eq. (5.98), we
get the following relations among the different coefficients:

Bab = Bkq (5.100)

Bk0 = DqBkq (5.101)

By performing some calculations on Eq.(4.96) we get

B00 −DkBk0 = (DkBkq −B0q)ρq (5.102)

Eq.(5.102) requires that both sides of the equation must be zero, so we
get

B0q = DkBk0 (5.103)

B00 = DkBk0 (5.104)

If we substitute Eq.(5.101) into Eq. (5.103) we get

B00 = DkDqBkq (5.105)

To summarize, the relations that have been obtained are

Bab = Bkq (5.106)

Bk0 = DqBkq (5.107)

B0q = DkBkq (5.108)

B00 = DkBk0 = DqB0q = DkDqBkq (5.109)

Although the relationships among Bkq, Bk0, Bq0, B00 and Bab are estab-
lished under the condition of thermodynamic equilibrium, we can assume
that they remain valid even under the non-equilibrium condition in the case
that we want to derive an expression of optical gain [57, 58]. For the sake
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of comparison, we remember here the Einstein’s coefficients for the case of
a direct bandgap semiconductor [1]

Bst = Bab (5.110)

Bsp = DpBst (5.111)

If we compare the relationships we have obtained, Eqs.(5.106)-(5.09)
with Eqs.(5.110) and (5.111) we find that there is a close resemblance
between them. In other words, the coefficients obtained in the two con-
sidered cases for indirect bandgap semiconductors involving the emission
of phonons are very similar to those found by Einstein in his work. The
main reason behind this photons and phonons have a great similarity. In
Ref.[1], the radiation interacts with a atoms and molecules, of the cavity
wall, which are modelled as a two-level system, but in our work, we consider
a phonon field (first case) and photon and phonon field (second case) inter-
acting with a bulk of indirect bandgap semiconductor, where the electronic
band structure presents a continuous spectrum of energy, rather than only
two energy levels. Despite this difference the form of the relationship be-
tween the coefficients is the same, i.e., the discrete or continuous character
of the structure of energy levels does not affect the relationship between
coefficients.

Comparing the relations that we have obtained in this report with the
results of Ref.[26], the relation among the coefficient do not show com-
pletely the physique behind the interband transition of indirect bandgap
semiconductor. Why is this? Because in [26],the researcher supposed that
these transition rates are proportional, from the point of view of phonons,
to nq for the absorption rate and nq + 1 for the stimulated emission rates,
where nq is the phonon occupation number. But the phonons are bosons,
and therefore their emission and absorption are proportional to the den-
sity of state and not the occupation number [25, 54, 55]. Furthermore in
Ref.[26],they have not considered all the transitions that take the participa-
tion of a photon and a phonon into account as in [25, 54, 55], so their work
is partially correct, but incomplete. In fact, if we redefine the definition of
optical gain given in Ref. [26] as:

g(h̄ω) =
Rkq +Rk0 −Rab

ρpvg,ω
=

h3c2

8πn2(h̄ω)
R00

[
(nq + 1)− nqexp

(
h̄ω + h̄Ω−∆F

KBT

)]
(5.112)
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where R00 is Rsp in Ref.[26],we get the same result.
At this point, the following question can emerge. What happens with

multi-phonon processes? which are common in semiconductors such as
silicon. Now, we consider the simplest case, where there are two phonons
of energies Ω1 and Ω2, respectively. In this case there are more transition
rates (the notation of the subscripts has the same meaning, but now there
are three subscripts k, q1 and q2).

Rkq1q2 = Bkqρkρq1ρq1NcNv
π

8
(h̄ω + h̄Σ− Eg)2 e

(
− h̄ω+h̄Σ−∆F

KBT

)
(5.113)

Rk0q2 = Bk0q2ρkρq2NcNv
π

8
(h̄ω + h̄Σ− Eg)2 e

(
− h̄ω+h̄Σ−∆F

KBT

)
(5.114)

Rkq10 = B0q1ρkρq1NcNv
π

8
(h̄ω + h̄Σ− Eg)2 e

(
− h̄ω+h̄Σ−∆F

KBT

)
(5.115)

Rk00 = B00ρkNcNv
π

8
(h̄ω + h̄Σ− Eg)2 e

(
− h̄ω+h̄Σ−∆F

KBT

)
(5.116)

R0q1q2 = B0q1q2ρq1ρq2NcNv
π

8
(h̄ω + h̄Σ− Eg)2 e

(
− h̄ω+h̄Σ−∆F

KBT

)
(5.117)

R00q2 = B00q2ρq2NcNv
π

8
(h̄ω + h̄Σ− Eg)2 e

(
− h̄ω+h̄Σ−∆F

KBT

)
(5.118)

R0q10 = B0q10ρq1NcNv
π

8
(h̄ω + h̄Σ− Eg)2 e

(
− h̄ω+h̄Σ−∆F

KBT

)
(5.119)

R000 = B00NcNv
π

8
(h̄ω + h̄Σ− Eg)2 e

(
− h̄ω+h̄Σ−∆F

KBT

)
(5.120)

Rab = Babρkρq1ρq2NcNv
π

8
(h̄ω + h̄Σ− Eg)2 (5.121)

, where Σ = Ω1 + Ω2. Doing the same considerations that in Eq.(5.91), we
obtain the following relations among different coefficients:

Bab = Bkq1q2 (5.122)

Bk0q2 = Dq1Bkq1q2 (5.123)

Bkq10 = Dq2Bkq1q2 (5.124)

Bk00 = Dq1Dq2Bkq1q2 (5.125)

B0q1q2 = DkBkq1q2 (5.126)
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B00q2 = DkBk0q2 (5.127)

B0q10 = DkBkq10 (5.128)

B000 = DkBk00 (5.129)

Again, we find that there is a close resemblance among Einstein’s re-
lation and Eqs.(5.122)-(5.129), independently the number of photons and
phonons involved in the process.

5.5 Optical gain in indirect bandgap semiconduc-
tor acousto-optical cavities with simultaneous
photon and phonon confinament

In the section 5.3, where we have studied the possibility to achieve optical
gain in silicon by using optical cavity, we considered that the cavity only
affects the photonic density of states by means of FP but it has no effect on
the statistics of the phonons involved in the emission process, due to the
difference between the wavelengths of the photons and phonons involved in
the emission process.

In the section 5.3, where on the Figs. 5.14b and 5.14c can be seen that
the evolutions of photons and phonons are not the same, we explained this
based on the fact that the Purcell effect affects only the photons lifetime
and state density but not the phonon lifetime and state density. In fact, if
we observe with more details the phonon number we can see that does not
change, it remains close to 1.2 · 1022

In the section 5.4, we have study the role that photons and phonons
in Einstei’s coefficients, seeing that both particles play a similar role and
fundamental processes of emission and absorption.

As mentions before, photons and phonons share a great similarity in
some aspects, so it is logical to think in an effect similar to the Purcell
effect taking place for photons but for phonons. In fact, this effect has
been observed and the results have been reported in Ref.[57], where it has
demonstrated that the generated coherent acoustic phonon spectrum of
the impulsively excited metallic film can be inhibited or enhanced in the
phonon cavity with respect a bulk. The experiments in [57] are compared
with simulations that highlight the role of the phonon density of states in
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the coherent acoustic emission, extending concepts related to the Purcell
effect in optics to the field of phononics

Considering these observations leave an open door to investigate a pos-
sible Purcell effect for phonons. So, in this section we are going to consider
an acousto-optical cavities which can simultaneously confine the optical and
acoustic modes required in the indirect transition and show how to combine
both Purcell effects, the optical and acoustic ones, in order to achieve net
gain in an IBS acousto-optical cavity.

The acousto-optical cavities we will consider in our study can be imple-
mented by inserting an IBS phononic cavity inside of an optical cavity in
both cases surrounded by Bragg reflectors in a one-dimensional structure
[59]. A scheme of the proposed structure is depicted in Fig. 4.19 an optical
cavity - surrounded by two Bragg mirrors for photons, which contains an
acoustic cavity surrounded by two Bragg mirrors for phonons [59]. This
acousto-optical cavity would allow for the enhanced localization and inter-
action of photons and phonons in the nanometer-scale volume occupied by
the acoustic cavity (region highlighted in black in Fig. 5.19). In this struc-
ture, we can consider an Optical Purcell factor (OPF) for photons and an
Acoustic Purcell Factor (APF) for phonons. In our study, the analytical
expression of the APF in the IBS cavity is obtained. After our analysis, we
conclude that the optical gain is proportional to the product of the OPF
and the APF, which can be considered as a compound Purcell factor for the
IBS acousto-optical cavity. Since the losses due to free-carriers are propor-
tional to the OPF, we suggest that the proposed acousto-optical cavity may
enable net gain at room temperature, which could pave the way towards
silicon lasing.

5.5.1 Acoutic Purcell Factor (APF) and compound IBS cav-
ity Purcell factor

To start with, we consider a bulk IBS, in which the transition of electrons
from the CB to the VB is mediated by the emission of both a single-
mode phonon and photon in the simplest case. This means that transitions
between the CB and the VB require two particles, a phonon (frequency
Ω) and a photon (frequency ω). In this case, we must consider the second
order of perturbation for the Fermi’s Golden rule:

W
(2)
i→f =

∑
n

| 〈f |Hint|n〉〈n|Hint|i〉
Ei − En

|2Λ (5.130)
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Figure 5.19: Scheme of the considered IBS acousto-optical cavity. Both the op-
tical and the acoustic active regions are surrounded by one-dimensional Bragg
reflectors that provide the photon and phonon confinement (the gray region con-
fines the phonons, the lattice parameter of this one is of the order of 1nm; the
blue region confines the photons, the lattice parameter of this one is of order of
500nm; both values of lattice parameters are considered for silicon). The active
region (acoustic cavity) where photons will be generated is highlighted in red.

, where Ei is the energy of initial state, En is the energy of intermediate
state, Λ is the number of states per unit volume per unit frequency of pho-
tons and phonons, so it has to depend of ω and Ω, which can be expressed
as:

Λ = Λ(ω,Ω) = Λω(ω)ΛΩ(Ω) (5.131)

The densities of states for phonons Λω and photons ΛΩ are independent
magnitudes that can be separately obtained as [3, 60]

ΛΩ(Ω) = η
Vcr

(2π)3

∫
SΩ

dSΩ

|~∇qω|
≈ η Vcr

2π2

Ω2

v3
s

(5.132)

, and

Λω(ω) =
Vcr
π2

ω2

v3
(5.133)

, where Vcr is the volume of bulk material, v is the light velocity in the
material, vs is the sound velocity in the material and η is the number of
different phonon polarizations under consideration. In the approximation
in Eq. (5.132) we are applying the Debye’s model (ω(q) = vsq) [3, 60].
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It has to be mentioned that this approximation is only valid, in typical
IBSs such as silicon or germanium, for the longitudinal-acoustic branches,
(LA-Si) and (LA-Ge), but it is not valid for the optical branches. This will
allows us to get an analytical expression of the acoustical Purcell factor
as shown below. A similar analysis could be readily performed for the
optical branches of phonons if we had analytical expressions similar to Eq.
(5.132) approximating ΛΩ. Now we will consider that the case of the IBS
cavity depicted in Fig. 5.19 instead of a bulk material. The proposed
acousto-optical cavity can confine photons and phonons simultaneously.
We consider that the resonant acoustic mode has a frequency Ω0 with
bandwidth ∆Ω, and the resonant optical mode has a frequency ω with
band-width ∆ω. ∆Ω is related to the acoustic quality factor of the cavity,
QΩ , and ∆ω is related with the quality factors of the optical cavity, Qω.
The phonon and photon state densities inside the acousto-optical cavity
take the following expressions [4]

ΛΩ(Ω) =
2

π∆Ω

∆Ω2

4(Ω− Ω0)2 + ∆Ω
(5.134)

, with the correct normalization∫
ΛΩ(Ω)dΩ = 1 (5.135)

, and for the photon we get

Λω(ω) =
2

π∆ω

∆ω2

4(ω − ω0)2 + ∆ω
(5.136)

, with the correct normalization∫
Λω(ω)dω = 1 (5.137)

Both densities of states take the form of a Lorentzian function. At
the exact resonances of our IBS cavity (i.e. ω = ω0, Ω = Ω0 and Eg =
h̄ω0 + h̄Ω0, where Eg is the energy gap of the IBS), we get:

ΛΩ(Ω0) =
2

π∆Ω
(5.138)

Λω(ω0) =
2

π∆ω
(5.139)

Taking into account that QΩ = Ω0/∆Ω and Qω = ω0/∆ω, we get
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ΛΩ(Ω0) =
2QΩ

πΩ0
(5.140)

Λω(ω0) =
2Qω
πω0

(5.141)

The transition rates for spontaneous emission inside the bulk IBS and
the acousto-optical cavity turn out to be, respectively:

W
(2)
i→f,bulk =

∑
n

| 〈f |Hint|n〉〈n|Hint|i〉
Ei − En

|2Λω,bulkΛΩ,free (5.142)

W
(2)
i→f,cav =

∑
n

| 〈f |Hint|n〉〈n|Hint|i〉
Ei − En

|2Λω,cavΛΩ,cav (5.143)

In optics, the Purcell factor can be defined as the ratio between the
transition rate inside an optical cavity (Wif,cav) and the transition rate in
free space (Wif,free). However, phonons are particles that only exist in a
crystal lattice (they do not propagate in free space), so, in acoustics, it
makes sense to calculate the Purcell factor with respect to the transition
rate in a bulk medium (Wif,bulk). Then, for the case of the acousto-optical
cavity under consideration, we can write:

FP =
W

(2)
i→f,cav

W
(2)
i→f,bulk

=
Λω,cavΛΩ,cav

Λω,bulkΛΩ,bulk
(5.144)

In the resonance case (Eg = h̄ω0h̄Ω0) we get:

FP = FP,ωFP,Ω =

(
Λω,cav(ω0)

Λω,bulk(ω0)

)(
ΛΩ,cav(Ω0)

ΛΩ,bulk(Ω0)

)
(5.145)

So, we get finally [4] 4

B00,cav

B00,bul
= FP,ωFP,Ω (5.146)

4We ha used the notation of section 5.4
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5.5.2 Rate equations

The rate equation are given by the Eqs.(5.84-5.88). In order to relate the
different rats to the concentrations of electrons and holes, we employ the
bimolecular radiative recombination coefficient, as in Ref.[26]. Then we
get:

Rkq = npnqMN2 (5.147)

Rk0 = npMN2 (5.148)

R0q = nqMN2 (5.149)

R00 = MN2 (5.150)

Rab = npnqMN2exp

(
h̄ω + h̄Ω−∆F

KBT

)
(5.151)

M = B00
π

8
(h̄ω + h̄Ω− Eg)2exp

(
h̄ω + h̄Ω− Eg

KBT

)
(5.152)

, and the equation system that governs the temporal variation of carrier
(N), photon density (Np) and phonon density (Nq) is

dN

dt
= Rp +Rab −Rkq −Rk0 −R0q −R00 −

N

τc
(5.153)

dNp

dt
= Rkq +Rk0 +R0q +R00 −Rab −

Np

τp
(5.154)

dNq

dt
= Rkq +Rk0 +R0q +R00 −Rab −

Np −Nq,0

τq
(5.155)

5.5.3 Increase of the optical gain with Purcell factor

In this case we are going to study the above equation system inside of
acusto-optical cavity. In this case, the parameter related with the photons
are modified in the same way (section 4.3.1) for the OPF (FPω), and the
parameter related with the phonon are modified for the APF (FPΩ

). We
can see that the similarities between photons and phonons continue again

τp,cav = FP,ωτp,B (5.156)

Dp,cav = FP,ωDp,B (5.157)
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Kp,cav = FP,ωKp,B (5.158)

τq,cav = FP,Ωτq,B (5.159)

Dq,cav = FP,ΩDq,B (5.160)

Kq,cav = FP,ΩKq,B (5.161)

Mcav = FPMB (5.162)

About the carrier lifetime we consider the following assumption in this
work

τc,cav =
τc,B
FP

=
τc,B

FP,ΩFP,ω
(5.163)

Substituting the Eqs.(5.147-5.152), the Eqs.(5.156-5.162) into the equa-
tion system (5.153-5.155), to solve the equation system inside of acusto-
optical cavity, we get:

dN

dt
= Rp + npnqMBFPN

2exp

(
h̄ω + h̄Ω−∆F

KBT

)
−

npnqMBFPN
2 −

MBFBN
2(np + nq + 1)−

FP
N

τc,B
(5.164)
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dNp

dt
= −npnqMBFPN

2

Kp,BFP,ω
exp

(
h̄ω + h̄Ω−∆F

KBT

)
+

npnqMBFPN
2

Kp,BFP,ω
+

MBFPN
2

Kp,BFP,ω
(np + nq + 1)−

np
FP,ωτp,B

(5.165)

dNq

dt
= −npnqMBFPN

2

Kq,BFP,Ω
exp

(
h̄ω + h̄Ω−∆F

KBT

)
+

npnqMBFPN
2

Kq,BFP,Ω
+

MBFPN
2

Kq,BFP,Ω
(np + nq + 1)−

nq − nq,0
FP,Ωτq,B

(5.166)

Now, we consider again the steady-state. Of equation dNp/dt = 0, we
get:

np =

MBFP
Kp,B

(nq + 1)N2

1
τp,B
− MBFP

Kp,B

[
(nq + 1)− nqexp

(
h̄ω+h̄Ω−∆F

KBT

)]
N2

(5.167)

, and of equation dNq/dt = 0, we get:

nq =

MBFP
Kq,B

(np + 1)N2 +
nq,0

FP,Ωτq,B

1
τq,B
− MBFP

Kq,B

[
(np + 1)− npexp

(
h̄ω+h̄Ω−∆F

KBT

)]
N2

(5.168)

In this case, if we observe the denominator in both equations , as in the
case of optical gain using optica cavity, we get the threshold conditions for
laser oscillation for photons and phonons.
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Kp,B

τp,B
= FPMB

[
(nq + 1)− nqexp

(
h̄ω + h̄Ω−∆F

KBT

)]
N2(5.169)

Kq,B

τq,B
= FPMB

[
(np + 1)− npexp

(
h̄ω + h̄Ω−∆F

KBT

)]
N2(5.170)

Later we will see that we can have laser oscillation to photon but no laser
oscillation to phonon and it occurs because the different order of magnitude
between state densities of photons and phonons. Our results, in comparison
with the results in Ref.[26], mean that inside the acousto-optical cavity the
threshold condition for laser oscillation is not so restrictive as in bulk, and
the photon and phonon losses of the resonant acousto-optical cavity are
quickly compensated.

5.5.4 Variation of photon density, phonon density, carrier
density, oscillation laser threshold and threshold pump-
ing

As in Ref.[26], we will discuss the steady-state solutions for the IBS acousto-
optical cavity in two different situations: below and above threshold.

• Below threshold, the photon density is low, so the net stimulated
emission rate can be neglected and:

[Rst,cav −Rab,cav] ≈ 0 (5.171)

Then, the equation system, in the steady-stay regimen, become:

Rp −MBFBN
2(np + nq + 1)− FP

N

τc,B
= 0 (5.172)

MBFPN
2

Kp,BFP,ω
(np + nq + 1)− np

FP,ωτp,B
= 0 (5.173)

MBFPN
2

Kq,BFP,Ω
(np + nq + 1)− nq − nq,0

FP,Ωτq,B
= 0 (5.174)

Of Eq.(5.172) and using again the values of Table I in Ref.[26] and
performing some minor approximations we get:
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N ≈ τcB
FP

Rp (5.175)

It is important to highlight that the higher the value of FP, the better
the approximation in Eq.(5.175) will be. Finally, by substituting Eqs.(5.172)
into Eqs.(5.173) and (5.174), the photon and phonon densities inside the
cavity can be obtained as:

Np = FP,ωτpB

(
Rp −

N

τcB
FP

)
(5.176)

Nq = FP,ΩτqB

(
Rp −

N

τcB
FP

)
+Nq0 (5.177)

Taking into account Eq.(5.175), we get that:

Np ≈ 0 (5.178)

Nq ≈ Nq0 (5.179)

• Above threshold, it occurs that ∆F >> h̄ω + h̄Ω, so the equations
system in the steady-state is:

Rp − npnqMBFPN
2 −MBFBN

2(np + nq + 1)−

FP
N

τc,B
= 0 (5.180)

npnqMBFPN
2

Kp,BFP,ω
+
MBFPN

2

Kp,BFP,ω
(np + nq + 1)−

np
FP,ωτp,B

= 0 (5.181)

npnqMBFPN
2

Kq,BFP,Ω
+
MBFPN

2

Kq,BFP,Ω
(np + nq + 1)−

nq − nq,0
FP,Ωτq,B

= 0 (5.182)

Then the threshold conditions for laser oscillation to photons and phonons
are:
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Kp,B

τp,B
= FPMB(nq + 1)N2 (5.183)

Kq,B

τq,B
= FPMB(np + 1)N2 (5.184)

In this point we must consider that we have two oscillation threshold
conditions, one for photons and the other for phonons, which do not have
to be simultaneously fulfilled. Before proceeding, we must consider that
achieving the population inversion condition does not mean achieving con-
ditions for laser oscillation. From Eqs.(5.183) and (5.184) we obtain the
carrier concentration to achieve the laser oscillation for photons

Nth,p =

√
Kp,B

τp,BFPMB(nq + 1)
(5.185)

, and for phonons

Nth,q =

√
Kq,B

τq,BFPMB(np + 1)
(5.186)

Both equation are the carrier concentration threshold to achieve the
photon laser oscillations or phonon laser oscillation, respectively.

Due to there is a direct relationship between ∆F and electron concen-
tration in the CB and the hole concentration in the VB, performing some
calculations with the values of Ref.[26], we get that the carrier concentra-
tion required to achieve the oscillation condition for photons is smaller than
the carrier concentration required to achieve the oscillation condition for
phonons.

In Fig. 5.20 we show schematically that different cases can take place.
We can see that the electron concentration in the CB (orange line) can
be below, between or above the levels required for photon and phonon
oscillation (red and green dashed lines). Therefore, it is possible to reach the
laser oscillation condition for photons without achieving the laser oscillation
condition for phonons.
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Figure 5.20: Scheme of the position of the energy levels of electron concentration
(orange line) in the CB in relation to position of photons (green dashed line) and
phonons (red dashed line) threshold.

We are interested in achieving the photons oscillation conditions, using
the values shown in Table I of Ref.[26], which can be considered as typical
values in silicon, we get that the first terms in the left side of Eq.(5.182) is
approximately equal to FP (nq + 1)10−4 whilst the second term is approx-
imately equal to (nq − nq,0)1012. Therefore, we can neglect the first term
and then approximate nq ≈ nq,0 at room temperature, which is a good
assumption provided that FP ≤ 1014. So considering that nq ≈ nq0, we
get that the carrier concentration remains nearly constant at a threshold
value:

Nth,p =

√
Kp,B

τp,BFPMB(nq0 + 1)
(5.187)

, so above threshold it occurs that N ≈ Nth,p

So above threshold the density of phonon does not change just: Nq ≈
Nq,0. Now, if we substitute the Eq.(5.180) into Eq.(5.181) we get:

Np = FP,ωτpB

(
Rp −

N

τcB
FP

)
(5.188)

Finally, we get that the photon concentration is:

Np = FP,ωτpB

(
Rp −

Nth

τcB
FP

)
(5.189)

, where Rth = Nth
τcB

FP . We get again that Rth ∝
√
FP ).
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In Table IV we present a summary with different expressions for particle
densities for the two situations under consideration: “below threshold”
and “above threshold”. We can see how above threshold the photons and
phonons are proportional to its Purcell factor respectively. This variation
with the Purcell is further considered in the next section.

Table IV: Summary of theoretical expression for for the carrier, photon and
phonon densities

Below threshold Above threshold

Carrier density N =
τc,B
FP

RP Nth =
√

Kp,B
τc,BFPMB(nq0+1)

Photon density Np ≈ 0 Np = FP,ωτp,B (Rp −Rth)

Phonon density Nq ≈ Nq,0 Nq ≈ Nq0

5.5.5 Numerical results

We can observe that the behaviour is, more or less, similar than in the
previous case. The Fig 5.21a shows the carrier concentration as a function
of the pumping rate Rp for different values of Fp. (the arrow indicates the
direction of increasing Fp. We can see that the threshold charge concen-
tration decreases with Fp, which means that we do not need a very high
population inversion to reach the laser oscillation and, as a result, the laser
oscillation condition is less restrictive. The photon densities grow rapidly
after the threshold, which is a clear signature of the co-stimulated emission
of photons and phonons. But we can also observe that the phonon and
photon densities do not grow in the same way, the phonon density remains
constant before and afterwards of achieve the population inversion. This
can be explained by the fact that the phonon oscillation threshold is not
achieved.
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(a)

(b)

Figure 5.21: Carrier density and phonon density as a function of the pumping rate

for values of the Purcell, between [100− 2000] for carrier and between [1− 10000]

for photons.

5.5.6 Optical gain

We are going to consider two different situations to obtain the expression
of optical gain: in a first case, we consider that the spontaneous emission of
photon is neglected, as considered in Ref.[26], so we get Rkq +Rk0 +R0q +
R00 = Rkq +Rk0; and in a second case, we consider that the co-stimulated
emission of photons and phonons is dominant over other kinds of emissions,
so Rkq >> Rk0, R0q, R00, so Rkq +Rk0 +R0q +R00 ≈ Rkq.

First Case We first consider that optical gain is achieved inside the
acoustic cavity, so the emission of phonons can be stimulated and sponta-
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neous. The optical gain is:

g(h̄ω) =
Rkq +Rk0 −Rab

ρpvg,ω
=

h3c2

8πn2(h̄ω)2
R00

[
(nq + 1)− nqexp

(
h̄ω + h̄Ω−∆F

KBT

)]
(5.190)

Figure 5.22: Relationship between ∆F (eV ) and nq. The red curve represents
the energy gap for silicon (Eg = 1.12eV ) whereas the green curve represents the
expression between brackets in Eq.(5.190).

We can see that the requirement to get optical gain is ∆F > h̄ω. In
Fig. 5.22 we plot the part of Eq.(5.190) that appears between brackets. The
region above the green curve is the positive optical gain, while the region
below the green curve is the absorption region. The straight line (red line)
show the limit of population of inversion, i.e., the region above this line
is the region where the population inversion is achieved, and the region
below this line the population inversion is not achieved. Thus, we can see
that there is a region where optical gain is achieved without population
inversion, which is in agreement with the results reported in Ref.[25].

Second Case
Now we consider that co-stimulated emission of photons and phonons

is achieved, i.e., the emission of phonons and photons is purely stimulated
whilst the spontaneous emission of photons and phonons is neglected. The
optical gain is now defined as follows:
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g(h̄ω) =
Rkq −Rab
ρpvg,ω

=

h3c2

8πn2(h̄ω)2
R00nq

[
1− exp

(
h̄ω + h̄Ω−∆F

KBT

)]
(5.191)

To get the Eq.(5.191) we have taken into account the relation between
of stimulated emission, spontaneous emission and absorption coefficients
in indirect bandgap semiconductor obtained before. In this case the pop-
ulation inversion must be achieved if ∆F > h̄ω + h̄Ω, so the population
inversion is necessary to achieve net optical gain.

Finally, we can observe that the expressions of gain, Eq. (5.190) and
(5.191), is proportional to R00, but R00 is proportional to FP = FP,ωFP,Ω so
the optical gain is proportional to the FP in an acousto-optical IBS cavity.
In both cases, we can see that the optical gain is proportional to B00.

In order to achieve optical gain, and eventually lasing, the magnitude of
optical gain has to be large enough to overcome the optical losses resulting
from the silicon itself and the optical cavity. Based on the results reported
in Ref.[26, 49, 50, 61], assuming that the main source of losses in crystalline
silicon is FCA (quantified by the coefficient αFC), and taking into account
the Eqs.(5.190) and (5.191), we obtain the following relationships:

αFC ∝ FP,ω (5.192)

g(h̄ω) ∝ FP,ωFP,Ω (5.193)

This is, the photon losses due to FCA are proportional to the OPF,
as demonstrated in Ref. [PA60], but the optical gain is proportional to
the compound Purcell factor, obtained as the product of the OPF and the
APF. This makes a clear difference in comparison with the case of an optical
cavity in which only photons are confined. Now, we compare the FCA and
the optical gain. In the Fig. 4.23 we have plotted the FCA (black points)
and the opttical gain (different color lines), considering realistic value of
OPF to the optical cavity, FP,ω = 1000, and varying the APF of acoustic
cavity (FP,Ω ∈ [20, 100]) taking into account the Ref.[59]. We can see that
the acoustic confinement results in that the optical gain the gain exceeds
the FCA from a certain value of the electron concentration. Therefore, the
proposed cavity becomes an interesting candidate for achieving net optical
gain, and possibly lasing, from IBSs such as silicon.
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Figure 5.23: Optical gain (for differnet values of the OPF) and FCA as a function
of the carrier density in the acousto-optical cavity. FCA does not change with the
OPF. Room-temperature is considered.

Another interesting result that can be extracted from the previous mod-
elling is the fact that this kind of cavity enormously decrease the threshold
of carrier density to get optical gain (see Fig. 5.21a). This means that
achieving optical gain is not too restrictive from the point of view of carrier
concentrations. For instance, in Ref.[56], it was obtained that a carrier
density around 1020cm−3 would be necessary to get optical gain. This re-
quirement could be relaxed by two orders of magnitude using this type of
cavities with phonon confinement.

5.5.7 Collective spontaneous emission. Dicke superradiance
structure

In the Fig. 5.19 we proposed the scheme of a vertical cavity surface emit-
ting laser (VCSEL) to build an optical cavity surrounded by two Bragg
mirrors for photons which contains an acoustic cavity surrounded by two
Bragg mirrors for phonons [59]. So, we can confine in the same structure
photons and phonons. Considering that the material of acoustic cavity is
silicon (black region in Fig. 5.19) and taking into account that the indi-
rect transition involves transverse optical (TO) phonons (EΩ = 57.8meV )
assisting the optical transition of photons of energy Eω = 1.07eV (at room
temperature) [26], then the acoustic cavity length is of the order of 1nm and
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the optical cavity length is of the order of 1000nm. With the dimensions
that we have said before, we can have one hundred acoustic cavities inside
the optical cavity. Each acoustic cavity can be considered as an emitter
(see Fig.5.23)

Figure 5.24: The red regions are active region (emitters).

In the pioneering work of R. H. Dicke [62], he showed that a system of
N two-level atom with a population inversion could spontaneously revert to
the ground state in a time in-versely proportional to the number of atoms
(τ ∼ 1/N). This effect occurs because a correlation is induced between the
transition moments of spatially separated radiators as they interact with
each other through the radiation field. As a result the atoms in a volume
of macroscopic size emit coherently [63]. With the proposed structure of
Fig.4.23, a similar effect of Dicke superradiance could be observed, in fact,
similar structures in photonic crystals nanocavity arrays have been observed
[64].

Conclusion

In the section 5.3 we have described theoretically the different processes
related to light emission from indirect bandgap semiconductor cavities. We
have obtained that net optical gain in silicon at room temperature is not
feasible despite the use of a high-Q photonic cavity since the Purcell factor
affects the optical gain and the free-carrier absorption losses in the same
way. In this sense, it has to be mentioned that we only have considered
the losses to due free carrier absorption. However, other losses mechanisms
will also co-exists in the system under study, which will further hinder the
possibility of lasing emission.

In the section 5.4 we have obtained the relationship between the stim-
ulated emission, spontaneous emission and absorption coefficients in an
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indirect bandgap semiconductor, based on the work of Ref.[26] and con-
sidering the process of stimulated phonon emission, which show the role
that the phonons play in the transition. We have compared the expression
with the expression of Ref.[26] , and we can see that the relation of Ref.[26]
do not show the structure of an indirect transition. We have discussed
the physical similarities of our relations and Einstei’s relations, based on
the great similarity among photons and phonons. Finally we have shown
that the relationship between the different coefficients maintains the same
structure, independent of the number of photons and phonons involved in
the process.

In the section 5.5, and considering the works of Ref.[26] we have demon-
strated that is possible that the optical gain overcomes the FCA at room
temperature in silicon, using a combination of optical and acoustic cavi-
ties.With the proposal array configuration, it is possible to obtain effect of
correlation between emitters, which will increase the possibilities of emis-
sion in indirect bandgap semiconductor, concretely silicon.
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Chapter 6

Cavity quantum
electrodynamics in
optomechanical cavities

6.1 Physical background

To facilitate the easy understanding of the cavity quantum electrodynamic
(CQED) fundamentals, this section provides a review of key concepts to
understand correctly the underlying physical ideas and the formalism that
will later be exposed.

6.1.1 Field quantization

In physics, quantization is the process of transition from a classical un-
derstanding of physical phenomena to a newer understanding known as
“quantum mechanics”. It is a procedure for constructing a quantum field
theory starting from a classical field theory [2, 56]. We can distinguish
mainly two quantizations, first quantization and second quantization.

“First quantization” denotes the transition from classical to quan-
tum mechanics in which the classical Hamiltonian H = H ({ri}, t) and
the equations of motion for a system of N particles becomes the operator

in the time-dependent Schrödinger equation
(
ih̄dΨ

dt = ĤΨ
)

. The Hamil-

tonian operator Ĥ is the classical Hamiltonian where the observable 1 p
and x have a associated operators, −ih̄∇ and x̂, respectively. All infor-

1An observable is any magnitude which can be measured and has a associated operator
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mation on the quantum N-particle system as its evolves in time is con-
tained in the time-dependent wavefunction Ψ ({ri}, t). Any observable,

which has a associated operator
(
Ô
)

, can be expressed as an expectation

value,
〈
Ô
〉

=
〈

Ψ ({ri}, t) |Ĥ|Ψ ({ri}, t)
〉

.

The particles or physical objects are treated using quantum wave func-
tions but the surrounding environment (for example a potential well or a
bulk electromagnetic field or gravitational field) is treated classically [3].

“Second quantization” is a reformulation of the equations of quan-
tum mechanics, which facilitates, enormously, the understanding of prob-
lems where many particles are interacting. The concepts appeared when
the researchers Oskar Klein, Walter Gordon, and Paul Dirac applied the
relativistic theory to Schrödinger equation, where creation and annihilation
of particles are intrinsic to the theory (“Dirac sea” and negative energies).
The formalism is especially fruitful for description of Green’s functions and
response functions in terms of addition and removal of particles from the
system. The ideas can be cast in terms of occupation number representa-
tion for indistinguishable particles, with creation and annihilation operators
that change the number of particles. Alternatively second quantization can
be formulated elegantly in terms of field operators in which the wavefunc-
tions of first-quantized theory become operators that generate the quantum
system from the vacuum [4].

As we said before, in the second quantization appear, inherently, the op-
erators annihilation â and creation â† 2, which are the right way to connect
the first and second quantizations. For the many-body theory each operator
can be expressed in terms of annihilation and creation operators, because
the number of particles is not fixed. Originally constructed in the context
of quantum harmonic oscillators, these operators are the most general form
to describe quantum fields. Depending on whether these operators satisfies
the rule of commutation or anti-commutation, the quantum field describes
two kind of particles: bosons and fermions[2].

Boson particles. One of two kinds of elementary particles of nature,
which have four fundamental properties:

• They have integer spin (s ∈ Z).

• They do not satisfy the Pauli exclusion principle and follow the Bose-
Einstein statistics.

2Considering the Fock quantum state defined by ket-function |n〉, where n denote the
number of particles, thus we have: a|n〉 =

√
n|n− 1〉 and a†|n〉 =

√
n+ 1|n+ 1〉
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• The quantum wave function that describes systems of bosons is sym-
metric with respect to the exchange of particles

• They fulfil the commutation rule,
{
ai, a

†
j

}
= δij .

Fermion particles. One of two kinds of elementary particles of nature,
which have four fundamental properties:

• They have half integer spin (s ∈ Q).

• They satisfy the Pauli exclusion principle and follow the Fermi-Dirac
statistics.

• The quantum wave function that describes systems of bosons is anti-
symmetric with respect to the exchange of particles.

• They fulfil the anti-commutation rule,
[
ai, a

†
j

]
= δij .

Quantization of the electromagnetic field

To quantize the electromagnetic field [2], we must first eliminate all un-
physical degrees of freedom by fixing the gauge. In the following we shall
use Coulomb gauge, ∇ · ~A = 0, where ~A is the potential vector, so we can
write the Hamiltonian of free electromagnetic field in the form

H =
1

2

∫
d3~r

(
ε0 ~E

2 +
1

µ0

~B2

)
= (6.1)

1

2

∫
d3~r

ε0
∣∣∣∣∣−∂ ~A∂t

∣∣∣∣∣
2

+
1

µ0

∣∣∣∇× ~A
∣∣∣2
 (6.2)

, where the expression for the potential vector can be written as a Fourier
series 3

~A(~r, t) =
∑
~k

∑
s=±1

(
h̄

2ε0ω~k

)1/2 [
a~k,s~u~k,se

iω~kt + c.c.
]

(6.3)

So far we are situated in classical description of electromagnetic field, so
the quantization is performed by simply mapping the dimensionless mode

3c.c. is the couplex conjugated
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amplitudes to quantum mechanical ladder operators, raising and lowering
the number of excitation of a given field mode [5]

a~k,s → â~k,s (6.4)

a∗~k,s → â†~k,s
(6.5)

Because these operators describe photons, which are bosonic particles, they
satisfy the conmutation rule seen before.

So, the quantized potential vector operator is:

Â(~r, t) =
∑
~k

∑
s=±1

(
h̄

2ε0ω~k

)1/2 [
â~k,s~u~k,se

iω~kt + c.c.
]

(6.6)

, substituting in (6.2) 4 you obtain the Hamiltonian of the free electromag-
netic field for a fixed polarization 5.

Ĥ =
∑
~k

h̄ω~k

(
â†~k
â~k +

1

2

)
=
∑
~k

h̄ω~k

(
n̂~k +

1

2

)
(6.7)

, where â†~k
â~k = n̂~k, it is the occupation number operator of the field quan-

tum state corresponding a k-vector ~k and a fixed polarization s. It is very
easy to see that the full Hamiltonian is simply a composition of harmonic
oscillators for each mode frequency. If a monochromatic field with a fixed
polarization is considered, the Hamiltonian of the free electromagnetic field
is just an harmonic oscillator of frequency ω:

Ĥ = h̄ω

(
n̂+

1

2

)
(6.8)

, where h̄ω/2 is the zero-pint energy

Quantization of the elastic field

We will now consider the problem of an elastic solid in the approxima-
tion of continuum elasticity, i.e. we will be interested in vibrations on

4The substitution has not been shown because is too long and it is not important for
the development of these thesis. The reader can sonsult the references [5, 6] for further
details.

5During the thesis we are going to consider a fixed polarization fot both electromag-
netic and elastic field. This does not change the theoretical results
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wavelengths long compared to the inter-atomic spacing. At the classical
level, the physical state of this system is determined by specifying the local
three-component vector displacement field ~u(~r, t), which describes the local
displacement of the atoms away from their equilibrium positions [7]. So,the
Hamiltonian of the system and the wave equation in term of displacement
are:

ρ
∂2~u

∂t2
= (λ+ µ)∇ (∇ · ~u) + µ∇2~u (6.9)

H =

∫
d3~r

[
ρ
~̇u

2
+
λ+ µ

2
(∇ · ~u)2 +

µ

2
+ (∇~u)2

]
(6.10)

, where µ and λ are the shear modulus and the Lame’s first parameter,
respectively.

We can express the displacement field into a longitudinal component
(~uL) and transversal component (~uT ).

~u(~r, t) = ~uL(~r, t) + ~uT (~r, t) (6.11)

As in the case of quantization of electromagnetic field, taking into ac-
count the equations (6.3), (6.4), (6.5) and (6.6), we get that the quantiza-
tion of the elastic field is:

û(~r, t) =
∑
~k

(
h̄

2ρω~k,L

)1/2 [
b̂~k,s~χ~k,Le

iω~k,Lt + c.c.
]

+

∑
~k

∑
s=±1

(
h̄

2ρω~k,T

)1/2 [
b̂~k,s~χ~k,T e

iω~k,T t + c.c.
] (6.12)

, where b̂~k,s and b̂†~k,s
are the annihilation and creation operators of phonons,

respectively for the s polarization. ω~k,T and ω~k,L are the tranversal and

longitudinal frequencies, respectively. Substituting in (6.10) we obtain the
Hamiltonian of the elastic field for a fixed polarization [6, 7].

Ĥ = E0 +
∑
~k

[
h̄ω~k,Lb̂

†
~k,L
b̂~k,L +

∑
s=±1

h̄ω~k,T b̂
†
~k,T,s

b̂~k,T,s

]
(6.13)
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Ĥ = E0 +
∑
~k

[
h̄ω~k,Ln̂~k,L +

∑
s=±1

h̄ω~k,T n̂~k,T,s

]
(6.14)

E0 =
1

2

∑
~k

h̄
[
ω~k,L + 2ω~k,T

]
(6.15)

, where E0 is the zero-pint energy for the elastic field.

6.1.2 Quantum Electrodynamic Cavity. Jaynes-Cummings
model

CQED describes electromagnetic fields in a confined space and the radiative
properties of atoms in such fields, i. e., what happens to the light and in
particular to its interaction with matter (atom, molecules, quantum dots,
etc) when it is trapped inside a “box”. The fact of having light and atoms
confined in very small volumes makes it appear new effects not seen before.
So, the shape of the density of states function for electrons in the conduction
band of a semiconductor with bandgap Eg is modified strongly depending
of each type of structure, which are related with the shape of the cavity
[19] (Fig. 6.1).

For the case of light, the standard result of photon modes state density
in free space is

g(ω) =
ω2V0

π2c3
(6.16)

, when the light is confined in a cavity, the density of state for the cavity,
taking into account that ωc is the resonant frequency of the cavity mode
(Fig. 6.2), is

g(ω) =
2

π∆ωc

∆ω2
c

4 (ω − ωc))2 + ∆ω2
c

(6.17)

There are many different types of optical cavities, each one with its
own features, such as quality factor or modal volume. Figure 6.3 gives a
nice picture of the different kinds of cavities proposed so far. One of the
simplest systems in the scope of CQED is a single atom interacting with a
single photon in a cavity. Main physics of this system are explained below.
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Figure 6.1: Electronic density state as a function of degree of freedom of structure.

Figure 6.2: Different kind of optical cavities [9]. The red dot stands for
two-level-atom.
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Jaynes-Cummings model

The Jaynes-Cummings model (JCM) is a theoretical model, which describes
the system of a two-level atom6 interacting with a quantized mode of an
optical cavity, with or without the presence of light (in the form of a bath
of electromagnetic radiation that can cause spontaneous emission and ab-
sorption). The theory describing this system was first developed by the
researchers E. T. Jaynes and F. W. Cummings in 1963 [8], providing the
most basic model to CQED experiments but with a high more poten-
tial to explain the light-matter iteration. The JCM is of great interest
in atomic physics, quantum optics, and solid-state quantum information
circuits, both experimentally and theoretically. Even though, it is a model
completely quantized but still analytically solvable.

Figure 6.3: Atom, which is modelled as two level energy system, interacting
with a resonant mode inside of cavity. γ is the spontaneous emission and
κ are the losses of cavity.

The Hamiltonian of a two-level atom interacting with a single-mode
field under the rotating-wave approximation (RWA) 7 [9, 10] and dipole
approximation 8 [11], is 9:

6A two-level atom is an approximation which is approaching the atomic level system
to just two levels

7Basically, the terms in a Hamiltonian which oscillate rapidly are neglected.
8It is assumed that the size of the atom is much smaller than the wavelength of

the radiation, so the dot product of the wave-vector and the position vector becomes
constant.

9We write the Hamiltonian of our system directly in the Scrödinger picture. It is
possible to use different quantum pictures according to your needs by using the correct
unitary transformation. The different picture of quantum mechanics can be consulted in
any quantum mechanic basic text book
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Ĥ = ĤA + ĤF + ĤINT (6.18)

, where

ĤA = h̄ωAσ
†σ (6.19)

ĤF = h̄ω0a
†a (6.20)

ĤINT = −h̄g
(
σ†a+ σa†

)
(6.21)

ĤA is the atom Hamiltonian, ĤF the photon field Hamiltonian and ĤINT

is the atom-photon interaction Hamiltonian, σ† and σ are the creation and
annihilation operator of electronic states in an energy level, a† and a are the
photon creation and annihilation operator, , respectively, g is the constant
of atom-photon coupling. So the Hamiltonian in Scrödinger picture finally
is 10

Ĥ = h̄ωAσ
†σ + h̄ω0a

†a− h̄g
(
σ†a+ σa†

)
(6.22)

, where loss or damping effects have been neglected. For more details of
this model the following papers [8, 13, 14, 84], books [15–17] and thesis
[5, 18] can be consulted.

6.2 State of art

Historically, cavity quantum electrodynamics (CQED) started in 1946 when
E. Purcell noticed modifications in the spontaneous emission rate for nu-
clear magnetic moment transitions at radio frequency when a spin system
is coupled to a resonant electrical circuit [19] 11. At room temperature,
for a frequency of 10 MHz and a µ = 1 nuclear magnetron, he found that
the spontaneous emission relaxation time was about 5 · 1021 seconds. If,
however, small metallic particles with a diameter of 10−3cm were mixed
with the nuclear magnetic medium, he found that the spontaneous emis-
sion relaxation time dropped to only a few minutes.

The 1950s saw the realization of the first maser [20], which stimulated
further research in the interaction between matter and the radiation field in
cavities. During this decade, the modification of spontaneous emission rates

10We use the Scrödinger picture because is easier to understand the matrix of Hamil-
tonian in the base we have chosen.

11See the section 2.1.4
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of electron spin transitions was predicted [21] and confirmed experimentally
[22]. The mechanism of spontaneous emission rate enhancement suggested
by Purcell was predicted to hold as well for collective spontaneous emission
in magnetic resonance experiments [23]. Another significant development
came in 1958, when Schawlow and Townes [24], Prokhorov [25], and Dicke
[26] independently proposed the use of a Fabry-Perot interferometer as a
resonator for the realization of a maser that operated in the optical regime
(i.e., a laser). This generated a lot of interest in the theory of open cavities.

The 1960s began with the realization of the first laser [27]. A number of
theoretical papers were published on open resonators and their modes, with
important contributions by Fox, Li [28, 29] and Vainshtein [30–32]. The
1960s also saw how Jaynes and Cummings developed a fundamental model,
which now bears their names, for the interaction between an atom/molecule
and a single mode of the quantized radiation field [8, 33]. Last but not least,
it is worth mentioning Drexhage’s nice experiments where the florescence
of dye molecules placed at precisely controlled distances from a mirror was
measured [34, 35]. In the 1970s, change in the spontaneous emission rate of
an atom when it is inside a Fabry-Perot interferometer was calculated using
full-blown quantum electrodynamics [36, 37]. These two papers marked the
beginning of a great theoretical interest in CQED that has resulted in a
large number of papers being published on this subject ever since.

After those primordial times, the field of CQED entered a period which
one of its leading researchers has named the weak-coupling-regime age [38].
It was then when spontaneous emission enhancement [? ] and inhibi-
tion [40] for an atom in an empty cavity was experimentally demonstrated.
Then there came what that researchers call the strong-coupling-regime age.
It was then that one-photon [41] and two-photon [42] single-atom masers
(micromasers) were realized, and phenomena such as quantum Rabi oscil-
lations [43] and vacuum Rabi splitting [44] were observed. Strong coupling
can also be used to manipulate entanglement, and this has given rise to a
number of applications in quantum information.

At the time of writing, in parallel with the ongoing basic research, we are
experiencing an ”industrial age”, where CQED ideas are being applied to
optoelectronic devices and the possible new generation of photonic devices.
Two interesting choices to realize CQED applications are photonic and
phononic crystals 12. The theoretical study, observation and exploration
of fundamental quantum mechanical effects in these kind of systems bears
a high potential for applications in modification of quantum dot states,

12See the section 2.1.3 and 2.1.4
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entanglement of photons or quantum logic gates.

6.3 Jaynes-Cumming model of an indirect gap semi-
conductor cavity

The JCM is a theoretical model which describes the system consisting of
a two-level atom interacting with a quantized mode of an optical cavity.
However, the level structures of a real atom look anything but a two-level
energy. The question that arises is: how can a two-level-atom (TLA) be a
good approximation of a level structure of a real atom? It is important to
make two considerations:

• Resonance Excitation The absorption cross section of an atom
absorbing in off-resonant photon is generally of the order of 1Ȧ2.
However, when the frequency of photon matches with the transition
frequency between two energy levels of atom, the cross section is
enhanced by several orders of magnitude. Under the resonance con-
dition, many level lying far away from the resonance can be simply
ignored.

• Selection Rules of Level Transitions Under the dipole interac-
tion, only certain transitions among energy levels are possible. There-
fore, the field only provokes transitions between a small number of
discrete states.

The question that logically appears in this moment is “How is possible
to apply the JCM, which is a discrete energy model, to an indirect
bandgap semiconductor cavity, which is a continuous of energy
levels?”

First, we are going to consider the intrinsic photoluminiscence (PL)
spectra of silicon bulk at different temperatures as reported in Refs.
[45–47] (see Fig. 6.4). Fig. 6.4a displays the photolumiscence spectra of
silicon at room temperature (dot line) and at T = 77K (solid line). Figs.
6.4b displays the theoretical rate of spontaneous emission at T = 363K
(squares), T = 249K (open circles), and T = 112K (triangles). Figs. 6.4c
and 6.4d dispalys the PL spectra of silicon at T = 291K (circles), T = 170
(triangles), and T = 77K (square). Fig. 6.4c in linear scale and Fig. 6.4d
in semilogarithmic scale. Fig. 6.4e displays the PL spectra at T = 26K.
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Figure 6.4: Theoretical and experimental PL spectra for silicon for different

temperatures [45–47].
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In all cases, we can observe a main peak, which corresponds to an
interband-transition where a TRANSVERSAL OPTICAL PHONON
(TO) is involved in the transition. It is very easy to check, using the energy
conservation, taking into account the modification of the bandgap with the
temperature (Eg(T )) [48] ,and considering that the photon energy (Eγ) in
the interband-transition is ≈ 1.1eV that the phonon energy (EΩ) is

Eg(T ) = Eγ + EΩ (6.23)

Eg(T ) = Eg(T = 0K)− AT 2

B +A
≈ 1.169eV (6.24)

EΩ ≈ 0.058eV (6.25)

We can see that theory and experiment match quite well. It should
be taken into account that we have not considered the modification of the
phonon dispersion relation with the temperature, which could even improve
the fitting.

Secondly, we are going to consider the intrinsic photoluminiscence
spectra of silicon photonic crystals cavities at room temperature
as reported in Refs. [49–52]. When we use a optical cavity to increase the
emission by Purcell effect, we are adding an extra condition, because the
resonant modes inside the cavity will interact stronger with matter than
non-resonant modes, so the interband-transition at these wavelengths will
be more probable. Fig. 6.5 displays the PL spectra for different cavities
created in hexagonal-lattice photonic crystals at different temperatures.
In these these figures we can see perfectly as the luminescence peak due
to resonant mode appears on the background noise. The main result is
that many of the PL peaks that appeared in the silicon bulk PL spectra
disappear when a cavity is built. This means that the previous assumption
is correct: the light-matter interaction at resonance increase with respect
to non-resonant modes.

A very interesting case is represented in Fig. 6.5a, where we can see the
two main contributions in the emission of silicon cavities, which shows two
different peaks on the silicon PL spectra using nanocavities. The peaks are
due to: the interaction with the resonant modes, which is related to the
Purcell factor associated with the resonant mode (M1) and the interband-
transition mediated by one transversal optical phonon (TO) .
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Figure 6.5: Experimental PL spectra for silicon at room temeprature for diferent

kind of cavities in photonic crystals [49–52].

Therefore, we can think that by using a correct design of the cavity it is
possible that both peaks of Fig. 6.5a could coincide. In fact, it is plausible
to say that it has been achieved. If we observe the Fig. 6.5f and using the
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equation (6.23-6.25) we get that the interband-transition of A peak is due
to both contributions, the emission of resonant photons by the emission
of TO-phonon [50]. In fact, this transition takes place between edges of
minimum conduction band and maximum valence band.

So, with an appropriated cavity where the suitable photon and phonon
are resonant,inter-band transitions via others phonons will be less likely
(Figs. 6.4c, 6.4d, and 6.4d), so the PL spectra will have less secondary
peaks, and the main peak would correspond to the transition by the photons
and phonons resonant inside the cavity. So, in this case, we could choose the
right interband transition by designing the appropriate cavity. Therefore,
and taking into account our reasoning, it is plausible to go from a continuous
spectrum of energies to a discrete spectrum of energies, with a suitable
cavity , as shown schematically in the following figure.

Figure 6.6: Discretization of continuum energy level.

From a physical point of view we have “discretized” the continuum band
structure. Therefore, as a first approximation, we can consider our indirect
bandgap semiconductor cavity, where the correct photon and phonons are
resonant as a multi-level pseudo-atom, where the transitions between levels
is mediated by two-particles.

Taking into account all these ideas before, we present the system under
study in Fig. 6.7. The active region can be modelled as a pseudo-atom in-
side a cavity whose transition needs two particles (a photon and a phonon).
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(a) (b)

Figure 6.7: a) Scheme of the considered IBS acousto-optic cavity including a

phononic cavity (active region) inside a photonic cavity, b) the active region mode-

les as a pseudo-atom whose transitions need two particles (a photon and a phonon).

The acousto-optical cavity we consider is similar to that used in Ref.
[53] and that has been explained in the chapter V. The confined photons
will strongly interact with the phonons confined in the active region, which
should enhance the process of light emission. The active region can be
modelled like a pseudo-atom, whose electronic transitions need the par-
ticipation of both a photon and a phonon, in the simplest case (see Fig.
6.7b). Based on the non-linear JCM [54] we have developed a new model
to explain the dynamics inside the IBS phoxonic cavity. Although the band
structure presents a continuous spectrum, and the JCM works fine if the
spectral separation between the electronic states is sufficiently large, we
can apply this model as a first approximation based on the ideas presented
above. We are reasonably sure that is a good start point for developing a
more complex model.

Therefore, our model follows all assumptions made on JCM to consider
the band structure of the IBS cavity as a two-level system. But, in addition,
we have to do some other considerations:

• We consider that inter-band transitions are mediated by two particles:
one phonon and one phonon.

• The phonon has the correct moment to compensate for the momen-
tum difference of between the electronic bands of the IBS medium.

• Eight intermediate states exist (see Fig. 6.8a), but we only consider

210



the intermediate state (|I〉) because the interband transition via this
intermediate state is the most likely for for silicon (to see Fig. 6.8b)
[55].

• We consider the RW to get the interaction Hamiltonian (which is
based on the Hamiltonian that appears in Ref.[54]). Beside, we have
to taking into account that there are some processes involving the
intermediate states are highly unlikely [56], so the approximation is
more plausible even.

• In a first approximation, we are going to consider that the transitions
take place between the CB edge and VB edge [55].

(a) (b)

Figure 6.8: a) Different intermediated state for a indirect bandgap semiconductor
and b) optical gain of a indirect bandgap semiconductor (silicon), where we can
see the different contributions of intermediated states [55].

6.3.1 Hamiltonian of non-linear JCM applied to two-level
pseudo-atom model

If we take into account the electric dipole approximation for the electro-
photon interaction [8, 54, 55] and being the two possible states of the
pseudo-atom an excited state (conduction band) |e〉 and a ground state
(valence band) |g〉, the Hamiltonian of the proposed model turns out to be:

Ĥ = ĤA + Ĥω + ĤΩ + ĤINT = Ĥ0 + ĤINT (6.26)

, where H0 is the Hamiltonian of the uncoupled system, i.e., the two-level
system in which the photon and phonon fields do not interact, ĤA is the
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atom Hamiltonian, Ĥω is the photon field Hamiltonian, ĤΩ is the phonon
field Hamiltonian and ĤINT is the atom-photon-phonon interaction Hamil-
tonian, σ† and σ are the creation and annihilation operator of electronic
states in an energy level, a† and a are the photon creation and annihilation
operators, b† and b are the phonon creation and annihilation operator, re-
spectively, and g is the constant of atom-photon-phonon coupling. So the
Hamiltonian in the Scrödinger picture finally is 13

Ĥ = h̄ωAσ
†σ + h̄ωγa

†a+ h̄ωΩb
†b− h̄g

(
σ†a+ σa†

)
(6.27)

6.3.2 Eigenstate and eigenvalue of the Hamiltonian system

If we represent this Hamiltonian (6.27) using the Fock state base14

B = {|n− 1;m− 1; e〉, |n;m; g〉} (6.28)

, where n is the occupation number of photons and m is the occupation
number of phonons, then we get:

Ĥ =

(
〈n− 1;m− 1; e|Ĥ|n− 1;m− 1; e〉 〈n− 1;m− 1; e|Ĥ|n;m; g〉
〈n;M ; g|Ĥ|n− 1;m− 1; e〉 〈n;m; g|Ĥ|n;m; g〉

)
(6.29)

We can write this matrix as:

Ĥ = h̄

(
nωγ + nωΩ −

∆

2

)
I +

h̄

2

(
−∆ −Rnm
−Rnm −∆

)
(6.30)

, where ∆ = ω0 − ωγ − ωΩ and Rnm = 2g
√
nm.

The motion equation in the Schrödinger picture is:

ih̄
d|Ψ〉
dt

= Ĥ|Ψ〉 (6.31)

d|Ψ〉
dt

= −i
[(
nωγ + nωΩ −

∆

2

)
I +

1

2

(
−∆ −Rnm
−Rnm −∆

)]
= M |Ψ〉 (6.32)

, where

13We use the Scrödinger picture because is easier to understand the matrix of Hamil-
tonian in the base we have chosen.

14The Fock state are eigenstate of uncoupled Hamiltonian
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|Ψ〉 =

(
α(t)

β(t)

)
(6.33)

The eigenvalues and eigenstates of the M -matrix are:

λ±nm = −i
[
(nωγ + nωΩ)− ∆

2
+
√

∆2 +R2
nm

]
(6.34)

|Φ+
nm〉 = −cos

(
θnm

2

)
|n− 1;m− 1; e〉+ sin

(
θnm

2

)
|n;m; g〉 (6.35)

|Φ−nm〉 = −sin
(
θnm

2

)
|n− 1;m− 1; e〉+ cos

(
θnm

2

)
|n;m; g〉 (6.36)

, where θnm = tg−1
(−Rnm

∆

)
,cos

(
θnm

2

)
=
√

Ωnm−∆
2Ωnm

and sin
(
θnm

2

)
=
√

Ωnm+∆
2Ωnm

,

with Ωnm =
√

∆2 +R2
nm. We can observe how the eigenvalues and eigen-

state of H0 change when the interaction ,HINT , is considered (to see Fig.
6.9)

Figure 6.9: Variation of the eigenvalues and eigenstate with the interaction
E±

nm = ih̄λ±nm.

6.3.3 Rabi oscillations

A vacuum Rabi oscillation is a damped oscillation of an initially excited
atom coupled to an electromagnetic resonator or cavity in which the atom
alternately emits photon(s) into a single-mode electromagnetic cavity and
reabsorbs them [43]. We consider the following initial state |Ψ〉 = |n;m; e〉.
The pseudo-atom is in the excited state and the number of photons and
phonons inside the cavity are n and m, respectively. Therefore the temporal
evolution, in the Schrödinger picture, is:

|Ψ(t)〉 = Û(t)|Ψ(0)〉 (6.37)
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Û(t) = e−i
Ĥt
h̄ (6.38)

|Ψ(t)〉 = e−i[(n+1)ωγ+(m+1)ωΩ−∆
2 ]t (6.39)

[−cos
(
θn+1,m+1

2

)
e−i

Ωn+1,m+1t

2 |Φ+
n+1,m+1〉+ (6.40)

sin

(
θn+1,m+1

2

)
ei

Ωn+1,m+1t

2 |Φ−n+1,m+1〉] (6.41)

So, the probability that an electron in the CB falls into the VB is

P = |〈n+ 1;m+ 1; g|Ψ(t)|n;m; e〉|2 (6.42)

P =
R2
n+1,m+1

Ω2
n+1,m+1

sin2

(
Ωn+1,m+1t

2

)
(6.43)

The spontaneous emission in “free space” gives rise to a monotonic and
irreversible decay from the CB to VB. Instead, here we find the so-called
vacuum Rabi oscillation in the same way that it occurs with an atom
placed inside a cavity. We can see in the above expression that Ωn+1,m+1 =√

∆2 + 4g2(n+ 1)(m+ 1), in the resonant case (∆ = 0), we get:

Ωn+1,m+1 = 2g
√

(n+ 1)(m+ 1) (6.44)

Equation 6.44 gives us the quantum electrodynamics Rabi frequency
of the studied IBS acousto-optical cavity. We can see as the vacuum Rabi
oscillation depends on both the photons and of phonons number. If we now
consider that initially the cavity is empty, i.e., n = 0 and m = 0, we get
the so-called vacuum Rabi oscillation inside the cavity as:

P =
R2

1,1

Ω2
1,1

sin2

(
Ω1,1t

2

)
(6.45)

Ω1,1 = 2g (6.46)

As expected, the Rabi frequency depends of g, the coupling constant,
so it depends on the kind of interaction between the three particles.
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6.3.4 Population inversion: collapse and revival behavior

Let us now consider the following conditions: the photon and phonon fields
are initially coherent states 15, |α〉 and |β〉 respectively, and the quasi-atom
is initially in the ground state, |g〉, so the whole system (photon and phonon
field, quasi-atom and cavity) can be described, initially, by the following
state:

|α〉 =

(∑
n

e−|α|
2/2 α

n

√
n!

)
(6.47)

|β〉 =

(∑
n

e−|β|
2/2 β

n

√
n!

)
(6.48)

|Ψ(0)〉 = |α〉 ⊗ |β〉 ⊗ |n;m; g〉 = (6.49)(∑
n

e−|α|
2/2 α

n

√
n!

)(∑
m

e−|β|
2/2 β

m

√
m!

)
· (6.50)[

sin

(
θnm

2

)
|Φ+
nm〉+ cos

(
θnm

2

)
|Φ−nm〉

]
(6.51)

The probability of finding the quasi-atom in the state |n;m; e〉 is given
by Pe(t) =

∑
n,m |〈n;m; e|Ψ(t)〉|2 and its final expression is 16

Pe(t) =
∑
n,m

pα(n)pβ(m)sin2 (θnm) sin2

(
Ωnmt

2

)
(6.52)

, where pα(n) =
∑

n
α2n

n! e
|α2|/2 and pβ(n) =

∑
n
β2n

n! e
|β2|/2 are Poisson

distributions that give us that the coherence of the state has exactly n
photons and m phonons, respectively. The average and the variation,
statistical magnitudes of the photons and phonons number, respectively,
are:〈n〉 = |α|2 and 〈∆α〉 =

√
〈n〉 = |α| for photons, and 〈m〉 = |β|2 and

〈∆δ〉 =
√
〈m〉 = |β| for phonons. The probability of finding the quasi-atom

on the state |n;m; g〉 is given by Pe(t) =
∑

n,m |〈n;m; g|Ψ(t)〉|2, where the
condition Pe(t) + Pg(t) = 1 must be fulfilled.

The population inversion, which gives us information of temporal evo-
lution of energy level occupation, can be studied through the expression
W (t) = Pe(t)− Pg(t).

15Due to the similarities between photons and phonons, both classical and quantum,
the expression of coherent state are similar [57]

16The temporal evolution of |Ψ(0)〉 is given by |Ψ(t)〉 = Û(t)|Ψ(0)〉
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W (t) ≈
∑
n,m

pα(n)pβ(m)cos (Rnmt) (6.53)

We use the symbol ≈ because we have to remove a offset term that is
not relevant for the dynamics system. We are going to study the popula-
tion inversion W (t) for different values of α, β and g. In figure 6.10, we
can see how the collapse and revival process in the population inversely de-
pends onα and β.Why does the collapse and revival appear? The collapse
and revival is due to the sum in counter-phase and phase, respectively, of
many different Rabi oscillations. We can see that when we increase the
photon and phonon averages the collapse and revival become sharper and,
in contrast, when the photons and phonons numbers are small a chaotic be-
haviour appears, it is due to the number of photons and phonons increase
there are more contribution in phase and counter phase, there are more
terms in our summation.

The following figures have been plotted considering that the atom, pho-
tonic field, and phononic field are in resonances (∆ = 0)

Figure 6.10: W (t) for different values of α and β, with ∆ = 0.
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Figure 6.11 displays as the collapse and revival is affected when the
number of photons and phonons is not the same. We are going to see the
behaviour of the system as a function of the difference between the number
of photons and phonons. We can see that when the number of photons
and phonons is different there is a change in the behaviour of our system.
Mainly that change is specially evident when the different between α and β
is large. This behaviour can be explained due to the sum of term in phase
and counter-phase has different contributions depending on if the particles
are photons or phonons . From a physical point of view the transition is
not complete.

Figure 6.11: W (t) considering that the number of photons and phonons is not
the same and with ∆ = 0.

Now we consider the case where the photons and phonons number is
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fixed (α = β = 5) and we change g. In Fig. 6.18, we can see that when
the coupling constant increases, the oscillation also increases, i.e., when the
interaction is stronger among pseudo-atoms, the processes of photon and
phonon absorption and emission become more frequent 17.

Figure 6.12: W (t) for different values of coupling constant and with ∆ = 0.

Since the collapse and revival is due to the sum in phase and counter-
phase of many different Rabi oscillation, the onset of collapse and revival
can be estimated considering that the many different Rabi oscillation are
in counter-phase (COLLAPSE) and in phase (REVIVAL):

Collapse Time (τcol): it is defined as

δ̄Rτcol = π (6.54)

17On the Fig. 1.18, for the case g = 5 and g = 10, the collapse and revival are not
symmetric, it is due to the resolution of our computation.
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, where δ̄R is the width of Rabi frequency distribution, which is estimated
as [8, 58, 84]

δ̄R = R〈n〉+ 〈(∆n)〉
2

,〈m〉+ 〈(∆m)〉
2

−R〈n〉− 〈(∆n)〉
2

,〈m〉− 〈(∆m)〉
2

(6.55)

, considering that 〈n〉, 〈m〉 >> 1 in the approximation we get

δ̄R ≈ g
(√
n+
√
m
)

(6.56)

and the collapse time is:

τcol =
π

g (
√
n+
√
m)

(6.57)

The collapse can be physicallly explained by considering that the excited
level is occupied, so only emission processes can occur.

Revival Time (τrev): it is defined

δ̄wτrev = 2π (6.58)

, where δ̄w = R〈n〉+1,〈m〉+1−R〈n〉,〈m〉. This estimation is because in Eq.(6.53)
the discrete interval that separates the nth and (n+1)th terms can be shown
to derive directly from

[
a, a†

]
= 1. The discreteness implies that, after cer-

tain interval of time, neighbouring terms in Eq. (5.51) recover their original
phase relation. This interval is precisely τrev [58].

δ̄w = 2g
√

(〈n〉+ 1) (〈m〉+ 1)−
√
〈n〉〈m〉 (6.59)

, if 〈n〉, 〈m〉 >> 1 we get

δ̄w ≈ g

(
1√
〈n〉

+
1√
〈m〉

)
(6.60)

Considering now that 〈n〉 = 〈m〉. Then we get

τrev =
π

g

√
〈n〉 (6.61)

and

τcol =
2g√
〈n〉

(6.62)
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So, the ration between the times is

τcol
τrev

=
1

2〈n〉
(6.63)

This tells us that the collapse time is shorter that the revival time, as it
can be seen in Fig. 6.13. We can also see that there are intermediate peaks
observed between the processes of revival, which are smaller (see Fig. 6.14)
can be due to a partial sum of in-phase contributions.

Figure 6.13: a)Revival process (red arrows) and collapse process (blue arrows).

We can observe the difference between times of revival and collapse, being the last

shorter than revival, as predicted by Eq.(6.63) and b) these peaks are due to the

phase partial sums.

6.3.5 Theoretical expresion of Rabi frequency oscillation for
indirect bandgap semiconductor

Considering our Hamiltonian expressed in Eq.6.27 and the expression of
Fermi’s golden rule for second-order transition [55, 59], we get that the
transition rate between the VB and the CB given by the expressions18

WV B→CB =
2π

h̄2 |
〈n− 1;m− 1; e|Ĥ|n;m; g〉

EV B − EI
|2 δ (EV B − ECB) (6.64)

WV B→CB =
2π

h̄2 |
h̄g
√
nm

EV B − EI
|2δ (EV B − ECB) (6.65)

18In our model is considered the second transition implicitly
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, where EI is the energy of the intermediate state |I〉
Applying the theoretical models of Ref.[55] to calculate the optical gain

coefficients of indirect bandg semiconductor, the researcher obtained that
the second-order transition rate from the VB to the CB, using the Fermi’s
golden rule, and taking into account the four intermediate states, is given
by the following expression:

WV B→CB =
2π

h̄2

∑
n,kn

| 〈CB|Hint|n, kn〉〈n, kn|Hint|V B〉
EV B − En

|2 δ (EV B − ECB)

(6.66)
, where the intermediate states |n > are indicate explicitly the intermediate
state and the sum runs four intermediate states.

WV B→CB =
2π

h̄2 |
〈CB|Hint|I, kI〉〈I, kI |Hint|V B〉

EV B − EI
+

〈CB|Hint|II, kII〉〈II, kII |Hint|V B〉
EV B − EII

+

〈CB|Hint|III, kIII〉〈III, kIII |Hint|V B〉
EV B − EIII

+

〈CB|Hint|I, kIV 〉〈IV, kIV |Hint|V B〉
EV B − EIV

|2 δ (EV B − ECB) (6.67)

We are going to consider only the intermediate state(EI), because the
other three states are more unlike, mainly states II and IV . It is possible
to think that neglecting the transition via state III is too crude, but the
correction of this term is not important since with this approximation we
only want to get a theoretical order of magnitude of the Rabi frequency.
So, the final expression is:

WV B→CB ≈
2π

h̄2 |
〈CB|Hint|I, kI〉〈I, kI |Hint|V B〉

EV B − EI
|2 δ (EV B − ECB)

(6.68)
Taking into account the results of Ref.[55, 59] we get that

WV B→CB ≈
2π

h̄2 |
Mq(~k, ~k′)

√
mMp(~k)

√
n

EV B − EI
|2 δ (EV B − ECB) (6.69)

, where
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Mq(~k, ~k′) =

√
D2
ij h̄

2

2ρh̄ωΩVq
I(~k,~kn) (6.70)

Mp(~k) =

√
h̄e2

2εωγVpm2
0

| êγ · 〈~k|~p|~k〉 | (6.71)

, where Mq and Mp the phonon-electron interaction and photon-electron
interaction, respectively 19.

Taking into account Eq.(6.69-6.71) and comparing with Eq.(6.65) we
get the expression of coupling constant g

g = Mp(~k)Mq(~k, ~k′) (6.72)

, and the Rabi frequency is (for the case ∆ = 0) is

Ωn,m = 2Mp(~k)Mq(~k, ~k′)
√
nm (6.73)

19For more details to see the Ref.[55, 59]
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6.4 Theoretical study of two-level systems inside
on optomechanical cavity where mechanical
oscillations are induced

The JCM [8] of a two level system (T-LS) coupled to a single quantized
mode of radiation has been used to obtain exact solutions in a variety of
problems. Over the last three decades, there has been an intensive study
on the solvable JCM and its various extensions [13, 61–63, 84]. BEsides
this, the emerging field of optomechanics seek to explore the interaction
between mechanical oscillation and light [64, 65, 80]. Recently, the excit-
ing concept of optomechanical cavity has been introduced, since they are
proper structures to simultaneously confine optical and acoustic modes in
nanoscale volumes. The combination of both topics, T-LS and optome-
chanical cavity [67–70], may have a high potential in many fields, mainly
in quantum cryptography and quantum optics. In this part we are going to
study the combination of both topics, the behaviour of a T-LS inside of an
optomechanical cavity where an external acoustic wave induces mechanical
oscillations.

Optomechanics is a branch of physics which focusses on the interaction
between light and mechanical objects on low-energy scales. An optome-
chanical cavity is a system where the radiation pressure induces mechanical
oscillations on the system. The concept of electromagnetic radiation can
exert forces on materials objects was predicted by Maxwell, and the radi-
ation pressure of light was observed experimentally more than a century
ago. Recently there has been great surge of interest in the application of
radiation forces to manipulate the center-of-mass motion of mechanical os-
cillators covering a huge range of scale, from macroscopic (Laser Interferom-
eter Gravitational Wave Observatory (LIGO)) to nano- or micromechanical
cantilevers, vibrating microtoroids, and membranes [71].

An optomechanical cavity, which can be modelled as a Fabry-Perot cav-
ity where one of the mirror can be moved (see Fig.6.14), is very interesting
to study many different systems in the quantum regimen.

A natural question which arises is how the motion of the mirror affects
to electromagnetic field inside the cavity? Such a question was answered,
mainly, in Ref.[75–77] where the main explanation to the perturbation eo
electromagnetic field inside cavity is the non-adiabatic distortion of the
electromagnetic vacuum. But one of the more interesting characteristics
is the entanglement phenomenon 20 that appears between electromagnetic

20The entanglement is a purely quantum effect, which is a form of quantum state
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cavity field and the movable mirror. In Ref. [78] was proposed a Hamil-
tonian that describe the dynamics of the system (Eq.6.74), obtaining a
system of coupled equation where the position and momentum of movable
mirror,and the annihilation and creation operator of photons are related
(Eq.6.75-6.77), measuring the entanglement between both.

Figure 6.14: Model of optomechanical cavity: FP optical cavity where one of the
mirrors can be moved.

Ĥ = h̄ωca
†a+

h̄ωm
2

(
p2 + q2

)
− h̄G0qa

†a

+ih̄E
(
a†e−iω0t+ aeiω0t

)
(6.74)

q̇ = ωmp (6.75)

ṗ = −ωmq − γmp+G0a
†a+ ξ (6.76)

ȧ = −(κ+ i∆ω)a+ iG0a+ E +
√

2κain (6.77)

, where ∆ω = ωc − ω0, ωc is the frequency of resonant cavity without
perturbation, G0 is the optomechanical constant, γm is the mechanical
damping, κ is the photon losses, and ω0 is the frequency of driving laser .

In Ref. [70], researchers went a step further, and investigated, using the
same treatment, as the entanglement between the field cavity and mirror
motion is affected with a two-level system (T-LS) inside the cavity. The
Hamiltonian and the system equations that they obtained are shown below.

superposition [79]
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Ĥ = h̄∆ωa
†a+ h̄∆0σ

†σ +
h̄ωm

2

(
p2 + q2

)
+h̄G0qa

†a+ h̄g
(
σa† + σ†a

)
+ih̄E

(
a† − a

)
(6.78)

q̇ = ωmp (6.79)

ṗ = −ωmq − γmp−G0a
†a+ ξ (6.80)

ȧ = −(κ+ i∆ω)a− iG0a− igσ† + E +
√

2κain (6.81)

σ̇ = −(γ′ + i∆0)σ + igra (ρg − ρe) (6.82)

, where ∆ω = ωc−ω0, ∆0 = Ee−Eg−ω0, Ee is the energy of excited state,
Ee is the energy of ground state, γm is the mechanical damping, κ is the
photon losses, γ′ carrier losses and ωm is the frequency of oscillation of the
mirror21.

The question which arises in this point is What would happen if
the oscillations are induced by an elastic wave? . For instance,
in Ref.[80], was studied the behaviour of quantum dot in photonic crystal
cavity which are modulated dynamically by surface acoustic wave (SAW).
We can model of that system of Fig.6.15 as 22

Figure 6.15: Model of the system of Ref.[80].

Based on the two previous work, the Hamiltonian which describes the
system of Fig.6.23 is

21For more detail see the Ref.[70].
22The model represented in Fig. 6.15 will be studied in this section.
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Ĥ = h̄∆ωa
†a+ h̄∆0σ

†σ +
h̄∆Ω

2

(
p2 + q2

)
+h̄G0qa

†a+ h̄g
(
σa† + σ†a

)
+ih̄E

(
a† − a

)
+h̄Uq (6.83)

, where ∆ω = ωc − ω0, ∆0 = Ee − Eg − ω0, ∆Ω = ωm − ωΩ, U =
√

2PΩκΩ
h̄ωΩ

,

where PΩ is the input saser 23 power, κΩ is the phonon loses, and ωΩ is the
frequency of drivinq saser. To get the Hamiltonian (6.83) we have consider
that the the SAW can be expressed as U(~r, t) = U

(
b†e−iωΩt+ beiωΩt

)
,

where we have not considered the spatial dependency of elastic field. b†

and b are the annihilation and creation phonon operators 24. The system
equation that is obtained is

q̇ = ωmp (6.84)

ṗ = −ωmq − γmp−G0a
†a+ ξ − U (6.85)

ȧ = −(κ+ i∆ω)a− iG0a− igσ† + E +
√

2κain (6.86)

σ̇ = −(γ′ + i∆0)σ + igra (ρg − ρe) (6.87)

Following the same treatment as in Ref.[70, 78], we write each Heisen-
berg operators as a steady sate value plus an additional fluctuation operator
with zero-mean value, i.e.,

q = qs + δq (6.88)

p = ps + δp (6.89)

a = αs + δa (6.90)

σ = σs + δσ (6.91)

, substituting in (6.84-6.87) and linearizing the system, i.e., we neglect the
quadratic and higher terms we get the same system equation of Ref.[70],
the only change occurs in the steady position of mirror

23SASER are the acronym of Sound Amplification by Stimulated Emission of Radiation
24We has been considered that the relations between (b†, b) and (q, p) are b =

1√
2

(q + ip) and b† = 1√
2

(q − ip). The commutation relation is [q, p] = i.
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qs =
G0|α|2

ωm
=⇒ qs =

G0|α|2 − U
ωm

(6.92)

Therefore, the system is not modified if the oscillations are induced by
radiation pressure or SAW. This is very interesting because in nanome-
chanical system where the radiation pressure is insufficient to induce the
oscillations, theses can be excited by SAW and to get the same results.

The main result of Ref.[80] is that with the modification of the cavity
by SAW, they shift the resonance peak during a period of SAW.

Figure 6.16: Shift of emission peak in the Ref.[80] by SAW.

ModificationPeak

Why happens these results? This broadening and disappearance of the
emission spectrum can be explained based on the work of the Ref.[75–77]

• The broadening of the peak is due to non-adiabatic distortion of elec-
tromagnetic vacuum state which creates photons of different frequen-
cies [75].

• The disappearance of the peak is due to that are annihilated the
resonant photons of the cavity undisturbed, and new photons are
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created [77] 25.

Taking into account the last thing (modification of coupling ), we are
going to develop a Hamiltonian to describe the system of Ref.[80]. It is logic
to think that it will be easier to start with the previous works [75–77]. The
exact and approximated analytical solutions, which were obtained, provide
a very convenient basis for studying the photon statistics as well as resonant
photon emission and absorption properties of an atom placed in such an
oscillating cavity. The main problem is that if we do it we are going to loss
some aspects of the problem which are very interesting for our discussion.

So, considering the model of Fig.6.15 and taking into account in this
case, we do not have an optomechanical effect, but a Photo-structual
effect, due to the oscillations of the cavity driven by the SAW (model
of Fig. 6.15), we get the Eq.(6.93). As a first approximation we have
considered that the coupling constant and the optical resonance shift are
proportional to displacement field

[
U(~r, t) = U

(
b†e−iωΩt + beiωΩt

)]
26.

Ĥ = h̄ωca
†a+ h̄(Ee − Eg)σ†σ + h̄ωmb

†b

+h̄ξ
(
b†e−iωΩt + beiωΩt

)
a†a

+h̄g
(
b†e−iωΩt + beiωΩt

)(
σa† + σ†a

)
+ih̄E

(
a†e−iω0t − aeiω0t

)
+h̄U

(
b†e−iωΩt + beiωΩt

)
(6.93)

, ξ is the photo-structural constant. Writing the Hamiltonian in the inter-
action picture by the unitary transformation

Û(t) = exp

[
i
Ĥ0t

h̄

]
(6.94)

, where Ĥ0 is

Ĥ0 = h̄ω0a
†a+ h̄ω0σ

†σ + h̄ωΩb
†b (6.95)

25In the Ref.[77] the researchers obtained the effective Hamiltonian of the field cavity
considering that the fundamental mechanical resonance of the cavity is excited. Under
this hypothesis in the Hamiltonian appear the term a†kak+1 and a†k+1ak, the mean of this
term can be interpreted how photons of one frequency are annihilated to create others
photons with another frequency.

26Again we are consider that the elastic field is independent of the position
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, and taking into account the relation between b†, b and q, p, we get

Ĥ = h̄∆ωa
†a+ h̄∆0σ

†σ +
h̄ωm

2
(p2 + q2)

+h̄ξqa†a

+h̄gq
(
σa† + σ†a

)
+ih̄E

(
a† − a

)
+h̄Uq (6.96)

When we studied the system defined by the Hamiltonians (6.74), (6.78)
and (6.83), we obtained that the driving terms ih̄E

(
a† − a

)
and h̄Uq only

affected to the steady-state but notto the dynamics of system, so we can
neglect them. Finally our Hamiltonian is:

Ĥ = h̄∆ωa
†a+ h̄∆0σ

†σ +
h̄ωm

2
(p2 + q2)

+h̄ξqa†a

+h̄gq
(
σa† + σ†a

)
(6.97)

(6.98)

Now, considering that the motion of the mirror does not induce transi-
tion among states with different phonons number, i.e, the system is inside
of a phonon bath, the transformation P ← p′ = p , q ← p′ = p − π̂

mω2
m

27 of the Ref.[81], and the resonant condition (∆Ω = 0), we get the same
Hamiltonian of Ref.[81] but in the interaction picture:

Ĥ =
∆0

2
σz + ωm(l +

1

2
)− π̂2

2mω2
m

(6.99)

, where we have changed the energy reference of the ground state (σz =
σ†σ−σσ†), l is the phonon number, and h̄ = 1 to simplify the calculations.
Developing π2 and expressing the Hamiltonian in the two-dimensional atomic
base, we get:

Ĥ =

(
∆0
2 + ωm(l + 1

2) + αn̂2 + β(n̂+ 1) δ(n̂a+ an̂)

δ(n̂a† + a†n̂) ∆0
2 + ωm(l + 1

2) + αn̂2 + βn̂

)
(6.100)

27π̂ = h̄ξa†a+ h̄g(σ†a+ σa†)
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, where α, β and δ are:

α = − ξ2

2mω2
m

(6.101)

β = − g2

2mω2
m

(6.102)

δ = − ξg

2mω2
m

(6.103)

What is the meaning of these constants? If we can see α, β, and δ are
related with ξ and g, which are a measure of optomechanical effect and
the coupling between the resonant modes and the T-LS, respectively. So,
α measures the optomechanical effects, β measures the coupling effects, δ
could be considered a measurer of the modification of coupling due to the
optomechanical effect.

We can see that the three constants are inversely proportional to the
frequency of the mirror movement, ωm. What is the significance of this?
What happens if the oscillation frequency of the movable mirror is very
high? In the dynamics of the system when ωm >> 1, α, β, and δ be-
come very small. This means that the subsystem formed by the T-LS and
field “sees” an average cavity with average position q0, where q0 is the
equilibrium position of the mirror. From Ref.[76, 77] we get the effective
Hamiltonian

Ĥ =
∑
k

ωk(t)a
†
kak + i

∑
k

q̇(t)

4q(t)
(a†2k − a

2
k)

+
1

2

∑
j,k

gj,k
q̇(t)

q(t)
(a†ka

†
j + a†kaj − akaj − a

†
jak) (6.104)

, where ωk = kπ/q(t) and q(t) = Lexp [q0cos(ωmt)/L]. L is the length of
the Fabry-Perot cavity and ωm is the natural oscillation frequency of the
mirror .

At low frequency, the second and third terms of Eq.(6.104) are very
important. The second and third terms indicate the non-linear processes
in the annihilation and creation of photons, there is a transfer of energy
between photons with different frequency. When the frequency is very high
and (Ω ∼ c/L), we can average Eq.(6.104) getting
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〈Ĥ〉 ≈
∑
k

〈ωk(t)〉a†kak =
∑
k

ωka
†
kak (6.105)

, where ωk are the different modes that are resonant inside cavity. This
average has only physical meaning at high frequency because its averaged
is zero in all cases.

6.4.1 Evolution operator, population inversion, entropy and
purity factor

The corresponding evolution operator, Û(t) = exp(−iĤt), can be written
in the form [83]

Û(t) =

(
Û11(t) Û12(t)

Û21(t) Û22(t)

)
(6.106)

, where

Û11(t) = e−iΥt
[
cos(Ωn+1t)− i

∆− β
2

sin(Ωn+1t)

Ωn+1

]
(6.107)

Û21(t) = −iδ(n̂a† + a†n̂)e−iΥt
sin(Ωn+1t)

Ωn+1
(6.108)

Û12(t) = −iδ(n̂a+ an̂)e−iΥt
sin(Ωnt)

Ωn
(6.109)

Û22(t) = e−iΥt
[
cos(Ωnt) + i

∆− β
2

sin(Ωnt)

Ωn

]
(6.110)

Υ = ωm(l + 1/2) + αn̂2 + β(n̂+ 1) (6.111)

Ωn+1 =

[
∆− β

2
+ δ2(2n̂+ 1)2(n̂+ 1)

]1/2

(6.112)

Ωn =

[
∆− β

2
+ δ2(2n̂+ 1)2n̂

]1/2

(6.113)

Now, we consider the initial state of the system. We assume that the
atom initially is in the excited state,|ΨA(0)〉 = |e)〉 , and the photon field
is in a coherent state,

|ΨF (0)〉 = |α) =
∞∑
n=0

e
|α|2

2
αn√
n!
|n〉 (6.114)

, then the initial state of the whole system, |ΨAF (0)〉, is
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ΨAF (0)〉 =

∞∑
n=0

e
|α|2

2
αn√
n!
|n〉 ⊗ |e〉 (6.115)

α is generally a complex number, α = |α|e−iφ, which contains informa-
tion about both the amplitude and the phase of the coherent state. The
time evolution of ΨAF (0)〉 is

ΨAF (t)〉 = Û(t)ΨAF (0)〉 (6.116)

ΨAF (t)〉 =
∞∑
n=0

e
|α|2

2
αn√
n!

[
Û11(t)|e〉+ Û21(t)|g〉

]
⊗ |n〉 (6.117)

Using that expression we can calculate some magnitudes that will help
us to understand the temporal evolution of the system under study.

• Cavity Field Density Operator ρ̂F (t)

The cavity density operator is given by ρ̂AF (t) = |ΨAF (t)〉〈ΨAF (t)|.
The cavity field density operator is

ρ̂F (t) = TrA {ρ̂AF (t)} =

|e〉∑
|i〉=|g〉

〈i|ρ̂AF (t)|i〉 (6.118)

• Population Inversion W (t)

W (t) = 〈σ̂z(t)〉 = 〈ΨAF (t)|σz(t)|ΨAF (t)〉 (6.119)

• Field Entropy SF (t)

The entropy of the cavity field can be obtained as[84, 84, 85]

SF (t) = −π1Lnπ1 − π2Lnπ2 (6.120)

, where π1 and π2 are the eigenvalues of the cavity field density op-
erator, which are given by

π1,2 = 〈C|C〉 ± e∓Θ〈S|S〉 (6.121)

Θ = sinh−1

[
〈C|C〉 − 〈S|S〉

2〈C|S〉

]
(6.122)

|C〉 = Û11|α〉 (6.123)

|S〉 = Û21|α〉 (6.124)
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• Photon Number P (t)

The photon number is defined as

P (t) = 〈n|ρ̂F (t)|n〉 (6.125)

6.4.2 Numerical results

If we observe the expression of W (t), SF (t), P (t), and ℘(t), the constants
that only appear are δ and β. thus, we can distinguish between different
regimes depending on the value of the factor |βδ | =

g
ξ .

Considering it, we have four different regimes:

• NON-INTERACTION β, δ = 0 or ωm ∼ c/L
This regime takes place when there is no interaction between the
T-LS, the field and the field modified by the cavity

• “COMPETITION”
βδ =

gξ = 1

This regime occurs when the coupling constants β and δ are equal,
i.e., they are of same order of magnitude

• OPTOMECHANICAL
βδ =

gξ < 1

This regime occurs when the interaction of the T-LS with the field
inside the cavity, which is modified as a consequence of the mechanical
vibration, is dominant.

• COUPLING
βδ =

gξ > 1

This regime occurs when the coupling between the resonant mode 28

and T-LS is dominant.

28When we speak about “resonant mode” we are referring to the modes that is resonant
when there is not changes of the cavity length.
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NON-INTERACTION
The results that we get for this case can be easily interpretable. We

can see that without interaction the system does not show any no tempo-
ral evolution and the T-LS remains in the excited state and the photons
number does not change.

Throughout the section, we will consider that initial conditions of my
system (T-LS + cavity filed) are: the T-LS is in excited state and the
photon occupation number of cavity field is n = 49.

Figure 6.17: Population inversion, photon number and phonon number distribu-
tion for the case β, δ = 0
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“COMPETITION”
We study the second regime for three different cases: a) β, δ = 0.001

(Figs. 6.18 and 6.19), b) β, δ = 0.1 (Figs. 6.20 and 6.21), and c) β, δ = 1
(Figs. 6.22 and 6.23). In this case β and δ (or g and ξ) increse their values
but keeping the ratio. We can see how the system tends to the chaotic
behaviour faster when β and δ increase29

Case A

Figure 6.18: Population inversion, entropy and phonon number average for β, δ =
0.001. The black line indicates the average number of photons.

29The time parameter, that appears in the expression, is dimensionless.
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Figure 6.19: Photon number distribution for the case β, δ = 0.001 and the times
t = 15 and t = 40.

Case B

Figure 6.20: Population inversion, entropy and phonon number average for β, δ =
0.1.
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Figure 6.21: Photon number distribution for the case β, δ = 0.1 and the times
t = 1.5 and t = 40.The black line indicates the average number of photons.

Case C

Figure 6.22: Population inversion, entropy and phonon number average for β, δ =
0.001.
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Figure 6.23: Photon number distribution for the case β, δ = 0.001 and the times
t = 8 and t = 120.The black line indicates the average number of photons.

While in the case a), the chaotic behavior begins later, around t = 90
, in case b) the system becomes chaotic early, around t = 10. We can see
that until the chaotic behavior appears, the results are similar to results of
Ref.[84] respect to population inversion (W ) and entropy (SF ). For a) we
observe in the entropy plot, around t = 15, has a second local minimum
just when the population inversion is maximal, and the photon number
distribution keeps, more or less, the Poisson distribution shape, however
for t = 120 the Poisson distribution shape is lost. For the other cases we
get that the behaviour is chaotic from the beginning, especially for the case
c).

When we say “Chaotic behaviour”, we are talking about different ef-
fects that are competing, the coupling the resonant modes with the T-LS
and the creation-annihilation of different modes due to the distortion of
electromagnetic field.
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OPTOMECHANICAL
We study the third regime under two different approaches: a) β =

0.01, δ = 0.5 and b) β = 0.01, δ = 10.
We can see in Fig. 6.32, how the behaviour is completely chaotic. But if

we observe the behaviour of photon number average in the region between
t = 0 and t = 2 , we can see the collapse and revival behaviour remains,
but only for a short time. For β = 0.01 and δ = 10, again we get that the
behaviour is even more chaotic than before. The term δ governs completely
the dynamics of the system.

Figure 6.24: Population inversion, entropy and phonon number average for β =
0.01, δ = 0.5. The black line indicates the average number of photons.
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Figure 6.25: Population inversion, entropy and phonon number average for β =
0.01, δ = 10. The black line indicates the average number of photons.
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COUPLING

We study the fourth regime for three different cases: a) β = 0.5, δ =
0.01, b)β = 10, δ = 0.01 , and c) β = 100, δ = 0.01 . For case A the
behaviour is the same as forcase A of “COMPETITION” . For case B, we
can see how β term affects to the system. The first thing is the fact of
the average of population inversion (〈W (t)〉) and the photons number (n̂
change from 0 to 0.4, from 25 to 33, respectively), and the phonon number
distribution recovers the Poisson distribution shape. What is the mean-
ing of this? We have to remember that when we calculated the different
function to study the system (Eqs. (6.118), (6.119), (6.120), and (6.125)),
we considered that the initial state of the system (cavity field and T-LS)
was defined by Eq. (6.115), where the T-LS initially was in the excited
state and the average number of photon is 50. When β takes a high value,
although there are different modes inside of cavity, due to the optomechan-
ical coupling, the coupling between the resonant mode ωc (resonant mode
of the cavity unperturbed) and T-LS is strong, so the transition between
excited state and ground state is more likely. For the case c) we see how
the population inversion and photons number varies very fast, and their
averages are around their initial values, respectively. So the effect before
mentioned is more important.

Case A

Figure 6.26: β = 0.5, δ = 0.01. The black line indicates the average number of
photons.
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Figure 6.27: β = 0.5, δ = 0.01. The black line indicates the average number of
photons.

Case B

Figure 6.28: β = 10, δ = 0.01. The black line indicates the average number of
photons.
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Case C

Figure 6.29: β = 100, δ = 0.01. The black line indicates the average number of
photons.

Conclusion

In the section 6.3 we have studied the possibility of modeling an indirect
bandgap semiconductor cavity for photons and phonons, applying the idea
of JCMl and considering a range of plausible hypothesis. We have studied
the case when there are initially photons and phonons fields in a coherent
states |α > and |β > respectively, being observed the typical collapse-
revival behavior that can be seen in the classical JCM for different scenar-
ios. Finally we get an analytical approximation of the Rabi frequency
expression for an indirect band gap semiconductor cavity as a function of
the processes of interaction. So the development of models like we have
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presented will permit to understand more deeply the behaviour of this kind
of cavity, helping to exploit the possibilities of silicon as laser material.

In the section 6.4 we present a comprehensive theoretical study about T-
LS interacting with electromagnetic field inside of cavity, which is modified
by SAW. Applying the quantum theory we have obtained a Hamiltonian
that describe the system and we have observed the possibility of studying
different regimens in our system as a function of the dominant interaction.

The study of the system have performed analysing different magnitudes
which describe the system from different point of view.

We have observed the fast trend of the system to a chaotic behaviour
when the interaction with the different created modes in the cavity is im-
portant. With this kind of models we can understand better the behaviour
of optomechanical system from a quantum point of view.
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Hertzberg, K. C. Schwab, D. Bäuerle, M. Aspelmeyer, A. Zeilinger,
“Self-cooling of a micro-mirror by radiation pressure”, Nature 44,
67-70 (2006).

[74] A. Schliesser, P. Del’Haye, N. Nooshi, K. J. Vahala, and T. J. Kip-
penberg, “Radiation pressure cooling of a micromechanical oscillator
using dynamical backaction”, Phys. Rev. Lett. 97, 243905 (2006).

[75] C. K. Law, “Effective Hamiltonian for the radiation in a cavity with
a moving mirror and a time-varying dielectric medium”, Phys, Rev.
A Vol. 49, No. 1 (1994).

[76] C. K. Law, “Interaction between a moving mirror and radiation pres-
sure: A Ha mailtonian formulation”, Phys. Rev. A Vol. 51, No. 3
(1995).

[77] Ying Wu, M. C. Chu, and P. T. Leung, “Dynamic of the quantization
field in a cavity vibrating at the fundamental frequency”, Phys. Rev.
A Vol. 59, No. 4 (1999).

[78] D. Vitali, s. Gigan, A. Ferreira, H. R. Böhm, P. Tombesi, A. Guer-
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Chapter 7

Conclusions and Prospects

The last years, the study of the interaction of light and sound in nanometer
size has had a great interest due to their potential to develop new devices as
modulators, silicon source, filters or dual sensors. The silicon CMOS tech-
nology and silicon photonic along with the photonic and phononic theory
(which has been demonstrated both theoretical and experimentally) gives
the possibility of developing a new technology capable of controlling light
and sound to get novel devices never seen before.

This thesis study the phenomena of the interaction light-sound under
different approaches which complement each.

• The design of cavity in phoxonic structure to confine photons and
phonons allow to study the coupling of light and sound. Moreover
this approach allow to develop bio- and chemical sensors based on
phoxonic cavities. So, we have presented different kind of novel and
appropriated cavities for both goals.

• The study of slow-wave phenomena and the design of structures to
achieve this regime both photonic and phononic has a high potential.
The possibility to get acusto-optical modulators faster, dual sensor (in
this case based on phoxonic waveguides) or optical buffering, which is
currently bottleneck in all-optical signal processing, makes the study
and development of these structures have a high potential. In this
field the thesis has made some contributions: a)the concept of CRAW
has been studied deeply, proposing a new and general model which
adapt and explains better to this kind of structure and b)a novel dual
slow-wave waveguide has been designed in honeycomb phoxonic struc-
ture, having a high potential for its use in acusto-optic modulators or
dual sensors.
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On the other hand, the effect of losses in slow-wave regime has been
studied, allowing us to know the limitation of slow-wage regime on
different devices based on in slow-wave structures.

• The possibility of developing a silicon source which can be imple-
mented in a single chip, makes that to get optical gain in silicon is
perhaps the most pursued goal within photonics. In this field the the-
sis has made some contributions: a) we have to study theoretically
the possibility to get optical gain in silicon using in different cavities,
obtaining that the optical gain is possible if photons and phonons
are confined at the same time and b) the important role played by
phonons has been shown by studying the Einstein’s coefficient for
indirect bandgap semiconductors. These contributions opens a new
and interesting approach to achieve silicon sources.

• Cavity quantum electrodynamics has conducted on to study a vari-
ety of solid-state systems resulting in many interesting applications,
of which microlasers, photon bandgap structures and quantum dot
structures in cavities are outstanding examples. On the other hand
optomechanics is an emerging field of mechanics that addresses the
specific design challenges associated with optical systems. The com-
bination of both field is essential to understand, form a quantum
point of view, the devices where photons and phonos interact. In
this field the thesis has tried clarify some interesting aspects: a) the
behaviour of indirect bandgap semiconductor cavities where photons
and phonons are confined has been studied which is essential to under-
stand a silicon laser base on this kind of cavities and b)the quantum
electrodynamic effects in cavities where mechanical oscillation are in-
duce has been studied, allowing us to distinguish different regimes in
the system, which will help to understand the behaviour of optome-
chanicl systems.

This work humbly has taken the different researching field, where the
light-sound interaction plays an important role, advancement one step fur-
ther by contributing to a deeper comprehension of this interaction in dif-
ferent scales.

254



Appendix A

Plane Wave Expansion Method (PWE-Method)

This method has been used to compute the photonic band of the different
phoXonic structures presented in the thesis,for this purpose a commercial
code, RSoft Bandsolve.

This method is based on the Bloch-Floquet theorem, with the physi-
cal solution represented using a plane wave basis that is supported by the
reciprocal lattice vectors. It turns out that physical parameters (elastic con-
stants, mass densities, dielectric constants) enter the equations as Fourier
series. The elastic or electromagnetic fields are written with the help of
the Bloch theorem by introducing the wave vectorK = (Kx,Ky,Kz) and
the angular frequency ω. A standard eigenvalue problem is obtained by
inserting the expressions of the fields and the physical parameters either in
the elasticity equations of motion (for phononic crystals) or in the Maxwell
equations (for photonic crystals). The dispersion curves are obtained by
the numerical resolution of the eigenvalue equations. In practice the cal-
culation is performed only for Kz = 0 because the consecutive slabs along
the z direction are decoupled one from each other. Indeed, in the phononic
case they are separated by vacuum which does not transmit sound. In the
photonic case we have to limit ourselves to the frequency range below the
light cone where propagation is prohibited in a vacuum. Taking Kz = 0,
the band structure calculations are performed along the principal axes of
the 2D irreducible Brillouin zone.

Generally speaking, the PWE method is well suited for 2D in-plane
band structure computations, and can be quite time consuming for 3D
band structures when many Fourier harmonics are involved. However, the
method is widely used in both photonics and phononics and is well mas-
tered.
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Finite-Difference Time-Domain Method(FDTD-Method)

This method has been used to compute the photonic transmission spectrum
of the different phoXonic structures presented in the thesis, for this purpose
a commercial code, RSoft FullWave.

The FDTD method have different approaches in function of you want
to computed. Generally Generally the 2D approaches are attractive as they
are fast and not numerically intensive. However, they are not expected to
guarantee the same accuracy of 3D techniques. For instance, the 2D-FDTD
using the method of effective index is not computationally heavy is very
interesting to get fast results, but is fairly accurate. So if you want a good
result is necessary to use 3D-FDTD that compared is heavier.

The FDTD method belongs in the general class of grid-based differen-
tial time-domain numerical modelling methods (finite difference methods).
The time-dependent Maxwell’s equations (in partial differential form) are
discretized using central-difference approximations to the space and time
partial derivatives. The resulting finite-difference equations are solved The
FDTD method belongs in the general class of grid-based differential time-
domain numerical modelling methods (finite difference methods). The
time-dependent Maxwell’s equations (in partial differential form) are dis-
cretized using central-difference approximations to the space and time par-
tial derivatives. The resulting finite-difference equations are solved in either
software or hardware in a leapfrog manner: the electric field vector compo-
nents in a volume of space are solved at a given instant in time; then the
magnetic field vector components in the same spatial volume are solved at
the next instant in time; and the process is repeated over and over again
until the desired transient or steady-state electromagnetic field behaviour
is fully evolved. At a given instant in time; then the magnetic field vec-
tor components in the same spatial volume are solved at the next instant
in time; and the process is repeated over and over again until the desired
transient or steady-state electromagnetic field behaviour is fully evolved.

Finite Element Method (FEM-Method)

This method has been used to compute the phononic band of the different
phoXonic structures presented in the thesis, for this purpose have been
used a commercial code, Comsol, and open source code, Free Fem++.

The finite element method (FEM) is based on a polynomial approxi-
mation of the solution inside finite elements paving space. The method is
highly popular in structural mechanics for this reason has been applied for
band structure computation of phononic crystals. It is much less employed
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in photonics, because of the difficulty of defining variational problems pre-
serving the divergence-free nature of electromagnetic fields, hence the use
of so-called vector finite elements (Raviart-Thomas elements for instance)
instead of the simple Lagrange elements that can be used in mechanics and
acoustics.

The method use a variational method to get the eigenvalue problem.
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