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A short proof of a matrix decomposition with
applications

Julio Beńıtez∗ Xiaoji Liu†

We give a very short proof of the main result of J. Beńıtez, A new decomposition
for square matrices, Electron. J. Linear Algebra, 20, 207-225 (2010). Also, we
present some consequences of this result.
Keywords: CS decomposition, canonical angles, generalized inverses
AMS-Subject Classification: 15A09, 15A23.

1 A short proof of a known decomposition

Let Cm,n be the set of m × n complex matrices. Let A∗, R(A), N (A), and rank(A) denote
the conjugate transpose, column space, null space, and rank, respectively, of A ∈ Cm,n.
Furthermore, let A† stand for the Moore-Penrose inverse of A, i.e., the unique matrix satisfying
the equations

AA†A = A, A†AA† = A†, AA† = (AA†)∗, A†A = (A†A)∗.

We shall denote the zero matrix in Cn,m by 0n,m, and when there is no danger of confusion,
we will simply write 0. In addition, 1n and 0n will denote the n × 1 column vectors all of
whose components are 1 and 0, respectively. If S is a subspace of Cn, then PS stands for the
orthogonal projector onto the subspace S.

We shall use the concept of canonical angles (also called principal angles) which will be
defined in the next paragraph [13]:

Definition 1. Let X and Y be two nontrivial subspaces of Cn and r = min{dimX , dimY}.
We define the canonical angles θ1, . . . , θr ∈ [0, π/2] between X and Y by

cos θi = σi(PXPY), i = 1, . . . , r, (1)

where the nonnegative real numbers σ1(PXPY), . . . , σr(PXPY) are the singular values of PXPY .
We will have in mind the possibility that one canonical angle is repeated.
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In [2] it was given the following theorem:

Theorem 1. Let A ∈ Cn,n, r = rank(A), and let θ1, . . . , θp be the canonical angles between
R(A) and R(A∗) belonging to ]0, π/2[. Denote by x and y the multiplicities of the angles 0
and π/2 as a canonical angle between R(A) and R(A∗), respectively. There exists a unitary
matrix V ∈ Cn,n such that

A = V

[
MC MS
0 0

]
V ∗, (2)

where M ∈ Cr,r is nonsingular,

C = diag(0y, cos θ1, . . . , cos θp,1x), (3)

S =

[
diag(1y, sin θ1, . . . , sin θp) 0p+y,n−(r+p+y)

0x,p+y 0x,n−(r+p+y)

]
,

and r = y + p+ x. Furthermore, x and y + n− r are the multiplicities of the singular values
1 and 0 in PR(A)PR(A∗), respectively.

The usefulness of this result was proved in [2] by studying several important classes of
matrices, partial orderings in Cn,n, the dimensions of R(A)∩R(A∗) and R(A)∩R(A∗)⊥, and
the norm of AA† − A†A. We shall use the CS decomposition which is now established (see
e.g. [3, 10, 11] and for a survey of this decomposition, [12]).

Lemma 1 (CS decomposition). Let P1, P2 ∈ Cn,n be two orthogonal projectors. Then there
exists a unitary matrix U ∈ Cn,n such that

P1 = U



I
0

I
I

0
0

U∗, P2 = U



Ĉ2 ĈŜ

ĈŜ Ŝ2

I
0

I
0


U∗,

where Ĉ, Ŝ are positive diagonal real matrices such that Ĉ2 + Ŝ2 = I, the symbol I denotes
identity matrices of various sizes, and the corresponding blocks in the two projection matrices
are of the same size.

Proof. (of Theorem 1). Since AA† and A†A are orthogonal projectors, by Lemma 1, there
exist a unitary matrix U ∈ Cn,n and p, x, y, z ∈ {0} ∪ N such that

AA† = U(T1 ⊕R1)U
∗, A†A = U(T2 ⊕R2)U

∗, (4)

where

T1 =

[
Ip

0

]
∈ C2p,2p, T2 =

[
Ĉ2 ĈŜ

ĈŜ Ŝ2

]
∈ C2p,2p, (5)

R1 = Ix ⊕ Iy ⊕ 0⊕ 0 ∈ Cn−2p,n−2p, R2 = Ix ⊕ 0⊕ Iz ⊕ 0 ∈ Cn−2p,n−2p, (6)
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and in addition Ĉ, Ŝ ∈ Cp,p have the same meaning as in Lemma 1. Let us denote t =
(n− 2p)− (x+ y+ z) in order to the last summands in (6) have order t. If p = 0, then blocks
T1 and T2 do not appear in (4). Moreover, some blocks in the representation of R1 and R2 in
(6) can also be absent.

From representations (4), (5), and (6) we get rank(AA†) = p+x+y and rank(A†A) = p+x+
z, because rank(T1) = rank(T2) = p. Since AA† and A†A are the orthogonal projectors onto
R(A) and R(A∗), respectively, we have rank(AA†) = rank(A) and rank(A†A) = rank(A∗).
Since rank(A) = rank(A∗), we deduce y = z. Since r = rank(A) we have r = p+ x+ y.

By a suitable permutation matrix, there is a unitary matrix V ∈ Cn,n such that

AA† = V



Iy 0 0 0 0 0
0 Ip 0 0 0 0
0 0 Ix 0 0 0
0 0 0 0y,y 0 0
0 0 0 0 0p,p 0
0 0 0 0 0 0t,t

V ∗

and

A†A = V



0y,y 0 0 0 0 0

0 Ĉ2 0 0 ĈŜ 0
0 0 Ix 0 0 0
0 0 0 Iy 0 0

0 ĈŜ 0 0 Ŝ2 0
0 0 0 0 0 0t,t


V ∗.

If we define

C =

 0y,y 0 0

0 Ĉ 0
0 0 Ix

 ∈ Cr,r and S =

 Iy 0 0

0 Ŝ 0
0 0 0x,t

 ∈ Cr,n−r,

we have

AA† = V

[
Ir 0
0 0n−r,n−r

]
V ∗, A†A = V

[
C2 CS
S∗C S∗S

]
V ∗ (7)

and

C2 + SS∗ = Ir, (Ĉ ⊕ In−r−p)
2 + S∗S = In−r, CS = S(Ĉ ⊕ In−r−p). (8)

Now, let us represent

A = V

[
X1 X2

X3 X4

]
V ∗, X1 ∈ Cr,r, X4 ∈ Cn−r,n−r.

From A = (AA†)A and the first identity of (7) we have[
X1 X2

X3 X4

]
=

[
Ir 0
0 0

] [
X1 X2

X3 X4

]
.
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Hence X3 = 0 and X4 = 0. From A = A(A†A) and the second identity of (7) we obtain[
X1 X2

0 0

]
=

[
X1 X2

0 0

] [
C2 CS
S∗C S∗S

]
.

Therefore X1 = X1C
2 +X2S

∗C and X2 = X1CS +X2S
∗S. If we define M = X1C +X2S

∗,
we get X1 = MC and X2 = MS. Now, we shall prove the nonsingularity of M . From the
first identity of (8) we easily get

AA∗ = V

[
MM∗ 0

0 0

]
V ∗,

and thus, r = rank(A) = rank(AA∗) = rank(MM∗) = rank(M). Since M ∈ Cr,r and
r = rank(M) we get that M is nonsingular.

Since Ĉ2+Ŝ2 = Ip and Ĉ, Ŝ are positive, real, and diagonal matrices, there exist θ1, . . . , θp ∈
]0, π/2[ such that Ĉ = diag(cos θ1, . . . , cos θp) and Ŝ = diag(sin θ1, . . . , sin θp). It remains to
prove that θ1, . . . , θp are the canonical angles between R(A) and R(A∗) belonging to ]0, π/2[,
and x and y are the multiplicities of the singular values 0 and 1 in PR(A)PR(A∗), respectively.
To this end, we will use (1). From (7), we obtain

PR(A)PR(A∗) = V

[
C2 CS
0 0

]
V ∗.

Next, we are going to find the sigular value decomposition of PR(A)PR(A∗). Let us remark
that from (8) we get that the matrix

T =

[
C S

−S∗ Ĉ ⊕ In−r−p

]
∈ Cn,n (9)

is unitary. Hence, the singular value decomposition of PR(A)PR(A∗) is

PR(A)PR(A∗) = V (C ⊕ 0n−r,n−r)(TV
∗)

since V and TV ∗ are unitary and C⊕0n−r,n−r is a diagonal matrix with real and nonnegative
numbers on its diagonal. Therefore, these numbers are the singular values of PR(A)PR(A∗).

Note: From now on the symbols A, M , C, and S will denote the matrices appearing in
Theorem 1.

It is straightforward by checking the four conditions of the Moore-Penrose inverse that if
A is written as in (2), then

A† = V

[
CM−1 0
S∗M−1 0

]
V ∗. (10)
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2 Some consequences

We will show that the decomposition given in Theorem 1 permits give a unified approach to
many different results in matrix algebra. We present a few (some of them are known). In
the forthcoming, we shall denote by ∥ · ∥ the Euclidean norm and we shall use the so called
C∗-identity: for any matrix X, one has ∥X∥2 = ∥XX∗∥ = ∥X∗X∥. Another useful fact is
that the Euclidean norm is unitary invariant, i.e., ∥W1XW2∥ = ∥X∥ for any X ∈ Cm,n and
unitary matrices W1 ∈ Cm,m, W2 ∈ Cn,n. Also, we will need that under the notation of
Theorem 1 and if X ∈ Cr,r, then∥∥∥∥[ XC XS

0 0

]∥∥∥∥ =

∥∥∥∥[ CX 0
S∗X 0

]∥∥∥∥ = ∥X∥. (11)

The proof of this last affirmation is quite easy: let us define D =
[
XC XS
0 0

]
and E = D∗.

Observe that ∥D∥2 = ∥DD∗∥ = ∥XX∗∥ = ∥X∥2 and ∥E∥ = ∥D∥. In particular from (2) and
(10) we have ∥A∥ = ∥M∥ and ∥A†∥ = ∥M−1∥.

2.1 On the Drazin inverse

We review some elementary facts about the Drazin inverse and the index of a matrix (see [1,
Chapter 4] for more information). For A ∈ Cn,n the index of A is the smallest integer k ≥ 0
such that rank(Ak+1) = rank(Ak). Such integer always exists. It can be proved that there is
a unique matrix, denoted by AD, such that

Ak+1AD = Ak, AAD = ADA, ADAAD = AD, (k is the index of A).

This matrix AD is the Drazin inverse of A. The Drazin inverse of a matrix of index 1 is called
the group inverse and is customary written A#. We shall see in next result how to represent
the Drazin inverse of a matrix A when A is written as in (2).

Theorem 2. Let A be represented as in (2). Then

AD = V

[
(MC)D [(MC)D]2MS

0 0

]
V ∗.

Proof. Let us denote X = V
[
(MC)D [(MC)D]2MS

0 0

]
V ∗. The equalities XA = AX and XAX =

X are easy to check in view of the defintion of the Drazin inverse of MC. Let m be the index
of MC. Thus, (MC)m+1(MC)D = (MC)m holds.

On the other hand, by induction, one easily has

Ap+1 = V

[
(MC)p+1 (MC)pMS

0 0

]
V ∗, ∀ p ∈ N ∪ {0}.

Thus,

Am+2X = V

[
(MC)m+2 (MC)m+1MS

0 0

] [
(MC)D [(MC)D]2MS

0 0

]
V ∗

= V

[
(MC)m+2(MC)D (MC)m+2[(MC)D]2MS

0 0

]
V ∗.
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Since

(MC)m+2(MC)D = MC(MC)m+1(MC)D = MC(MC)m = (MC)m+1

and

(MC)m+2[(MC)D]2MS

= (MC)m+1
[
MC[(MC)D]2

]
MS = (MC)m+1(MC)DMS = (MC)mMS,

then Am+2X = Am+1, which proves AD = X.

Observe that the proof of the above result distills that if C is nonsingular (which is equiv-
alent to the invertibility of MC, or in other words, 0 is the index of MC), then A is group
invertible and

A# = V

[
C−1M−1 C−1M−1C−1S

0 0

]
V ∗. (12)

In fact, in [2, Theorem 3.7], it was proved that for a matrix A represented as in (2), then
A has group inverse if and only if C is nonsingular. In the next subsection, we shall give
another proof of this fact based on the full-rank factorization of the matrix A.

2.2 On the full-rank factorization of a square matrix

If A ∈ Cn,n is represented as in (2), then we can write explicitly one full-rank factorization of
A.

Theorem 3. Let A ∈ Cn,n be represented as in (2) and r = rank(A). Then a full-rank
factorization of A is A = FG, where

F = V

[
M
0

]
∈ Cn,r, G =

[
C S

]
V ∗ ∈ Cr,n. (13)

Furthermore, one has GG∗ = Ir and ∥A∥ = ∥F∥.

Proof. The proof of A = FG is trivial. The equality GG∗ = Ir follows from the first identity
of (8). Since multiplying by a nonsingular matrix (and V is nonsingular) does not change the
rank, then the rank of F is the rank of

[
M
0

]
, which is r since M is nonsingular and M ∈ Cr,r.

Now, rank(G) = rank(GG∗) = rank(Ir) = r. Finally, taking into account that the Euclidean
norm is unitary invariant and V is unitary, then ∥F∥ = ∥

[
M
0

]
∥ = ∥M∥.

The full-rank factorization turns out to be a powerful tool in the study of generalized
inverses (see e.g., [1]). We give an easy example in Theorem 4 in where the following result
of Cline [7] is used: Let a square matrix A have the full-rank factorization A = FG. Then A
has a group inverse if and only if GF is nonsingular, in which case A# = F (GF )−2G.

Theorem 4. Let A ∈ Cn,n be represented as in (2). Then A has group inverse if and only if
C is invertible, in which case, (12) holds.
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Proof. We use the aforementioned result of Cline and the nonsingularity of M : Since GF =
CM , we have ∃A# ⇐⇒ ∃(GF )−1 ⇐⇒ ∃(CM)−1 ⇐⇒ ∃C−1. Finally, (12) follows from
A# = F (GF )−2G and (13).

2.3 A result of Djoković

Let P ∈ Cn,n be a projector (i.e., P 2 = P ). If we apply to P the decomposition given in
Theorem 1 we get MCMC = MC and MCMS = MS. The invertibility of M leads to
CM [C S] = [C S]. Postmultiplying by

[
C
S∗

]
and using (8), we get CM = Ir, which yields

that C is nonsingular and M = C−1 (let us recall that always C is square). Hence we can
decompose

P = V

[
Ir C−1S
0 0

]
V ∗. (14)

Since C is nonsingular and by recalling the definition of matrix C given in (3), there is no
canonical angle between R(P ) and R(P ∗) equal to π/2. Let θ1, . . . , θp be the canonical angles
between R(P ) and R(P ∗) belonging to ]0, π/2[. The angle 0 is a canonical angle between
R(P ) and R(P ∗) with multiplicity x = r − p (it may happen that x = 0). Now,

C−1S =

[
diag(cos θ1, . . . , cos θp) 0

0 Ix

]−1 [
diag(sin θ1, . . . , sin θp) 0

0 0x,n−(r+p)

]
=

[
diag(tan θ1, . . . , tan θp) 0

0 0x,n−(r+p)

]
.

This is a result given by Djoković. In fact, the original statement of Djoković is the following:

Theorem 5 ([8]). Let P ∈ Cn,n be a projector whose rank is r. Then there is a unitary
similarity that reduces P to the block diagonal form

diag

([
1 σ1
0 0

]
, . . . ,

[
1 σp
0 0

]
, Ix, 0n−r,n−r

)
,

where σ1, . . . , σp > 0 and x are uniquely defined by the projector P .

Let us remark that we give a geometrical vision of the numbers σ1, . . . , σp. See [9] for
another geometrical explanation of these numbers.

The expression (14) permits also give a geometric explanation of the unitary similarity
reduction stated in the original theorem of Djoković. Let v ∈ R(P ) and let us denote[

v1

v2

]
= V ∗v, v1 ∈ Cr,1, v2 ∈ Cn−r,1.

Now,

V

[
v1

v2

]
= v = Pv = V

[
Ir C−1S
0 0

]
V ∗V

[
v1

v2

]
= V

[
v1 + C−1Sv2

0

]
.

Thus R(P ) ⊂ {V [w1
0 ] : w1 ∈ Cr,1}, being the opposite inclusion obvious. Hence we have

proved that in the equality (14), the r first columns of V form an orthonormal basis of R(P ),
while the n− r last rows of V form an orthonormal basis of R(P )⊥.
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2.4 More on group inverses

Now, let us consider an arbitrary A ∈ Cn,n being represented as in (2). If A has group inverse,
then C is nonsingular, and we can construct the matrix appearing in (14). We shall show
that this matrix has a specific meaning: it is known [1, Exercise 30, Chapter 6] that AA# is
the projector onto R(A) along N (A). Employing (2) and (12) we have

AA# = V

[
MC MS
0 0

] [
C−1M−1 C−1M−1C−1S

0 0

]
V ∗ = V

[
Ir C−1S
0 0

]
V ∗, (15)

which gives another geometrical vision of the canonical angles between R(A) and R(A∗) when
A has group inverse.

We can further extract more information from (12) and (15).

Corollary 1. Let A ∈ Cn,n have rank r and let θ1 ≤ · · · ≤ θr < π/2 be the canonical angles
between R(A) and R(A∗). Then

(i) The nonzero singular values of AA# are 1/ cos θ1 ≤ · · · ≤ 1/ cos θr. In particular we
have ∥AA#∥ = 1/ cos θr.

(ii) ∥A#∥ = ∥C−1M−1C−1∥. In particular we have ∥A#∥ ≤ ∥A†∥/ cos2 θr.

Proof. (i) Observe that (15) can be written as

AA# = V

[
C−1 0
0 0

]
TV ∗, (16)

where the matrix T is defined in (9). Since T and V are unitary, and C is real and diagonal,
then (16) is the singular value decomposition of AA#, which proves (i).

(ii) In view of (12), we can write

A# = V

[
(C−1M−1C−1)C (C−1M−1C−1)S

0 0

]
V ∗.

It is enough to apply (11) to get (ii). In particular, we have ∥C−1M−1C−1∥ ≤ ∥C−1∥2∥M−1∥.
Recalling ∥A†∥ = ∥M−1∥ finishes the proof.

2.5 Some expressions involving limits and generalized inverses

If A ∈ Cm,n, then one has

lim
t→0+

A∗(AA∗ + tIm)−1 = A†. (17)

See [1, Section 3.3, Section 4.4] for three proofs and [5] for the original statement. Also, it is
known that

t > 0 ⇒ ∥A∗(AA∗ + tIm)−1 −A†∥ < t∥A†∥3, (18)

which was proved by Boyarintsev in [4, Theorem 1.2.3]. Evidently, (18) implies (17). We
shall prove (18) by using Theorem 1.
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Theorem 6. Let A ∈ Cm,n. Then (18) holds.

Proof. First, assume that A is square. If we represent A as in (2), then by using the first
identity of (8) we get

(AA∗ + tIn)
−1 = V

([
MC MS
0 0

] [
CM∗ 0
S∗M∗ 0

]
+

[
tIr 0
0 tIn−r

])−1

V ∗

= V

[
(MM∗ + tIr)

−1 0
0 t−1In−r

]
V ∗. (19)

And now, by employing (10), we get

A† −A∗(AA∗ + tIn)
−1

= V

{[
CM−1 0
S∗M−1 0

]
−

[
CM∗ 0
S∗M∗ 0

] [
(MM∗ + tIr)

−1 0
0 t−1In−r

]}
V ∗

= V

[
C[M−1 −M∗(MM∗ + tIr)

−1] 0
S∗[M−1 −M∗(MM∗ + tIr)

−1] 0

]
V ∗. (20)

By using (11) one gets

∥A† −A∗(AA∗ + tIn)
−1∥ = ∥M−1 −M∗(MM∗ + tIr)

−1∥. (21)

Let us take N in such a way that N−1 = M∗(MM∗ + tIr)
−1 (observe that this is feasible

since both M∗ and MM∗ + tIr are nonsingular). From the definition of N we get N =
(MM∗ + tIr)(M

∗)−1 = M + t(M∗)−1. Thus

M−1 −M∗(MM∗ + tIr)
−1 = M−1 −N−1 = M−1(N −M)N−1

= M−1(t(M∗)−1)M∗(MM∗ + tIr)
−1 = tM−1(MM∗ + tIr)

−1. (22)

By applying the spectral theorem to the definite positive matrix MM∗, there exist λ1 ≥ · · · ≥
λr > 0 and a unitary matrix U ∈ Cr,r such that MM∗ = U diag(λ1, . . . , λr)U

∗. Hence

∥(MM∗ + tIr)
−1∥ =

∥∥∥∥U diag

(
1

λ1 + t
, . . . ,

1

λr + t

)
U∗

∥∥∥∥
=

1

λr + t
<

1

λr
= ∥(MM∗)−1∥ = ∥(M−1)∗M−1∥ = ∥M−1∥2 = ∥A†∥2. (23)

Now, (21), (22), and (23) finish the proof when A is square. If A ∈ Cm,n is not square, then

n < m or n > m. If n < m, then define Ã = [A 0m−n,n] ∈ Cm,m and apply the result
for square matrices to get (18). If n > m, then similarly, add zero rows to A to prove the
theorem.

In general for A ∈ Cm,n, one has that ∃ limt→0+(AA∗+tIm)−1 if and only if A is nonsingular.
However, as we saw, limt→0+A∗(AA∗ + tIn)

−1 always exists. In the following result we
investigate the matrices B such that limt→0+B(AA∗ + tIn)

−1 exists.
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Theorem 7. Let A ∈ Cm,n and B ∈ Cq,m. Then limt→0+B(AA∗ + tIm)−1 exists if and only
if R(B∗) ⊂ R(A). In such case, for any t > 0 one has

∥B(AA∗ + tIm)−1 −B(AA∗)†∥ < t∥B∥∥A†∥4. (24)

In particular, limt→0+B(AA∗ + tIm)−1 = B(AA∗)†.

Proof. In the first part of the proof, we will assume that m = n. Let us prove the equivalence.
If A is nonsingular, then R(B∗) ⊂ R(A) is evident. If A is singular, let r = rank(A) < n, and
we can represent A as in (2). Furthermore, we write B as follows:

B =
[
B1 B2

]
V ∗, B1 ∈ Cq,r, B2 ∈ Cq,n−r.

Now, (19) leads to

B(AA∗ + tIn)
−1 =

[
B1(MM∗ + tIr)

−1 t−1B2

]
V ∗,

which shows that limt→0+B(AA∗+ tIn)
−1 exists if and only if B2 = 0 since M is nonsingular.

On the other hand, by (2), (8), and (10) we have

BAA† =
[
B1 B2

] [ MC MS
0 0

] [
CM−1 0
S∗M−1 0

]
V ∗ =

[
B1 0

]
V ∗.

Hence, B2 = 0 if and only if BAA† = B. It is simple to prove that BAA† = B is equivalent
to R(B∗) ⊂ R(A).

Assume that R(B∗) ⊂ R(A). It is clear that

B(AA∗ + tIn)
−1 −B(AA∗)† =

([
B1(MM∗ + tIr)

−1 0
]
−

[
B1(MM∗)−1 0

])
V ∗

=
[
B1[(MM∗ + tIr)

−1 − (MM∗)−1] 0
]
V ∗

=
[
B1 0

] [ (MM∗ + tIr)
−1 − (MM∗)−1 0
0 0

]
V ∗.

Therefore,

∥B(AA∗ + tIn)
−1 −B(AA∗)†∥ ≤ ∥B∥ ∥(MM∗ + tIr)

−1 − (MM∗)−1∥.

The last norm in the above equation can be bounded by a standard way: by using the equality
P−1 −Q−1 = P−1(Q− P )Q−1 valid for any two invertible matrices P and Q we have

∥B(AA∗ + tIn)
−1 −B(AA∗)†∥ ≤ t∥B∥ ∥(MM∗ + tIr)

−1∥ ∥(MM∗)−1∥.

By the proof of Theorem 6 (see the inequality (23)) one has ∥(MM∗ + tIr)
−1∥ < ∥A†∥2 and

∥(MM∗)−1∥ = ∥A†∥2. This proves this theorem when A is a square matrix.

If m < n, let us define Ã =
[

A
0n−m,m

]
∈ Cn,n and B̃ = [B 0p,n−m] ∈ Cp,n. By taking into

account the following elementary facts and applying the theorem for the square matrix Ã and
B̃, the theorem can be proved when m < n.

• ∃ limt→0+B(AA∗ + tIm)−1 ⇐⇒ ∃ limt→0+ B̃(ÃÃ∗ + tIn)
−1.
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• R(B∗) ⊂ R(A) ⇐⇒ R(B̃∗) ⊂ R(Ã).

• ∥B(AA∗ + tIm)−1 − B(A∗A)†∥ = ∥B̃(ÃÃ∗ + tIn)
−1 − B̃(Ã∗Ã)†∥, ∥B∥ = ∥B̃∥, and

∥A†∥ = ∥Ã†∥.

If m > n, let us define Ã = [A 0m,m−n] ∈ Cm,m. Now we can easily check B(ÃÃ∗ + tIm)−1 =

B(AA∗ + tIm)−1, R(Ã) = R(A), B(Ã∗Ã)† = B(A∗A)†, and ∥Ã†∥ = ∥A†∥, which finishes the
proof.

Observe that (under the notation of Theorem 7), a natural choice for R(B∗) ⊂ R(A) holds
is B = A∗. If we apply Theorems 6 and 7 to B = A∗, one gets A† = A∗(AA∗)†, a well known
identity of the Moore-Penrose inverses. Furthermore, observe that the inequality (24) when
B = A∗ is weaker than the inequality (18) since 1 = ∥AA†∥ ≤ ∥A∥∥A†∥.

By a similar technique than in Theorem 7, one gets the following result.

Theorem 8. Let A ∈ Cm,n and B ∈ Cn,m. Then limt→0+B(AA† + tIm)−1 exists if and only
if R(B∗) ⊂ R(A). In such case, that for any t > 0 one has B(AA† + tIm)−1 = (1 + t)−1B.
In particular, limt→0+B(AA† + tIm)−1 = B.

It is known (see for example [1, Section 4.4]) that for a given A ∈ Cn,n, then there exists
A# if and only if limλ→0(λIn + A)−1A exists, in which case, limλ→0(λIn + A)−1A = AA#.
Here and in the following, λ → 0 means λ → 0 through any neighborhood U of 0 in C such
that A + λIn is nonsingular for λ ∈ U \ {0} (observe that such net of neighborhoods exists
since the cardinal of {z ∈ C : det(A + zIn) = 0} is finite). Also it is known [1, Section 4.4]
that for A ∈ Cn,n, then

AA† = A†A ⇐⇒ lim
λ→0

(λIn +A)−1PR(A) = A†. (25)

Recall that PR(A) denotes the orthogonal projection onto R(A).

Observe that for A ∈ Cn,n as in (2), then (in view of the nonsingularity of M) AA#A† = A†

implies S = 0. Since C2+SS∗ = Ir and C is a diagonal matrix all of whose components of its
main diagonal are nonnegative, we have C = Ir. Hence we can decompose A = V (M ⊕ 0)V ∗,
where V ∈ Cn,n is unitary and M ∈ Cr,r nonsingular, being this last statement equivalent
to AA† = A†A (see [6, Theorem 4.3.1]). Reciprocally, if A ∈ Cn,n have rank r and can be
decomposed as A = V (K ⊕ 0)V ∗, being V ∈ Cn,n unitary and K ∈ Cr,r nonsingular, then
A† = A# = V (K−1 ⊕ 0)V ∗, which yields AA#A† = A†. Therefore, for A ∈ Cn,n, one has
AA#A† = A† ⇐⇒ AA† = A†A, which explains the link between (25) and the second item
of the next theorem.

Parenthetically, a matrix A such that AA† = A†A is said EP (this name comes from Equal
Projection) or Range-Hermitian.

We shall see how the Theorem 1 works in these situations.

Theorem 9. Let A ∈ Cn,n be singular. Then

(i) There exists limλ→0(A + λIn)
−1A if and only if A is group invertible, in which case,

limλ→0(A+ λIn)
−1A = AA#.

11



(ii) There exists limλ→0(A+ λIn)
−1AA† if and only if A is group invertible, in which case,

limλ→0(A+ λIn)
−1AA† = AA#A†.

(iii) There exists limλ→0(A+ λIn)
−1A∗ if and only if A is Range-Hermitian, in which case,

limλ→0(A+ λIn)
−1A∗ = A†A∗.

(iv) There exists limλ→0(A+ λIn)
−1A† if and only if A is Range-Hermitian, in which case,

limλ→0(A+ λIn)
−1A∗ = (A†)2.

(v) If A is group invertible, then limλ→0(A+ λIn)
−1A# = (A#)2.

Proof. Let us represent A as in (2). Pick U any neighborhood of 0 in C such that A+ λIn is
nonsingular for λ ∈ U \ {0} and take a fixed λ ∈ U \ {0}. Since

A+ λIn = V

[
MC + λIr MS

0 λIn−r

]
V ∗,

we get that MC + λIr is nonsingular and

(A+ λIn)
−1 = V

[
(MC + λIr)

−1 −λ−1(MC + λIr)
−1MS

0 λ−1In−r

]
V ∗. (26)

(i) We get

(A+ λIn)
−1A = V

[
(MC + λIr)

−1MC (MC + λIr)
−1MS

0 0

]
V ∗. (27)

If we assume the existence of limλ→0(A+λIn)
−1A, then (27) implies that (MC+λIn)

−1MC
and (MC + λIn)

−1MS have limit when λ → 0. Thus, ∃ limλ→0(MC + λIn)
−1MC2 and

∃ limλ→0(MC + λIn)
−1MSS∗, and therefore exists (observe that we use C2 + SS∗ = Ir)

lim
λ→0

(MC + λIn)
−1MC2 + (MC + λIn)

−1MSS∗ = lim
λ→0

(MC + λIn)
−1M.

Since M is nonsingular, there exists limλ→0(MC + λIn)
−1, which is equivalent to the non-

singularity of MC, which, as we have seen, is equivalent to the group invertibility of A.
Furthermore, (15) and (27) imply

(A+ λIn)
−1A

λ→0−−−→ V

[
Ir (MC)−1MS
0 0

]
V ∗ = V

[
Ir C−1S
0 0

]
V ∗ = AA#.

If MC is nonsingular, it is clear from (27) that ∃ limλ→0(A+ λIn)
−1A.

(ii) Since AA†A = A and (i) have just been proved, it is clear that (ii) holds.

(iii) We have

(A+ λIn)
−1A∗ = V

[
(MC + λIr)

−1 −λ−1(MC + λIr)
−1MS

0 λ−1In−r

] [
CM∗ 0
S∗M∗ 0

]
V ∗

= V

[
(MC + λIr)

−1CM∗ − λ−1(MC + λIr)
−1MSS∗M∗ 0

λ−1S∗M∗ 0

]
V ∗. (28)
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If limλ→0(A + λIn)
−1A∗ exists, then limλ→0 λ

−1S∗M∗ exists, which in view of the non-
singularity of M , leads to S = 0. Since C2 + SS∗ = Ir and C is a diagonal matrix being
nonnegative its entries, we obtain C = Ir. Hence, A can be decomposed as A = V (M ⊕0)V ∗,
being M ∈ Cr,r nonsingular, V ∈ Cn,n unitary, and r = rank(A). Therefore, A is Range-
Hermitian, and (28) together with A = V (M ⊕ 0)V ∗, C = Ir and S = 0 shows that

lim
λ→0

(A+λIn)
−1A∗ = lim

λ→0
V

[
(M + λIr)

−1M∗ 0
0 0

]
V ∗ = V

[
M−1M∗ 0

0 0

]
V ∗ = A†A∗.

If A is Range-Hermitian, by the decomposition A = V (M ⊕ 0)V ∗, being M ∈ Cr,r nonsin-
gular, V ∈ Cn,n unitary, and r = rank(A), then (A+ λIn)

−1A∗ = V ((M + λIr)
−1M∗ ⊕ 0)V ∗,

which proves the existence of limλ→0(A+ λIn)
−1A∗.

(iv) We have

(A+ λIn)
−1A† = V

[
(MC + λIr)

−1 −λ−1(MC + λIr)
−1MS

0 λ−1In−r

] [
CM−1 0
S∗M−1 0

]
V ∗

= V

[
(MC + λIr)

−1CM−1 − λ−1(MC + λIr)
−1MSS∗M−1 0

λ−1S∗M−1 0

]
V ∗. (29)

If limλ→0(A+λIn)
−1A† exists, then (29) shows that limλ→0 λ

−1S∗M−1 exists, which leads
to S = 0. As in the previous proof of (iii), we get C = Ir and A is Range-Hermitian.
Furthermore, (29), C = Ir, and S = 0 imply

(A+ λIn)
−1A† = V

[
(M + λIr)

−1M−1 0
0 0

]
V ∗ λ→0−−−→ V

[
M−2 0
0 0

]
V ∗ = (A†)2.

If A is Range-Hermitian, as in the proof of the previous item (iii), by means the decomposition
A = V (M ⊕ 0)V ∗, where V ∈ Cn,n is unitary and M is nonsingular, we can easily get that
limλ→0(A+ λIn)A

† exists.

(v) We have

(A+ λIn)
−1A#

= V

[
(MC + λIr)

−1 −λ−1(MC + λIr)
−1MS

0 λ−1In−r

] [
C−1M−1 C−1M−1C−1S

0 0

]
V ∗

= V

[
(MC + λIr)

−1C−1M−1 (MC + λIr)
−1C−1M−1C−1S

0 0

]
V ∗

λ→0−−−→ V

[
(MC)−2 (MC)−2C−1S

0 0

]
V ∗ = (A#)2.

In the next theorem 10, we shall investigate expressions of the form limλ→0(A + λIn)
−1B

for matrices A ∈ Cn,n and B ∈ Cn,m. Evidently, if A is singular, then limλ→0(A + λIn)
−1

does not exist, but it may happen that limλ→0(A+ λIn)
−1B exists for concrete matrices B.

Also, it is worthy to note that if A is nonsingular, then limλ→0(A + λIn)
−1B exists for any

matrix B ∈ Cn,m (and this limit is A−1B). But before, we will prove a simple lemma.
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Lemma 2. Let X ∈ Cr,m. Then X have rank r if and only if then there exists Y ∈ Cm,r such
that XY = Ir.

Proof. If m = r, the lemma is evident. Thus, we can assume in the following that m ̸= r.

Assume that rank(X) = r. Let x1, . . . ,xr ∈ C1,m be the rows of X. These r vectors are
linearly independent since r = rank(X), and thus, r ≤ m. Let {x1, . . . ,xm} be a basis of C1,m

and let us define the matrices X1 =
[ xr+1

···
xm

]
and T =

[
X
X1

]
. Observe that T is nonsingular

since {x1, . . . ,xm} is a basis of C1,m and let us partition T−1 =
[
Y Y1

]
, where Y ∈ Cm,r

and Y1 ∈ Cm,r−m. Now,
[
Ir 0
0 Im−r

]
= Im = TT−1 =

[
X
X1

]
[ Y Y1 ] gives Ir = XY .

If there exists Y ∈ Cm,r such that XY = Ir, then by using rank(X) ≤ r since X ∈ Cr,m,
we have r = rank(Ir) = rank(XY ) ≤ rank(X) ≤ r.

Theorem 10. Let A ∈ Cn,n have rank r < n and represented as in (2) and B ∈ Cn,m. Then

(i) If limλ→0(A+ λIn)
−1B = E, then B = AE and R(E) ⊂ R(A).

(ii) If limλ→0(A+ λIn)
−1B = E, and rank(E) = r, then B = AE, R(E) ⊂ R(A), and MC

is group invertible.

(iii) If limλ→0(A + λIn)
−1B exists and A is group invertible, then limλ→0(A + λIn)

−1B =
A#B.

(iv) If there exists F ∈ Cn,m such that B = AF and R(F ) ⊂ R(A) and MC is group
invertible, then there exists limλ→0(A+ λIn)

−1B.

(v) If there exists F ∈ Cn,m such that B = AF and R(F ) ⊂ R(A) and A is group invertible,
then limλ→0(A+ λIn)

−1B = F and

|λ| < 1

∥(MC)−1∥
⇒ ∥(A+ λIn)

−1B − F∥ ≤ |λ| ∥F∥∥(MC)−1∥
1− |λ|∥(MC)−1∥

. (30)

Proof. Let us represent A as in (2). Pick U any neighborhood of 0 in C such that A+ λIn is
nonsingular for λ ∈ U and take a fixed λ ∈ U . As in Theorem 9, we will use (26). Pick now
any matrix B ∈ Cn,m represented by

B = V

[
B1

B2

]
, B1 ∈ Cr,m, B2 ∈ Cn−r,m (31)

Thus,

(A+ λI)−1B = V

[
(MC + λIr)

−1B1 − λ−1(MC + λIr)
−1MSB2

λ−1B2

]
. (32)

(i): Assume that there exists limλ→0(A+ λI)−1B. By (32), one can deduce B2 = 0. Using
B2 = 0 and (32) we obtain that limλ→0(MC + λIr)

−1B1 exists. Let us denote

X = lim
λ→0

(MC + λIr)
−1B1. (33)
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Therefore, B2 = 0 and (32) lead to

E = lim
λ→0

(A+ λI)−1B = lim
λ→0

V

[
(MC + λIr)

−1B1

0

]
= V

[
X
0

]
. (34)

Now, B1 = (MC+λIr)(MC+λIr)
−1B1

λ→0−−−→ MCX. Hence B1 = MCX. By (2), (31), (34),
and B2 = 0 one gets

B = V

[
MCX

0

]
= V

[
MC MS
0 0

] [
X
0

]
= AE.

Furthermore, it is easy to check AA†E = E, which is equivalent to R(E) ⊂ R(A).

(ii): We can use the proof of the previous item (i). It remains to prove that MC is group
invertible. By hypothesis, the rank of E is r, hence (34) leads to rank(X) = r. By Lemma 2,
there exists Y ∈ Cm,r such that XY = Ir. Now,

(MC + λIr)
−1B1Y = (MC + λIr)

−1MCXY = (MC + λIr)
−1MC.

Since limλ→0(MC+λIr)
−1B1Y exists (because from (33), limλ→0(MC+λIr)

−1B1 exists) we
obtain that there exists limλ→0(MC + λIr)

−1MC. Now, item (i) of Theorem 9 finishes the
proof of this implication.

(iii): Also, we shall use the proof of item (i). Since A is group invertible, Theorem 4 together
the nonsingularity of M lead to the existence of (MC)−1. From (33) we get X = (MC)−1B1.
Thus, from (34), we obtain

E = V

[
X
0

]
= V

[
(MC)−1B1

0

]
= V

[
(MC)−1 (MC)−1C−1S

0 0

]
V ∗V

[
B1

0

]
.

By observing that in the proof of (i) we obtained B2 = 0 and taking into account the repre-
sentations (12), (31) for A#, B, respectively, we get E = A#B.

(iv): Let us represent F = V

[
F1

F2

]
, where F1 ∈ Cr,m and F2 ∈ Cn−r,m. One has

R(F ) ⊂ R(A) ⇐⇒ AA†F = F ⇐⇒ F2 = 0. Therefore,

B = AF = V

[
MC MS
0 0

]
V V ∗

[
F1

0

]
= V

[
MCF1

0

]
.

Now we use (31) and (32) to get

(A+ λIn)
−1B = V

[
(MC + λIr)

−1MCF1

0

]
. (35)

By hypothesis, MC is group invertible, and having in mind item (i) of Theorem 9, there
exists limλ→0(MC+λIr)

−1MC, which in conjunction with (35), shows that exists limλ→0(A+
λIn)

−1B.

(v): We use the proof of the previous item (iii). Since A is group invertible, Theorem 4
and the nonsingularity of M lead to the nonsingularity of MC. Therefore, the representation
of F in the proof of the previous item (iii), F2 = 0, and (35) yield to

(A+ λIn)
−1B

λ→0−−−→ V

[
(MC)−1MCF1

0

]
= V

[
F1

0

]
= F. (36)
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We shall prove (30). From (35) and (36) one has

∥(A+ λIn)
−1B − F∥ = ∥(MC + λIr)

−1MCF1 − F1∥ ≤ ∥(MC + λIr)
−1MC − Ir∥∥F1∥.

Observe that (36) implies that ∥F1∥ = ∥F∥. Also we have

(MC + λIr)
−1MC − Ir = [MC(Ir + λ(MC)−1]−1MC − Ir

= [Ir + λ(MC)−1]−1(MC)−1MC − Ir = [Ir + λ(MC)−1]−1 − Ir.

Denote H = −λ(MC)−1. If |λ| < 1/∥(MC)−1∥, then ∥H∥ < 1 and Ir +H +H2 + · · · =
(Ir −H)−1. Therefore

∥[Ir + λ(MC)−1]−1 − Ir∥

= ∥(Ir −H)−1 − Ir∥ ≤
∞∑
n=1

∥H∥n =
∥H∥

1− ∥H∥
=

|λ|∥(MC)−1∥
1− |λ|∥(MC)−1∥

.

The previous computations prove (30).

Remark: Let A ∈ Cn,n have group inverse and represented as in (2). Let θ1 ≤ · · · ≤ θr <
π/2 be the canonical angles between R(A) and R(A∗). Since ∥(MC)−1∥ ≤ ∥C−1∥∥M−1∥ =
∥A†∥/ cos θr, then the implication (30) can be changed by the following weaker but somehow
simpler.

|λ| < cos θr
∥A†∥

⇒ ∥(A+ λIn)
−1B − F∥ ≤ |λ| ∥F∥∥A†∥

cos θr − |λ|∥A†∥
.
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