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Abstract. The use of annotations in CAD models has been an active area of 
research because of their ability to connect design information to specific 
aspects of the model’s geometry. The effectiveness of annotations is determined 
by the ability to clearly communicate information. However, annotations can 
quickly create clutter and confusion as they increase both in number and 
complexity. Consequently, efficient interaction and visualization mechanisms 
become crucial. Despite recent standardizations of procedures for the 
presentation of textual information in CAD models, no explicit guidelines are 
available as to how to make annotated models more readable and manageable. 
In this paper, we present the results of a comparative study of different 
mechanisms to manage visual clutter in annotated 3D CAD models and offer 
recommendations based on our findings. Our results show that even basic 
interaction mechanisms have a substantial impact on user’s performance.  

Keywords: visual clutter, annotated 3D models, CAD model interaction, design 
communication. 

1   Introduction 

Annotations are used in many different fields as a tool to provide comments, 
clarifications, descriptions, or interpretations about certain aspects of the object that is 
being annotated. In software development, for example, annotations have become a 
fundamental instrument in software quality and documentation activities [1-3]. They 
take the form of source code comments, which are used by programmers to describe 
what a program (or part of it) does and how it works. In the context of a CAD model, 
annotations are typically used to enhance the geometry with information that is 
valuable, but difficult to communicate otherwise (such as dimensions, instructions, or 
manufacturing information). 3D annotations are generally represented as blocks of 
text anchored to a specific part of the 3D model.  They are pointers whose purpose is 
to draw the attention of the viewer to a specific area of the model. 



The use of 3D annotations in professional CAD environments has gained 
popularity in recent years, partly because of the development of standards for Digital 
Product Definition Data Practices [4, 5], which have formalized the way textual 
information is presented in a 3D model, and a growing interest in the Model-Based 
Engineering paradigm [6, 7], which puts 3D models at the center of the product 
development process.  Most commercial CAD packages provide annotation tools that 
implement these standards, although few packages allow for active interaction with 
annotation information. Annotation functionalities are usually provided by the 
Product and Manufacturing Information (PMI) modules, which are used to convey 
information such as Geometric Dimensioning and Tolerancing (GD&T), surface 
finish, and material specifications. 

As 3D models become more comprehensive and serve as the central element of the 
Model-Based Engineering paradigm, both the complexity and number of annotations 
increase. Some authors have recently studied the potential of 3D annotations as 
carriers of design knowledge [8-10], which can drastically increase the amount of 
visual information on screen at any given time. This matter naturally demands 
mechanisms to support the interaction with the information as well as an efficient 
visualization of the annotations. Although none of the current engineering graphics 
standards provide explicit guidelines about managing 3D annotations, they do 
recommend the use of groups, layers, or views to make the model more manageable. 
Displaying all annotations in a complex model quickly creates clutter and confusion, 
which makes the use of the model impractical. From a usability standpoint, 
minimizing visual clutter in extensively annotated models is an essential factor to 
ensure effectiveness in terms of communication of information. In the following 
sections, we analyze the problem of visual clutter and its effects on design 
communication. We describe methods to improve user interaction with cluttered 
models and present the results of a series of comparative studies aimed at measuring 
the efficiency of such methods. 

2   Related Work 

2.1   Annotations in Computer-Aided Design 

In the domain of Computer-Aided Design (CAD), an annotation can be defined as a 
piece of information connected to a specific part of the 3D model [11] and used to 
supplement the geometry. They are mechanisms to logically associate product 
information to geometric elements with the objective of making models 
comprehensive and reusable. Annotations are usually inserted as blocks of plain text, 
but they can also include multimedia content and hypertext. 

Despite early support by major CAD packages, it was difficult for designers to 
work with annotations due to the proprietary and software-dependent nature of the 
tools, making it challenging to exchange information with other systems. In addition, 
the lack of a universal set of rules to manage the informational content created 
inconsistencies in annotation practices, which has had an effect in the adoption of 



annotations in industrial environments. With the advent of recent standards for Digital 
Product Definition [4, 5], most major commercial CAD packages have implemented 
Product and Manufacturing Information (PMI) modules with full support for textual 
annotations. Typically, the functionalities provided by PMI modules include basic 
manipulation of annotations (creation, edition, and deletion), definition and selection 
of annotation planes, visibility control, meta-data management, and predefined tools 
for creating standard dimensions and tolerances. In addition, most of these packages 
also provide low-level access to the annotation structures via their corresponding 
Application Programming Interfaces (API), which we have used as part of a previous 
study to implement an annotation manager tool [9]. 

Recently, some researchers have suggested extending the scope of the standard 
annotation to a complete and more comprehensive definition of the model (product 
and design data) [8, 12, 13]. Many authors agree on the potential of this mechanism to 
capture design decisions and mediate the interactions between designers [13-15].  

Naturally, there are a number of challenges related to using 3D annotations as 
carriers of design knowledge. Some of these challenges include the development of 
efficient data structures to properly represent the annotation information, the creation 
of new interfaces to enter and retrieve data [11], and the development of syntax to 
unify annotation representations and formats [16]. From a user interaction standpoint, 
an ever increasing number of gradually more complex annotations in a model can 
quickly result in a cluttered workspace, which often creates confusion, frustration, and 
information overload in the user. Managing the problem of visual clutter in an 
efficient manner is a crucial aspect in the visualization of heavily annotated models 
that can ultimately affect engineering design communication [9].  

2.2   Visual Clutter 

The problem of visual clutter has a long history of research, particularly in the areas 
of cognitive psychology and human factors. However, the term is not easy to define. 
Intuitively, clutter can be understood as the phenomenon that occurs when one has too 
many items available at any given time. In fact, many methods related to clutter 
reduction in human-computer interaction involve the elimination of some of those 
items from the central part of the display [17, 18]. Some studies have shown, 
however, that clutter is not necessarily linked to the number of items, but to a state in 
which the items cause confusion in the user so they negatively affect performance 
[19, 20]. Although too much information can certainly cause visual clutter, other 
factors such as perception (people do not always agree on the level of clutter), user 
experience, information relevance, and the level of information organization should 
also be considered [21]. 

Management of visual clutter is an important factor in user interface design and 
information visualization. When too much data (or when data is not well organized) is 
displayed on a too small area, the value of the information and the visualization as a 
whole diminishes, affecting usability [22]. Over the years, a vast amount of research 
has been done in the area of visual search [23-25] and clutter reduction. [26, 28]. 
Many of these techniques rely on the user driving the visualization to less cluttered 
states [18]. Other methods such as [26, 27] apply the principle of constant information 



density to always generate visualizations that are neither too cluttered nor too 
scattered. A variety of metrics to measure visual clutter has also been proposed [20, 
21, 29]. Despite the large number of clutter reduction techniques, the diversity of the 
application domain makes it difficult to find one solution that can be applied to all 
problems. Furthermore, formal comparative and usability studies are scarce, 
particularly when compared to the diversity of solutions available [22].  

In the domain of annotated 3D models, previous research has focused on 
algorithms for different annotation styles [30], annotation layouts to prevent occlusion 
[31], and annotations alignment to automatically arrange annotation information 
around the model [32, 33]. However, no specific solutions are defined in current CAD 
annotations standards, and thus, no practical implementations are available in current 
PMI modules. Reducing clutter is left to the discretion of the user, who often chooses 
not to benefit from annotation tools because of the additional effort involved in this 
task. Clearly, there is a need for mechanisms to actively filter and manipulate the 
annotation information presented on screen (see Fig. 1).  

 
Fig. 1. Visual clutter caused by annotations 

Filtering tools can contribute to reduce the amount of information on screen by 
showing or hiding specific model annotations based on user-defined criteria, such as 
date, feature, or a specific keyword. For example, users may select to only display the 
annotations associated to a particular surface of the model or created by a certain user. 

An additional challenge regarding the use of model annotations, particularly the 
type of standard annotations provided by PMI modules in CAD environments, is 
related to their two-dimensional nature. Because annotations are essentially elements 
of plain text in 3D space, the user must use planes or views to host the annotations. As 
a result, some annotations may become visually unavailable when the user changes 
the viewpoint. Also, the creation and management of annotation planes and the 
distribution of annotations among these planes are ultimately the user’s responsibility. 
According to current digital product definition standards [4, 5], the proper 
organization of model annotations in groups or annotation views is a recommended 
practice, although no specific rules are defined regarding how it should be 
implemented. 



3   Software Prototype and Experimental Setup 

We present the results of a series of experiments that evaluate the performance of 
users in relation to the time required to find specific information in a heavily 
annotated CAD model. We measured and compared interactions when no managing 
mechanisms are in place (users must interact with all annotations on screen), when 
grouping and layering tools are available, when filtering methods are used (using a 
custom tool that the authors implemented for this purpose), and when interaction with 
the annotations is done via the model’s design tree. We hypothesize that even the 
most basic mechanisms to manage annotations have a substantial impact on user’s 
performance. Because of its availability and the familiarity of the participant students 
with the software, the commercial parametric modeling package SolidWorks® was 
used for all the activities. 

The standard PMI module in SolidWorks® was used to test interactions via 
annotation groups. To evaluate user performance when using filtering tools and the 
model’s design tree, our team developed a software tool that manages textual 
annotations. The tool was implemented as a plug-in for SolidWorks®, allowing 
seamless integration with the CAD environment and direct interaction with the 
annotated 3D model. 

Our software prototype implements a graphical user interface to filter annotations 
based on different criteria. All model annotations are also displayed in the software 
interface in a tabular form, facilitating navigation through annotation information. 
When a filter is applied, annotations that are not relevant become automatically 
hidden both in the model and in the annotation list in the prototype (see Fig. 2). 
Annotations become visible when the filter is reset or new criteria are defined. 

Functionality for the interactive display of annotations based on the selection of 
model features in the design tree is also implemented by our tool. This function 
automatically recognizes the anchor point of the annotation to the geometry, and 
identifies the surface with its corresponding modeling feature.  

 

 
Fig. 2. Example of annotated model (left) and software prototype (right) after filtering 
annotations by keyword 



 
Figure 3. Example of interactive visualization of annotations. Only the 3D annotations 
connected to the feature that is selected in the design tree (left) are displayed in the 
model(right) 

This method automatically shows or hides annotations based on the feature that is 
currently selected in the model’s design tree (see Fig. 3). 

4   Experimental Procedure 

For our study, a total of 120 participants (divided into four groups of thirty) in a CAD 
laboratory environment were given an annotated model and asked to find specific 
model annotations with the answers to four questions. All participants were 
engineering students (mostly mechanical, aerospace, and industrial engineering 
majors) with at least one semester of training in engineering design graphics and 
practical experience using SolidWorks®. Questions were presented one at a time. The 
first two questions (short answer) required participants to write their answer based on 
the information found in one particular annotation. The remaining two questions were 
presented in a multiple-choice format with four possible answers. They were 
formulated as design problems that required performing minor modification to the 3D 
model, but intentionally caused rebuild errors and unwanted effects in certain parts of 
the geometry. All possible answers described an adequate modeling approach to solve 
the design problem. Participants were asked to select the correct answer based on the 
information found in a specific group of model annotations. The time employed by 
participants to find the correct answer was recorded (starting from the time they 
received the question). 

A CAD model with a total of thirty annotations deliberately arranged to create 
visual clutter was given to the participants. All dimensions were also visible (see 
Figure 1). The content of the annotations ranged from design and manufacturing 
information (i.e. Refer to model AA0314 for weight control information, Dimensional 
adjustments for weight control must be made in unmachined areas) to design intent 
and modeling procedures (i.e. Modify extrude offset if overall depth changes to ensure 
ribs remain centered, Hole distribution defined individually by size. Do not pattern or 
use symmetry). The annotations that are relevant to the questions of the study are 



shown in Table 1. In order to supplement instructions and clear any possible doubts, 
all questions were accompanied by illustrations of the 3D model, with specific areas 
highlighted. Such illustrations have been omitted in Table 1 for clarity. 

Table 1.  Questions and relevant annotations with explicit information to answer correctly. 

 Question Answer Annotations 
1 What should you before modifying the 

size of the M4 machine holes? 
Contact 
Design Center 

Contact Design Center if 
modifying M4 holes. 

2 What is the range of acceptable angles 
for the front face of the part? 

Min = 20˚ 
Max = 27˚ 

Ensure min angle of 20 
degrees,  Ensure max angle 
of 27 degrees 

3 What is the most effective procedure to 
create a second rib on the model? 
a) Mirror the first rib. 
b) New sketch on surface and extrude. 
c) Linear pattern using the original rib. 
d) Use existing sketch of original rib to 
create new extrusion at offset distance. 

b) Do not use symmetry or 
pattern for ribs. Angles may 
vary. 

4 When modifying the dimensions of the 
ribs, errors occur in the model. What is 
the procedure to solve these errors? 
a) Reduce the height of the cut. 
b) Move the cut down. 
c) Increase the angle of the ribs. 
d) The dimensions of the side ribs 
cannot be changed. 

b) Optimum rib angle. 
Maintain in future versions. 
3.00 x 3.00 minimum cross 
section defined by FEA 
analysis. 
Keep dimensions of the cut 
constant. Modify position if 
necessary. 

 
Each group was randomly assigned an annotation mechanism, as shown in Table 2. 
Participants in group 3 were given a brief demonstration of the plug-in and were 
allowed a few minutes to familiarize themselves with the software. For participants in 
group 4, the prototype was preset to work in interactive mode. Therefore, there was 
no need to provide additional instructions. 

Table 2. Annotation mechanisms and descriptions. 

Group Mechanism Description Tool 
1 All annotations 

on screen 
No annotation management tools (Not Applicable) 

2 Layers and 
Grouping 

Annotations manually organized in 
groups by a member of the research team 

PMI module: 
standard annotation 
views 

3 Filtering Annotations can be filtered based on 
different criteria: content, feature, etc. 

Custom plug-in 
developed in-house 

4 Model’s 
Design Tree 

Interactive visualization using the 
features available in the model’s design 
tree. 

Custom plug-in 
developed in-house 



For participants in group 2, our team decided to create six annotation groups and 
distribute the annotations among these groups. Groups were based on the following 
criteria: annotations that communicate restrictions to the model (i.e. Ensure standard 
metric sizes for all holes), previous changes performed to the model (i.e. Thickness 
increased after initial FEA test results), warnings about modeling actions (i.e. Hole 
distribution defined individually by size. Do not pattern or use symmetry), 
manufacturing notes (i.e. Break all sharp edges to R4), optional elements (i.e. 
Optional for weight control when required), and modeling decisions (i.e. Ribs 
sketched on construction plane. Perpendicularity depends on proper angle of plane). 
The time employed by our team to define and create the annotation groups in the 
model was not considered in our statistical analysis, although it obviously has a 
significant effect on efficiency. 

5. Results 

To statistically evaluate the effect of the various annotation mechanisms, the mean 
time to correctly answer each question in the various mechanism groups were 
compared using a two-sample t-test. These mean times are shown in Table 3 along 
with the standard deviation for each group and question. Group 1, with all annotations 
shown, was designated the control group; the mean answer time for each of the 
questions (and the total) for each other group was compared to group 1. These results 
are also shown in Table 3.  

For all four questions and all three groups, the time required to correctly answer 
the question was statistically significantly lower (α=0.05) than that of group 1. For all 
four questions, the time required was the least for group 4.  

Table 3. Question completion time by group and statistical comparison to Group 1. 

 Group 1 Group2 Group 3 Group 4 

 M 
(SD) 

M 
(SD) 

t 
p 

M 
(SD) 

t 
p 

M 
(SD) 

t 
p 

Question 1  
212.6 
(70.4) 

82.2 
(16.0) 

9.89 
< 0.001 

65.5 
(17.7) 

11.10 
< 0.001 

54.0 
(14.0) 

12.10 
< 0.001 

Question 2 131.3 
(77.0) 

77.0 
(13.3) 

12.48 
< 0.001 

72.5 
(15.2) 

12.91 
< 0.001 

69.5 
(15.8) 

13.36 
< 0.001 

Question 3 310.2 
(168.7) 

168.7 
(26.5) 

21.90 
< 0.001 

169.4 
(46.4) 

14.83 
< 0.001 

153.3 
(33.1) 

21.17 
< 0.001 

Question 4 663.1 
(362.8) 

363.8 
(30.1) 

16.68 
< 0.001 

370.9 
(48.4) 

15.16 
< 0.001 

320.6 
(40.0) 

18.39 
< 0.001 

Total 1317.1 
(690.7) 

690.7 
(50.2) 

21.71 
< 0.001 

678.3 
(72.4) 

21.02 
< 0.001 

597.4 
(70.1) 

23.83 
< 0.001 

 



The total time required to correctly answer all for questions was compared for each of 
the alternative annotation mechanisms. These results are shown in Table 4. There was 
no statistically significant difference in the total time required to answer the questions 
between the mechanisms used for groups 2 and 3. Only Question 1 showed a 
statistically significant difference between groups 2 and 3 (t=3.83; p=< 0.001). In the 
comparison between groups 2 and 4, only Question 3 did not show a statistically 
significant difference (t=1.99; p=0.052). In the comparison of groups 3 and 4, 
Questions 2 (t=0.76; p=0.447) and 3 (t=1.54; p=0.128) did not show statistically 
significant differences between the two mechanisms.  

Although group 4 was the best performer in terms of time to find specific 
annotations, it cannot be concluded that the interaction mechanism used by this group 
is the most efficient in terms of communicating information. In a situation where one 
or more features in the design tree are left unexplored, the potential annotations 
connected to them will never be displayed. Therefore, some relevant information may 
never reach the user. Nevertheless, interactive visualization via the design tree has 
proven successful in reducing visual clutter on screen. 

Table 4. Total time for all questions data comparison. 

 Group 2 Group 3 Group 4 

 t 
p 

t 
p 

t 
p 

Group 1 21.71 
< 0.001 

21.02 
< 0.001 

23.83 
< 0.001 

Group 2 
 0.77 

0.444 
5.93 

< 0.001 

Group 3 
  4.40 

< 0.001 
 

We observed a tendency in a large number of participants in group 4 (interaction 
using the design tree) to click and select surfaces directly in the 3D model (as opposed 
to selecting the feature in the design tree) to try to activate the associated annotations. 
When only one surface of the model is selected, the current version of our prototype 
will only display the annotations that are directly anchored to that surface. However, 
when a feature in the design tree is selected, the tool will show all the annotations 
connected to any of the surfaces in that feature. In our experiments, a number of 
participants did not realize this behavior until after several trials. These actions could 
explain some of the slower times recorded for this group, particularly in the first 
activity. On the positive side, these results can also be interpreted as indicators of a 
more intuitive behavior expected by the user, which can be an important factor to 
consider in future implementations of our prototype. 



6. Conclusions and Future Work 

Our results expose the limitations of current techniques for managing the visual 
clutter created by 3D annotations (even in models with a relatively small number of 
annotations) and confirm the need for intuitive methods to browse and filter 
annotations. As originally anticipated, users that were asked to retrieve information 
from models with no visualization or filtering tools performed statistically 
significantly worse than users with access to annotation management mechanisms.  
On the other hand, filtering and interactive navigation based on the model’s design 
tree are faster and more efficient techniques than organizing the annotations in groups 
or annotation views (as suggested by current standards), especially if time required to 
create the groups and properly distribute the annotations within these groups are taken 
into consideration. 

For our study, we implemented a software prototype that enhances the 
functionalities of standard PMI modules in CAD packages, reduces visual clutter, and 
provides users with a more intuitive and efficient mechanism to interact with 
annotations. In the future, we plan to explore and evaluate other mechanisms and 
interfaces that can be applied to CAD environments. We are interested in analyzing 
the effects of color and other perceptual elements such as annotation size, style, and 
patterns to define more sophisticated strategies that support visual searches. Finally, 
new techniques to simplify the creation and distribution of annotations among layers 
and groups are also desirable. Despite the reduction of clutter observed in our study 
when using annotation layers (group 2), the process of organizing information in 
groups has proven tedious and time consuming. In addition, we could have created 
different groups based on alternative organization criteria, which could have impacted 
user performance and thus provide different outcomes. Ideally, a system that 
performed this task automatically or semi-automatically would potentially provide 
enormous benefits to users of annotated CAD models. 

Finally, our team observed that some of the difficulties experienced by participants 
were related to the two-dimensional nature of standard CAD annotations. Even after 
filtering annotations or hiding unnecessary groups, user interaction was often not 
intuitive, as some information was not visually available when the CAD model was 
rotated. This effect was noticeable when the orientation of the annotation plane 
changed drastically with respect to the viewing plane. Moving from a pure two-
dimensional annotation structure to a system where annotations are readable from any 
angle regardless of the orientation of the CAD model and the position of the 
annotation plane could significantly improve visualization. 
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