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Abstract

In-cylinder pressure analysis is a key tool for engine research and diagnosis and it has
been object of study from the beginning of the internal combustion engines. One of its
most useful application is combustion analysis on the basis of the First Law of Thermo-
dynamics. However, heat release law calculations use the in-cylinder pressure derivative
signal. Hence, the noise is increased and pressure �ltering becomes necessary to remove
high frequency noise, thus allowing for accurate combustion analyses. In this work, a
methodology to set the cut-o� frequency of a low-pass �lter is proposed. Statistical crite-
ria are used to separate the signal from the noise through the calculation of the Discrete
Fourier Transform of several consecutive in-cylinder pressures cycles. Thus, only physi-
cally meaningful information is preserved. The proposed methodology is compared with
some adaptive and non-adaptive algorithms used to select the cut-o� frequencies, and it
shows a good ability to adapt to di�erent engine operating conditions.
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1. Introduction

In the last years, numerous studies aiming at a deeper understanding of the physics
underlying combustion in reciprocating engines have been published. The objective of
such studies is twofold: to diminish pollutant emissions [1] and to increase engine perfor-
mance. In this context, in-cylinder pressure measurement is considered a valuable source
of information during engine development and calibration, as it provides relevant data
such as peak pressure, and indicated and pumping mean e�ective pressures. In-cylinder
pressure analysis can even be used for more complex applications, such as air mass �ow
estimation [2], on-line combustion detection [3], emissions control [4], noise control [5],
heat tranfer [6, 7], etc.

Information is usually obtained from in-cylinder pressure signals by means of heat
release analysis [8, 9], which provide direct information about the instantaneous com-
bustion evolution, thus allowing for a proper characterization of the combustion process.
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Among other possibilities, this characterization permits the adjustment of combustion
laws, usually by means of Wiebe functions, which can be used by engine manufacturers
and researchers in order to estimate the behaviour of the engine with the purpose to
optimize engine design [10, 11]. The net apparent heat release, dQn, can be obtained
from the First Law of Thermodynamics as [9]:

dQn =
γ

γ − 1
p
dV

dt
+

1

γ − 1
V
dp

dt
(1)

where p is the in-cylinder pressure, V is the instantaneous volume and γ is the adiabatic
coe�cient.

It can be seen in (1) that the main experimental input required for heat release
analysis is the measured in-cylinder pressure (and its derivative), so that the accuracy of
the obtained dQn is strongly dependent on the quality of in-cylinder pressure acquisition
and processing.

Although the measurement of in-cylinder pressure has been subject of study since the
beginning of the internal combustion engine, several problems are still present:

1. Pressure referencing, both in absolute level and angular phasing [12�14].

2. Di�erent sources of error a�ecting the quality of the raw pressure signal and its
subsequent analysis [15].

3. Cycle-to-cycle variations, which can be observed even when the engine operates in
steady conditions. This e�ect is due to di�erent causes related with fuel supply, air
motion, trapped mass and its composition [16, 17].

According to the previous comments, a �nite number of cycles (typically between 25
and 100) are acquired and then subject to a four-step data processing consisting of: level
and angle referencing, cycle averaging, and �ltering. In this work, the last two issues are
considered in detail.

The content of the paper is organized as follows. First, a description of di�erent
�ltering techniques used in ICE applications is presented. Then, a short description of
the speci�c test equipment used to obtain the experimental data is given in section 3.
The step-by-step methodology used to select the �lter parameters is described in section
4. The validation of the proposed method in terms of repeatability is presented in section
5. Once the method is validated, it is applied to a representative set of experimental
signals, the results being presented in section 6, in which comparison with other �lters is
also shown. Finally, in section 7, the most relevant conclusions extracted from the work
are summarized.

2. Filtering techniques

Di�erent �ltering techniques may be used to obtain a smooth mean pressure cycle.
Averaging diminishes point-to-point variation due to signal noise, thus becoming an easy,
but usually insu�cient, way to �lter in-cylinder pressure. Another option is the moving
average �lter, but its ability to smooth depends on the sampling interval [18]; additionally,
sharp pressure variations associated with premixed combustion are distorted. Slightly
more complex, but more accurate, procedures are based on the use of least squares �ts,
such as the Savitzky-Golay �lter [19].
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However, digital �ltering must usually be applied if high quality results are required.
Low-pass �lters are widely used as they are suitable for retaining the physical information
useful for combustion analysis while removing high frequency noise. The main problem
associated with low-pass �lters is the determination of the optimum cut-o� frequency
[20, 21], i.e. the frequency above which the noise-to-signal ratio becomes important.
Moreover, the direct elimination of the high-frequency band can cause overshoots in the
pressure signal (the Gibbs e�ect) which cause non negligible problems in the heat release
calculation. This can be mitigated by smoothing the transition with a Hanning window
[18], de�ned between two cut-o� frequencies: the stopband initial frequency, k1 and the
stopband �nal frequency, k2, as shown in (2).

θk =


θk = 1 k < k1

cos
(
π
2 ·

k−k1
k2−k1

)
k1 ≤ k ≤ k2

θk = 0 k > k2

(2)

In most cases, the selection of the cut-o� frequencies are based on ad-hoc methods
and rule-based algorithms. The main objective of this paper is to propose an automatic
methodology allowing to select the values of cut-o� frequencies so that the signal �ltering
of in-cylinder pressure is optimized for combustion analysis. As the methodology is based
on the own signal characteristics, no rule-based criterion is necessary. The performance
of the �lter will be compared with other �lters in order to illustrate the improvement
achievable in terms of heat release. Although the �ltering procedure will be applied to
experimental data from direct injection diesel engines, the proposed approach is easily
adaptable to other engines and measurement con�gurations.

3. Experimental set-up and tests

A sketch of the test cell layout with the basic instrumentation is shown in Figure
1. Measurements were carried out on a high-speed direct-injection 2.0 litre diesel engine
currently in production, whose main characteristics are given in Table 1. The engine was
directly coupled to an electric dynamometer allowing for engine speed an load control.

Mean variables necessary for controlling the engine operating point and also for com-
bustion analysis were acquired at a constant sample rate of 100 Hz with an AVL test
system. In-cylinder pressure was measured in one of the four cylinders by means of
a Kistler 6055B glow-plug piezoelectric transducer connected to a Kistler 5015 charge
ampli�er. Measurements were performed with an angular resolution of 0.5 crankangle
degrees and a Yokogawa DL708E oscillographic recorder was used. The pressure sensor
was calibrated according to the usual method [22] based on a quasi-steady calibration
by means of a deadweight tester with NPL and NIST traceability. With this procedure,
the relative error obtained from the calibration of the transducer was ±0.7%.

Table 2 summarizes the tests used for illustrating the results of the proposed method-
ology, which include a wide variety of engine operating conditions: motored tests at dif-
ferent engine speeds and also several combustion tests with di�erent engine speeds and
loads.
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4. Methodology for the determination of the cut-o� frequencies

The method used to determine the cut-o� frequencies is based on the quali�cation of
the frequencies according to their noise-to-signal ratio. The procedure is as follows:

1. The starting point is the raw in-cylinder pressure signal measured during nc con-
secutive cycles at ns samples per cycle. Neither the reference level nor the sensor
sensitivity are required at this point, since the �rst only a�ects the signal mean
value while the second is just a linear conversion.

2. The Discrete Fourier Transform, DFT, is applied to all the consecutive cycles, thus
obtaining nc · ns complex numbers, Ai, given by:

Ai = ARe
i + jAIm

i with i = 1, 2...nc · ns (3)

corresponding to the frequencies, fi, given by:

fi =
i−1
nc·ns

fs =
i−1
nc
f0 with i = 1, 2...nc · ns (4)

where fs is the sampling frequency and f0 is the frequency of the engine thermo-
dynamic cycle. For convenience, the frequency fi is normalized by dividing it by
f0:

fni = fi
f0

= i−1
nc

with i = 1, 2...nc · ns (5)

where fni is the normalized frequency of the i-th harmonic.

3. Two kind of harmonics can be now considered in the spectrum:

(a) On one hand, those harmonics for which fni is a natural number. These
harmonics will be called basic harmonics because they contain the main in-
formation on the average cycle, which will be denoted as:

Sk = SRe
k + jSIm

k with k = 1, nc + 1, 2nc + 1...(ns − 1)nc + 1 (6)

As it can be seen in the top part of Figure 2, the amplitude of Sk is higher
than that of the rest of harmonics at low and middle frequencies (normal-
ized frequencies lower than 50), where the main contribution of compression-
expansion and combustion to the signal is found.

(b) On the other hand, in the bottom part of Figure 2, it can easily be seen that
between two consecutive basic harmonic there are nc− 1 non-basic harmonics
with a lower gain (at least at low an middle frequencies) which may be regarded
as noise:

Nk,m = NRe
k,m + jN Im

k,m = A(k−1)·nc+m+1 with

{
k = 1, 2...ns
m = 1, 2...nc − 1

(7)

The next step is to assign to each basic frequency the noise associated with its
neighbouring frequencies. This is accomplished by assuming that all the non-basic
harmonics between two consecutive basic harmonics represent the noise related to
the �rst basic harmonic of the range, as indicated in the bottom part of Figure 2.
At this point one has ns sets of harmonics consisting of one basic harmonic and its
nc − 1 associated noise harmonics:
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{Sk, {Nk,m}} with

{
k = 1, 2...ns
m = 1, 2...nc − 1

(8)

For each k, the mean value of the nc− 1 harmonics {Nk,m} will be denoted as Nk;
where Nk = NRe

k + jN Im
k .

4. The statistical method applied to determine the values of the cut-o� frequencies
is as follows: for each k, it is assumed that both the real and imaginary parts of
Sk and its associated noise {Nk,m} are independent variables whose populations
follow a Gaussian distribution. Accordingly, for the real part of the harmonics one
may write:

SRe
k ≡ N(ŜRe

k , σRe
k )

NRe
k ≡ N(0, σRe

k /
√
nc − 1)

}
with k = 1, 2...ns (9)

where ŜRe
k is the real mean value of the real part of the basic harmonic at frequency

fk, and σ
Re
k is the standard deviation of the real part of the noise harmonics, which

is assumed to be equal [23] for Sk and Nk, because they are a�ected by the same
error sources. It is important to highlight that the real values ŜRe

k and σRe
k are

unknown and only their respective estimates SRe
k and sRe

k are available. Notice in
(9) that the mean value of the real part of the noise harmonics is zero, as stated
above.
At this point the key issue is to determine whether or not ŜRe

k is statistically
di�erent from the noise Nk,m. Following the steps detailed in the appendix, a
simple statistical analysis was performed to ensure that the mean value of the real
part of the basic harmonics ŜRe

k and the mean value of the imaginary part of the

basic harmonics, ŜIm
k , lie within the con�dence intervals:(

SRe
k −NRe

k

)
± sRe

k · t
α/2
nc−2

√
nc/(nc − 1)(

SIm
k −N Im

k

)
± sImk · t

α/2
nc−2

√
nc/(nc − 1)

(10)

with a probability (1− α); here, the symbol t represents a Student's distribution,
sImk denotes the sample variance of the imaginary part of {Nk,m}. The two con�-
dence intervals de�ned by (10) determine a rectangular area in the complex plane,
in which the real mean value of the k-th basic harmonic is comprised with a prob-
ability (1− α).
The cut-o� frequencies k1 and k2 are chosen with the criterion that the con�dence
rectangles in the complex plane obtained with a probability of 98% and 80%, re-
spectively, contain the origin. These conditions are equivalent to state that there
is no statistical di�erence between the signal and the noise at a given frequency.
Figure 3 shows an example of the determination of k1. The complete spectrum is
plotted in the top part of Figure 3 while in the bottom part two con�dence rect-
angles, one corresponding to a harmonic, S43, which does not ful�l the conditions
(10) and the other to �rst harmonic for which the conditions are accomplished, are
plotted. In this case, the normalized cut-o� frequency is k1 = 44.

At this point, two processings are applied to the signal spectrum in order to obtain
a �ltered mean cycle: on one hand, signal averaging is performed by selecting only the
basic harmonics, and on the other hand high frequency signal noise is eliminated by
applying the described low-pass �lter.
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5. Method repeatability

The �rst issue explored was the repeatability of the methodology with a double pur-
pose: a reasonable repeatability must be ensured in view of the �nal application of the
methodology, and repeatability can be used as a criterion for determining the minimum
size of the sample to be considered.

Sets of 25 consecutive cycles were acquired for given engine operating conditions.
Then the set was divided into di�erent subsets, with sizes ranging from 5 consecutive
cycles to 25, and shifting the initial cycle considered. Hence, for each subset size di�erent
subsets were available, and error metrics could be determined.

Figure 4 shows the mean value and the standard deviation of k1 and k2 obtained when
changing the number of consecutive cycles considered. Frequency k1 exhibits a clear
trend to stabilization: for 13 or more cycles, its mean value reaches a value of 70, and
the standard deviation also reaches a quite constant value below ±1. Such a statistical
analysis allows, for �xed operation conditions, to determine the number of cycles to be
considered: in this case 13 cycles. Nevertheless, since this characteristic depends on the
engine and the operating conditions, it is not possible to derive an absolute rule, but
only a procedure.

Concerning k2, a more erratic behaviour is observed. In this case, the standard
deviation does not decrease when the number of cycles is increased. However, the mean
value is quite constant for all repetitions, and also this cut-o� frequency has a moderate
in�uence within its variation interval, as it is demonstrated in Figure 5. Hence, it was
decided to choose the number of cycles uniquely on the basis of the behaviour of k1, thus
neglecting the in�uence of the sample size on k2.

Finally, the proposed methodology was compared with the direct averaging of the sig-
nal, as shown in Figure 6. It is interesting to note that the pressure signal spectra clearly
depend on the engine load, but not monotonically: the advisable cut-o� frequency for
the 25% load condition almost triplicates the value of that obtained at full load operation
(212 vs. 72 harmonics), while pressure in motored conditions shows a lower value (51
harmonics). This important variation is due to the characteristics of the combustion de-
velopment. In the low frequency region (approximately the �rst 25 basic harmonics) the
three signals show a similar behaviour, because this part of the spectra is essentially dom-
inated by the compression-expansion e�ects. The middle frequency region is the most
important part regarding combustion, whereas the �lter completely eliminates the high
frequency contents attributed to noise. Slight di�erences between averaged and �ltered
spectra can be seen in the �lter transition band (normalized frequencies between 70 and
80 at full load) due to the �lter characteristics. When comparing the reconstructed in-
cylinder pressure no signi�cant di�erences could be appreciated in all the cases; however,
the high frequency content strongly a�ect, except in motoring conditions, the in-cylinder
pressure derivative, which is used for calculating the heat release law, and it is veri�ed
that the proposed methodology is able to smooth the signal with an automated selection
of the �ltering cut-o� frequencies.

6. Filter application

Once the �ltering methodology was validated in terms of repeatability, its perfor-
mance has been compared with other available �lters in di�erent engine operating con-
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ditions (see Table 2). The advantage of the adaptive method is expected to be clear in
combustion tests (see section 5), where the rates of heat release obtained with an in-house
thermodynamic model [24] will be used.

First, Figure 7 shows the spectra (left) obtained from the averaged signal and three
di�erent Savistzky-Golay �lters [19], using a cubic polynomial �tting where the numbers
in the legend indicate the number of points, np, used for signal �tting. Two important
conclusions can be drawn:

� The higher is np, the lower is the high frequency noise of the rate of heat release.
However, as np increases the Savistzky-Golay �lter also a�ects the mid and low
frequencies which contain signi�cant information on combustion. It is thus very
di�cult to remove e�ciently the noise while retaining the combustion information.
For the test shown in Figure 7, the noise is well removed with np = 27, but the
combustion peak is also smoothed. This behavior is critical in case of sharp heat
release peaks such as those found in premixed combustions. Therefore, smoothing
methods that are not frequency sensitive are not recommendable.

� Even in case that a suitable balance could be reached between noise removal and
physical information conservation, the optimal �lter parameter np could be very
di�erent at other operating points, so that a general rule to set it cannot be for-
mulated.

Two digital �lters were selected to perform the comparison with the proposed ap-
proach:

1. A mapped cut-o� frequency �lter proposed by Martín [25], which used a criterion
based only on engine speed, varying k1 linearly from 210 at 1250 rpm to 114 at 4000
rpm, and setting k2 = k1 +60. However, the frequency band of the pressure signal
can vary signi�cantly at di�erent operating conditions and not only on engine speed.
As an example, in Figure 8 the k1 values obtained with the proposed methodology
in tests performed at di�erent engine speeds and loads are shown, and signi�cant
variations can be observed.

2. An adaptive �lter proposed by Kosarev [23], in which it is assumed that the right
half of the spectrum is noise; the cut-o� frequency is set so that the ratio between
the harmonic level and the standard deviation of the noise is unity.

Figure 9 shows the rate of heat release obtained with the three methods at 1750
rpm. At low load, the proposed �lter behaves similarly to the Kosarev �lter, despite the
important di�erence in their cut-o� frequencies. This di�erence is due to the criterion
used to determine when the signal and the noise have similar gains. The proposed
method seems to underestimate k1 since normalized frequencies between 175 and 260,
in which the basic harmonics show an increment, are removed. However, the e�ect is
almost negligible, a possible explanation being that in both cases k1 coincides with a
minimum of the spectrum and thus the Gibbs e�ect is attenuated. This justi�cation is
con�rmed by the results of the �xed cut-o� frequency �lter, in which an intermediate
k1 is used with worse performance than for the two adaptive �lters, showing a higher
oscillation level during the pilot combustion. Finally, at high load the proposed �lter is
able to eliminate the oscillations associated with the excessive value of k1 provided by
the other two �lters.
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Figure 10 shows the rate of heat release obtained from an engine speed sweep at
full load and a load sweep at 1750 rpm. As it can be seen, even though quite di�erent
combustions take place the proposed methodology is able to adapt properly the �lter
parameters to all the operating conditions. In particular, very small oscillations remain
in the combustion laws. Regarding the other �lters , it has been checked (not plotted)
that their performance is similar to that indicated by the results previously shown: the
Savistzky-Golay �lter does not behave suitably in most of the cases, the mapped cut-o�
frequency �lter behaves in a reasonable way only for some operating conditions, and the
performance of the adaptive Kosarev �lter is similar, but not better in any case, than
that of the proposed �ter.

7. Conclusions

A methodology for automatically determining cut-o� frequencies for the �ltering of
the in-cylinder pressure signal of internal combustion engines has been presented. The
methodology is based on the statistical analysis of the DFT representation of the sig-
nal: signal-to-noise ratio is identi�ed and used for detecting the frequency where the
contribution of the noise equals that of the signal.

The proposed method exhibits a high repeatability and it is able to adapt suitably
the cut-o� frequencies to the bandwidth of the pressure signal. Hence, the methodology
can be used for the full operating engine range, without the need of additional manual
settings. The proposed �lter has been compared with other �lters, both adaptive and
non-adaptive. It has been demonstrated that the ability of the �lter to set automatically
the cut-o� frequencies is an important issue, and that the performance of the proposed
approach is clearly better than that of the classical �xed �lters and rule-based �lters.
The results obtained have been shown to be similar to those given by another adaptive
in most operating points; however, the criterion used in the proposed �lter appears to be
more robust in some cases, and oscillations in the rate of heat release are better removed.
This allows for a more precise analysis of the combustion process and for obtaining more
accurate combustion laws.

In addition, it has been shown that the statistical analysis of the cut-o� frequency
for di�erent numbers of measured cycles can be used for the automatic selection of the
number or cycles to be measured, thus optimizing the size of the sample.

Acknowledgements

The authors thank the Universidad Politécnica de Valencia (PAID-06-09) and Gen-
eralitat Valenciana (GV/2010/045) for its valuable support to this work.

[1] A. Broatch, J.M. Luján, S. Ruiz, P. Olmeda, Measurement of hydrocarbon and carbon monoxide
emissions during the starting of automotive DI Diesel engines, Int. J. Automot. Technol. 9 (2008)
129-140.

[2] J.M. Desantes, J. Galindo, C. Guardiola, V. Dolz, Air mass �ow estimation in turbocharged diesel
engines from in-cylinder pressure measurement, Exp. Therm. Fluid Sci. 34 (2010) 37-47.

[3] J.M. Luján, V. Bermúdez, C. Guardiola, A. Abbad, A methodology for combustion detection
in diesel engine through in-cylinder pressure derivative signal, Mech. Syst. Signal Pr. 24 (2010),
2261-2275.

[4] M. Beasley, R. Cornwell, P. Fussey, R. King, A. Noble, T. Salamon, A. Truscott, Reducing diesel
emissions dispersion by coordinated combustion feedback control, SAE paper 2006-01-0186 (2006).
doi: 10.4271/2006-01-0186

8



[5] F. Payri, A. Broatch, B. Tormos, V. Marant, New methodology for in-cylinder pressure analysis
in direct injection diesel engines - application to combustion noise, Meas. Sci. Technol. 16 (2005)
540-547.

[6] A.J. Torregrosa, P. Olmeda, J. Martín, C. Romero A Tool for Predicting the Thermal Performance
of a Diesel Engine. Heat Transf. Eng., doi: 10.1080/01457632.2011.548639 (2011).

[7] J.M. Desantes, A.J. Torregrosa, A. Broatch, P. Olmeda, Experiments on the in�uence of intake
conditions on local instantaneous heat �ux in reciprocating internal combustion engines, Energy
36 (2011), 60-69.

[8] M. Lapuerta, O. Armas, J.J. Hernández, Diagnosis of DI diesel combustion from in-cylinder pres-
sure signal by estimation of mean thermodynamic properties of the gas, Appl. Therm. Eng. 19
(1999) 513-529.

[9] J.B. Heywood, Internal Combustion Engine Fundamentals, McGraw-Hill, New York, 1988.
[10] M. Torres Garcia, F.J. Jiménez-Espadafor Aguilar, J.A. Becerra Villanueva, E. Carvajal Trujillo,

Analysis of a new analytical law of heat release rate (HRR) for homogenous charge compression
ignition (HCCI) combustion mode versus analytical parameters. Appl. Therm. Eng. 31 (2011)
458-466

[11] J. Galindo, H. Climent, B. Plá, V.D. Jiménez. Correlations for wiebe function parameters for
combustion simulation in two-stroke small engines, Appl. Therm. Eng. 31 (2011), 1190-1199.

[12] K. Lee, M. Yoon, M. Sunwoo, A study on pegging methods for noisy cylinder pressure signal, Con.
Eng. Prac. 16 (2008) 922-929.

[13] H. Chang, Y. Zhang, L. Chen, An applied thermodynamic method for correction of TDC in the
indicator diagram and its experimental con�rmation, Appl. Therm. Eng. 25 (2005) 759-768.

[14] E. Pipitone, A. Beccari, Determination of TDC in internal combustion engines by a newly devel-
oped thermodynamic approach, Appl. Therm. Eng. 30 (2010) 1914-1926.

[15] D.T. Hountalas, A. Anestis, E�ect of pressure transducer position on measured cylinder pressure
diagram of high speed diesel engines, Energy Conv. Manag. 39 (1998) 589-607.

[16] F. Payri, J.M. Luján, C. Guardiola, G. Rizzoni, Injection diagnosis through common-rail pressure
measurement, Proc. Inst. Mech. Eng. Part D-J. Automob. Eng. 220 (2006) 347-357.

[17] J.M. Luján, J. Galindo, J.R. Serrano, B. Pla, A methodology to identify the intake charge cylinder-
to-cylinder distribution in turbocharged direct injection diesel engines, Meas. Sci. Technol. 19,
065401 (2008).

[18] S.X. Shi, H.Z. Sheng, Numerical simulation and digital signal processing in measurements of
cylinder pressure of internal combustion engines, Proc. Inst. Mech. Eng. International Conference
on Computers in Engine Technology (C345) C20/87 (1987) 211-218.

[19] A. Savitzky, M.J.E. Golay, Smoothing and di�erentiation of data by simpli�ed least squares pro-
cedures, Anal. Chem. 36 (1964) 1627-1639.

[20] F. Payri, F.M. Luján, J. Martín, A. Abbad, Digital signal processing of in-cylinder pressure for
combustion diagnosis of internal combustion engines, Mech. Syst. Signal Pr. 24 (2010), 1767-1764.

[21] G. Giakas, V. Baltzopoulos, Optimal digital �ltering requires a di�erent cut-o� frequency strategy
for the determination of higher derivatives, J. Biomech. 30 (1997) 851-855.

[22] J. Tichy, G. Gautschi, Piezoelektrische Messtechnik, Springer Verlag, Berlin, 1980.
[23] E.L. Kosarev, E. Pantos, Optimal smoothing of 'noisy' data by fast Fourier transform, J. Phys. E:

Sci. Instrum. 16 (1983) 537-543.
[24] F. Payri, S. Molina, J. Martín, O. Armas, In�uence of measurement errors and estimated param-

eters on combustion diagnosis, Appl. Therm. Eng. 26 (2006) 226-236.
[25] J. Martín, Aportación al diagnóstico de la combustión en motores Diesel de inyección directa,

Editorial Universidad Politécnica de Valencia, Valencia (Spain), 2007.

9



Figures

Figure 1: Measurement chain layout in the engine test bench.
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Figure 2: Complete Fourier spectrum of 25 cycles (top) and noise attribution scheme for the DFT
components of the signal (bottom).
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Figure 3: Fourier spectrum of the 1000 rpm and motored (top) and an example of the determination of
k1 using equations (11) and (12).
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Figure 4: Mean value of the cut-o� frequencies (black) and their standard deviation (grey) attending the
number of cycles considered, where the top part corresponds to initial frequency k1 and bottom part to
the �nal frequency k2. Data corresponds to test of 2000 rpm and full load.
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Figure 5: E�ect of varying k2 for a �xed value of k1 on Fourier spectrum (top), pressure (medium) and
pressure derivative (bottom).
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Figure 6: Filter application at 2000 rpm and three di�erent loads: motored (top), 25% load (centre) and
full load (bottom). k1 cutt-o� frequencies are: 51, 212 and 72 respectively.

15



0 100 200 300 400 500

Normalized frq. [fi/f0]

10
-2

10
-1

10
0

10
1

10
2

10
3

10
4

A
m

p
lit

u
d

e
 [

b
a

r]
Mean

G05

G11

G27

0 15 30 45

CAD

0

20

40

60

80

100

d
Q

n
 [
J
/º

] 1750_50%

Figure 7: Fourier spectra (left) and rate of heat release (right) at 1750 rpm and 50% load obtained with
the Savitzky-Golay �lter using di�erent number of points.
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Figure 8: Cut-o� frequencies for di�erent engine speeds and loads.

17



Figure 9: Fourier spectra (left) and rate of heat release (right) at 1750 rpm and 10% load (top) and full
load (bottom) obtained with a mapped, Kosarev �lter (KS) and the proposed �lter.
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Figure 10: Rate of heat release at di�erent operating points applying the proposed methodology.
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Tables

Displaced volume 2.0 l
Cylinders 4
Bore 84 mm
Stroke 90 mm
Connecting rod length 143.5 mm
Compression ratio 16:1
Maximum power 125 kW

Table 1: Main engine characteristics

Speed Load
[rpm] [%]

1000-5000 0 (motoring)
1000 100
1500 5, 30, 100
1750 10, 50, 100
2000 25, 100
2500 30, 50, 100
3000 44, 100

Table 2: Experimental tests
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Annex: description of the statistical methodology

Consider a set of harmonics composed of one basic harmonic and its nc−1 associated
noise harmonics:

{Sk, {Nk,m}}k with

{
k = 1, 2...ns
m = 1, 2...nc − 1

(11)

To determine whether or not the basic harmonic is statistically di�erent from the
noise harmonics the following process is followed.

As justi�ed both the real and imaginary parts of Sk (signal) and its associated noise
{Nk,m} are independent variables which populations follow a Gaussian distribution. For
the real part of the harmonics the expression (9) was proposed. As the di�erence of two
Gaussian distribution is also a Gaussian distribution:

SRe
k −NRe

k ≡ N(ŜRe
k , σRe

k

√
nc/(nc − 1)) with k = 1, 2...ns (12)

Standardising it is obtained:(
SRe
k −NRe

k − ŜRe
k

)
/σRe

k

√
nc/(nc − 1) ≡ N(0, 1) with k = 1, 2...ns (13)

and thus, ŜRe
k is in the con�dence interval(

SRe
k −NRe

k

)
± Zα/2 · σRe

k

√
nc/(nc − 1) (14)

with a probability (1− α), being Zα/2 the probability of a Gaussian distribution.
Taking into account that the ratio between the sample variance s2k and the population

variance σ2
k of a Gaussian distribution follow a χ2 distribution, the following expressions

can be written:

(nc − 2)
(
sRe
k /σRe

k

)2 ≡ χ2
nc−2 (15)

where sRe
k is the sample variance of the real part of {Nk,m}.

Considering the de�nition of the Student's t distribution, the following expression can
be found from (13) and (15):(

SRe
k −NRe

k −mRe
s

)
/σRe

k

√
nc/(nc − 1)√

(nc − 2)
(
sRe
k /σRe

k

)2
/ (nc − 2)

≡ tnc−2 (16)

thus, the mean value of real part of the basic harmonics population, ŜRe
k , is in the

con�dence interval (
SRe
k −NRe

k

)
± sRe

k · t
α/2
nc−2

√
nc/(nc − 1) (17)

with a probability (1− α).
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