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#### Abstract

This paper presents a way to estimate the difficulty and discriminating power of any task instance. We focus on a very general setting for tasks: interactive (possibly multi-agent) environments where an agent acts upon observations and rewards. Instead of analysing the complexity of the environment, the state space or the actions that are performed by the agent, we analyse the performance of a population of agent policies against the task, leading to a distribution that is examined in terms of policy complexity. This distribution is then sliced by the algorithmic complexity of the policy and analysed through several diagrams and indicators. The notion of environment response curve is also introduced, by inverting the performance results into an ability scale. We apply all these concepts, diagrams and indicators to two illustrative problems: a class of agent-populated elementary cellular automata, showing how the difficulty and discriminating power may vary for several environments, and a multi-agent system, where agents can become predators or preys, and may need to coordinate. Finally, we discuss how these tools can be applied to characterise (interactive) tasks and (multi-agent) environments. These characterisations can then be used to get more insight about agent performance and to facilitate the development of adaptive tests for the evaluation of agent abilities.


Keywords Environment difficulty • agent evaluation $\cdot$ discriminating power $\cdot$ agent policy $\cdot$ algorithmic information theory • universal psychometrics • reinforcement learning • elementary cellular automata.

## 1 Introduction

Determining the difficulty and the discriminating power of a task or problem instance is a fundamental issue in many disciplines and applications. It is especially necessary for the evaluation of natural and artificial systems, as usually done in psychometrics, animal cognition and artificial intelligence [36]. The capabilities of a system, agent or technique are given by the kinds and difficulty of the tasks it can solve. Tests (mostly in comparative psychology and psychometrics) and competitions (mostly in artificial intelligence $[59,1,24]$ ) are usually designed to cover some range of capabilities and difficulties, and efforts are made to include tasks that are most informative. In this sense, tasks become discriminating if they can be solved by some agents (or techniques) but not by others. As a result, it is of utmost importance to precisely determine not only the types of tasks that are used to build tests and benchmarks but also their difficulty and their discriminating power. Unfortunately, the measures of difficulty and discriminating power in artificial intelligence are usually estimated in an informal way, blurred or not considered at all. In fact, it is not always well understood that difficulty is associated with the expected result for a set of agents while discriminating power is associated with the variability of the results for a set of agents.

The analysis of difficulty and discriminating power has been a recurrent issue in psychometrics. Item Response Theory (IRT) [19], for instance, is a well-founded approach in psychometrics where the difficulty (in terms of response curves) for each item is used to construct more effective tests, in order to derive

[^0]scores and to obtain reliability measures. The "difficulty" of an item or task is generally (but not always) calculated with the results of previous tests on the same population, and not as a result of an underlying theory of the intrinsic problem difficulty of the task at hand. In artificial intelligence, the emphasis has not usually been put on evaluation, but on the development of intelligent systems. Nonetheless, some domain-specific tests and benchmarks have usually been designed by including problem instances of various difficulty levels. In the end, the use of tasks of previously known difficulty and discriminating power is crucial to make testing effective, and get an accurate result with a minimum amount of tasks and time.

In more general terms, the concepts of complexity and difficulty appear in almost every field of science: physics, biology, psychology, (algorithmic) information theory, complex system theory, evolutionary computation, cryptography and many other fields. The analyses and measures are so diverse that any comprehensive account is far beyond any survey, although we will give some pointers in the next section. The reason of such a diversity is due to the very different elements whose complexity we may be interested in (physical phenomena, life forms, bit strings, algorithms, reasoning processes, etc.) and also the different purposes (understanding phenomena, developing new methods or just measuring individuals). In fact, it is when we talk about agents (or any other kind of cognitive system) that we use the word 'difficulty' instead of 'complexity', as suggesting that 'difficulty' is a relative (cognitive) issue. In other words, complexity is usually associated with the problem (statement and solution) and difficulty is usually associated with the way or method to go from statement to solution.

In this paper, we focus on the analysis of difficulty (and discriminating power) for a particular (but ultimately general ${ }^{1}$ ) setting. We concentrate on an interactive scenario, where an agent interacts with an environment through actions and observations. We consider (possibly infinite) tasks where performance is evaluated in terms of rewards (or a utility function, which can represent the degree of achievement of a goal). This is in line with many approaches for cognitive system evaluation in psychology, animal cognition and artificial intelligence, most especially in the reinforcement learning setting, in game theory and in multi-agent systems. In the context of agent-environment interaction, the task is represented by the environment and the good 'solutions' are given by sequences of actions that maximise rewards. Several studies in artificial life and multi-agent systems have focussed on the way in which small changes can affect the behaviour of the system in terms of cycles, deadlocks, etc. (see, e.g., [20]). However, this analysis has not usually been extended to the sensitivity and influence on agent performance (in terms of the probability of goal achievement or expected reward) after minor changes on the environment (or the inclusion of other agents). This sensitivity on performance results is closely related to the problem of difficulty we want to address here.

Apart from rewards, we focus on a second dimension: policy complexity. Actions are the result of a policy, which determines a behaviour in general. The central idea of this paper is to put the emphasis on behaviours, rather than actions. So taking these two dimensions into account (rewards and policies), we highlight the issue that the aggregated rewards for the possibly infinite set of policies may be distributed in many different ways. As we will see, the study of these distributions plays a crucial role in the estimation of task difficulty. Another distinctive feature of our approach is that we will assess environment difficulty using algorithmic information theory [50] (by estimating the Kolmogorov complexity of each policy) in order to (1) evaluate the information content of the policy, (2) make the complexity measure more independent of the representation language, due to the invariance theorem ${ }^{2}$, and (3) consider all (or many of) the alternative (but equivalent) expressions of the same policy, so making the estimation more robust, as with Solomonoff's algorithmic probability (this is exploited by the coding theorem method $[14,64]$ ).

So, the main idea of this paper is that we look at environment difficulty from the standpoint of the agent policies, by calculating their complexity. We do not estimate the complexity of the environment (including or not the rest of agents, when it is a multi-agent system). We do not estimate the complexity of the solution either (the sequence of actions). Instead, we estimate the complexity of the policies, using a policy description language (an agent language) and compressing each program. As a result, we evaluate

[^1]the difficulty of an environment by observing the distribution of policies in terms of their Kolmogorov complexity and their aggregated reward. The most straightforward analysis of the distribution may just look at the frequency of simple policies achieving good results. In other words, we could start with the following simple 'maxim': "If the environment produces good results for many simple policies then it is easy. Otherwise, it is difficult'. After this starting point, we will also derive other more robust indicators, functions and graphical tools from this distribution, in order to say when an environment is more or less difficult. Also, we will investigate whether the environment is discriminating, not only in the beginning but after a random walk or after other policies. This notion is crucial in the context of evaluation, as an environment or task for which all policies of a given complexity scale fail is useless to discriminate between different methods around that scale.

We understand that problems are addressed by policy-searching methods that try many policies. This interpretation is crucial, as AI systems do not restrict themselves to just one policy, especially when we refer to learning agents or systems that explore many policies (such as evolutionary techniques). Some policies may be more successful than others, and some may be easier to find, explore or implement than others. Difficulty and discriminating power are derived from these two concepts: the expected policy quality, which will be formalised as expected reward, and policy weights, which will be formalised as a complexity and policy distribution. This leads to the study of this landscape of policies where policysearching methods struggle. So the goal of this paper is to develop new theoretical and graphical tools to analyse the difficulty and discriminating power of a given problem based on a population of solving policies, which are developed from a common language and analysed in terms of their distribution and complexity. While the approach is illustrated in the context of interactive systems using rewards, the techniques are applicable to the analysis or development of AI systems and multi-agent systems. In particular, environments can be characterised by their response curves and so arranged as a battery of tasks that can be used to perform more efficient and accurate evaluation protocols, benchmarks and competitions through adaptive testing.

The rest of this paper is distributed as follows. Section 2 shortly reviews some of the many different ways of measuring complexity that have appeared in the literature, distinguishing those that look at the problem (statement or solution), at the search space, at the population of solvers or other competing agents. Also, several notions of difficulty and discriminating power are introduced, as well as the basic definition of multi-agent system we will work with throughout the paper. Section 3 analyses the whole distribution of policy complexities and aggregated rewards, using graphical tools, summary indicators and adapting the notion of response function, which finally leads to some general indicators of difficulty and discriminating power. Section 4 introduces a case study with a minimalistic environment class based on agent-populated elementary cellular automata and a very simple agent policy language. Using them, we show the distribution of rewards according to policy complexity, calculate their indicators and plot their response functions. Section 5 illustrates the applicability of distribution plots and response functions with a different multi-agent environment, which includes some cooperative and competitive features, and is analysed in terms of homogeneous and heterogeneous collectives and in terms of competing individuals. Section 6 discusses how this approach relates to other kinds of complexity and develops the issue of more abstract policy languages and their limitations. As a take-home message, section 7 distils a step-by-step procedure that describes how the approach that is presented in this paper can be (systematically) applied to the evaluation of environments. Finally, section 8 analyses the general applicability for the assessment of artificial agents in (multi-agent) environments and other areas of AI and explores avenues for future work. The appendix includes some proofs.

## 2 Background

There is a plethora of points of view around the notion of 'problem difficulty' and related terms such as 'task complexity' or 'instance hardness'. We will shortly review some of them. Instead of arranging them according to their origin: psychometrics, computer science, complexity theory, biology, etc., we will group the approaches in the literature according to what they look at in order to see how they establish measures of difficulty or discriminating power.

### 2.1 Looking at the problem

The first distinction that we need to do is between problem class difficulty and problem instance difficulty. In computational complexity theory [17], the focus is usually put on class complexity, e.g., the behaviour of an algorithm for all possible inputs, in terms of the time (or space) that an algorithm takes to solve a problem or to decide whether an object belongs to a set. Nonetheless, the notion of instance complexity has also been considered, related to the concept of average-case computational complexity, developed by Leonid Levin in the 1980s [49], which is of course related to the more general notion of average-case performance of algorithms (see, e.g., [43]). However, the point of view is the time (or space) that a given algorithm (or the best possible algorithm ${ }^{3}$ ) requires to solve a problem instance, such as quicksort being faster for an almost sorted instance than a randomly sorted one. Hence, it is not about the intrinsic complexity of the problem instance, e.g., sorting "acfgdbe". One of the most insightful approaches is the analysis of the SAT problem (and variants), since they cover (by reduction) a wide range of algorithmic problems, and the features that make a problem difficult or not have been explored in the past decades [25,40], but many questions still remain.

Here we are interested in instance difficulty, from the point of a view of cognitive agent evaluation (running whatever algorithm or policy). This stance has been taken by psychology and other cognitive sciences, where there is an old history of approaches using the concept of working memory or the number of elements that must be considered at the same time in order to solve a problem [55, 4, 28, 6$]$. Note that this is about the complexity of figuring out the solution in terms of other components the subject already knows, but needs to combine. In this line, and closely related to the emerging field of artificial intelligence, Simon and Kotovsky explored, for decades, "the problem space of difficulty" [58, 44]. However, most of these views of difficulty have been anthropocentric. The use of these measures for non-human subjects (especially for machines) may be misleading since it has been shown that many tasks that are very difficult for humans are very easy for state-of-the-art machines and vice versa [16].

A more mathematical (and computational) approach for associating complexity with the number (or the size) of items that are necessary to explain a concept (or solve a problem) is now known as algorithmic information theory (also known as Kolmogorov complexity [50]). As a result, in the past forty years, the difficulty of solving a particular task has been occasionally related to its Kolmogorov complexity. This relation has been especially advocated for in inductive inference, because it makes sense to look at the length of the shortest pattern explaining the evidence, and this length seems to determine the difficulty of the problem. However, the relation is, at most, unidirectional ${ }^{4}$, and not always intuitive ${ }^{5}$. Several alternatives, such as Levin's $K t$ [48], logical depth [10], effective complexity [5], computational depth [3], sophistication [11], and others (see [50, chap. 7]), have been proposed instead, where not only the solution of the problem (the pattern) is analysed but also how difficult it is to extract that solution from the evidence. These proposals are generally conceived for the evaluation of (static) objects but some of them can also be used for quantifying difficulty in sequential inductive problems. For instance, a variant of $K t$, known as intensional complexity, accurately captured the difficulty humans found on IQ test series problems [38,30]. Outside induction, the idea of instance complexity [56][50, sec. 7.4] has also been developed with the use of algorithmic information theory, in front of the classical view of problem class complexity mentioned above. For other kinds of problems, such as general inductive and deductive problems, $[32,31]$ also explored the use of algorithmic information theory, by considering the information gain from the problem to the solution.

The above approaches have mostly focussed on static or (at most) sequential problems. When we move to the evaluation of natural or artificial agents, we need to address the estimation of the difficulty of interactive tasks, or environments, where subsequent input is affected by the agent's actions. Here, we usually consider other interactive elements as well, other than actions and observations, such as a score or a reward. In reinforcement learning, for instance, the difficulty of a problem depends on the goal but also on the way that rewards are produced (continuously or not, and according or not to the ultimate

[^2]goal). The evaluation of interactive environments is more challenging. For instance, each action leads to a different (sub)environment, so the results may be very sensitive to an early calamitous or auspicious action, as in the heaven-or-hell environment [60, sec. 3.2]. This is why some works (in the context of evaluation) have advocated for ergodic environments [45], where the agent can always recover from a local 'hell' or 'heaven'. Yet another issue is that estimating the reward of a policy may take many steps (and repetitions) in the environment. Difficulty and, most especially, discriminating power are strongly affected by the issue of environment responsiveness. Some environments can be unresponsive from the very start. This makes them very 'difficult' (if they start in a 'hell' state), but of low interest as they do not have any discriminating power. In the end, environment unresponsiveness can be caused by many different reasons, such as the inability or impossibility of increasing rewards (even though the agent can still do a variety of actions), the impossibility of taking actions (a trap) because a collision against some system rules or the collision against the actions of other agents, just because the environment has become chaotic due to a highly random behaviour of the system, or, in multi-agent systems, when environments become too crowded or full of random agents. The existence of so many causes for unresponsiveness suggests that a better way to address this issue may be in terms of discriminating power, with a more global view of how policies affect rewards.

Despite all these problems, many works on reinforcement learning, agents and robotics have considered specific ways of approximating difficulty. Typically, the mere 'size' of the problem (e.g., maze size, [62]) or the state space [52], have been used as approximations of the 'difficulty' of an environment. However, these approaches are usually domain-specific and are prone to a series of problems because difficulty is just handled in an informal or ad-hoc way.

Alternatively, the application of Kolmogorov complexity to environments has also been explored $[46,45]$. Although not explicitly used as an estimation of difficulty (but rather as a way to derive a distribution), this approach becomes much more cumbersome [39] than it might seem, because the relation between complexity and difficulty is intricate. In [34], another variant of Kolmogorov complexity ( $K t^{\max }$ ) was suggested as a measure of complexity for the environments, but it was already stated that this approximation was unidirectional: some very complex environments might be easy, i.e., high rewards could be obtained by very simple policies ([34, sec. 4.1]). Also, the problem of whether some environments are more discriminating than others was also discussed there, and some notions (such as reward-sensitiveness) were introduced [34, sec. 4.2]. Following these ideas, an environment class was introduced in [33], where the difficulty of an environment can be approximated by the Kolmogorov complexity of the rules (expressed with a Markov algorithm) that describe the environment. The class was used to create intelligence tests in [42], but the approximation of difficulty was not satisfactory.

A more minimalistic approach, starting with very basic components is the study of the emergence of complexity (and other properties) in cellular automata and other artificial life universes (see, e.g., [61]). Algorithmic information theory has also been applied here; an interesting approach is the calculation of the complexity of the patterns that an elementary (1-dimensional) cellular automaton generates [65]. However, the purpose of Zenil et al. is not to measure the difficulty for an agent (not even a 'glider'), but whether the 2-dimensional patterns have low or high complexity. In fact, it is very unlikely (or only likely after billions of generations) that in any of these settings or any other artificial life universe, we could find 'agents' with some non-trivial cognitive abilities (see, e.g., [15, sec. 0.2.7, p545, col. 1]).

### 2.2 Looking at the search space

Instead of looking at the complexity of the environment, a natural way to assess the difficulty of a problem relies on analysing the search space. For instance, in a maze, the search space is the set of trajectories that can be performed in the maze. Each trajectory is a sequence of actions. Analysing how likely the solutions are in the space of trajectories may work because, in this particular case, the environment is static (the maze does not change after the agent's actions). However, things are different for other kinds of environments, if there is a reaction to the agent's actions, or, most especially, in multi-agent systems. Nonetheless, with an appropriate abstraction of the a search space, the same ideas and principles used in the areas of optimisation and heuristics can be applied here. For instance, it is said that a problem is difficult if there is a "high density of well-separated almost solutions (local minima)" [12] or we have
a "rugged solution space" [40]. This view of difficulty is common in constraint satisfaction problems, machine learning, tree search algorithms, simulated annealing, etc.

Evolutionary computation is an area where the search space and its relation to difficulty has been studied more exhaustively. In evolutionary computation we consider the notion of operator, which converts (mutates) one solution into a different solution. The solutions are the nodes of the search space and the operators are edges. This makes up the 'landscape' in evolutionary approaches. However, it is not clear how to adapt this to other settings. For instance, in many evolutionary approaches the size of the individual codes (genotype) is constant. Only when the genotype size is variable (e.g., evolutionary programming), the size of the solution is variable. But, even in this case, the size is not clearly related to difficulty. He et al. [29] include an account of approaches for problem difficulty measures in evolutionary computation. There are several interesting concepts such as "rugged fitness landscape" (problems where the solution space is full of local minima and maxima), the 'needle in a haystack" metaphor, the existence of one (or a few) way to the solution, deceptive ways (promising ways finally leading nowhere), the appearance of "epistatic interactions" between parts of the solution (gene co-influence), the notions of building blocks, and many others.

### 2.3 Looking at the population of solvers

Apart from the problem, solution and search space, we can focus on the solver. This is the approach taken in psychometrics to assess problem (item) difficulty, where item difficulty is derived by observing previous performance of a population of subjects on that item. From this perspective, items are usually classified into several difficulty categories, and a variety of items of different difficulty is used in tests in order to cover a wide range of the ability that is to be measured. In this approach, subjects are just evaluated about their behaviour, and it is irrelevant here how each subject works internally or the (computational) complexity of its inner processing.

Item response theory (IRT) [19] is a paradigm for the study of items (tasks) and a well-grounded way of designing tests and other instruments that measure abilities, especially in the area of (computerised) adaptive testing. IRT estimates mathematical models to infer the associated probability and informativeness estimations for each item. One very common model for discrete-score problems is the three-parameter logistic model, where the item response function (or curve) corresponds to the probability that an agent with ability $\theta$ gives a correct response to an item. This model is characterised as follows:

$$
p(\theta) \triangleq c+\frac{1-c}{1+e^{-a(\theta-b)}}
$$

where $a$ is the discrimination (the maximum slope of the curve), $b$ is the difficulty or item location (the value of $\theta$ leading to a probability half-way between $c$ and 1 , i.e., $(1+c) / 2)$, and $c$ is the chance or asymptotic minimum (the value that is obtained by random guess, as in multiple choice items). The zero-ability expected result is given when $\theta=0$, which is exactly $z=c+\frac{1-c}{1+e^{a b}}$. Figure 1 (left) shows an example of a logistic item response curve.

For continuous score items, a very frequent approach is the linear model [53,22]:

$$
X(\theta) \triangleq z+\lambda \theta+\epsilon
$$

where $z$ is the intercept (zero-ability expected result), $\lambda$ is the loading or slope, and $\epsilon$ is the measurement error. Again, the slope $\lambda$ is positively related to most measures of discriminating power [23]. Figure 1 (right) shows an example of a linear item response curve. Note that for continuous score items, if they are bounded, the logistic model may be more appropriate.

Working with item response models is very useful for the design of tests, because if we have a collection of items, we can choose the most suited one for the subject (or population) we want to evaluate. According to the results that the subject has obtained on previous items, we may choose more difficult items if the subject has succeeded on the easy ones, we may look for those items that are more discriminating (i.e., more informative) in the area we have doubts, etc. Note that discrimination is not a global issue: a curve may have a very high slope at a given point, so it is highly discriminating in this area, but the curve will


Fig. 1 Left: item response function (or curve) for a binary score item with the following parameters for the logistic model: discrimination $a=1.5$, item location $b=3$, and chance $c=0.1$. The discrimination is shown by the slope of the curve at the midpoint: $a(1-c) / 4$ (in dotted red), the location is given by $b$ (in dashed green) and the chance is given by the horizontal line at $c$ (in dashed-dotted grey), which is very close to the zero-ability expected result $p(\theta)=z$ (here at 0.11 ). Right: A linear model for a continuous score item with parameter $z=-1$ and $\lambda=1.2$. The dashed-dotted line shows the zero-ability expected result.
almost be flat when we are far from this point. Conversely, if we have a low slope, then the item covers a wide range of difficulties but the result of the item will not be so informative as for a higher slope.

One important question about these curves is how the parameters are estimated, i.e., how the difficulty and discriminating power are estimated. This is usually done by applying the item to a population of subjects for which we already know their ability. Since the ability of subjects is usually determined by tests, this leads to a certain circularity, which is usually sorted out by psychometricians with an incremental approach: the first tests are devised by comparing on informal assessments of both the ability of subjects and the difficulty of tasks, the next attempt refines them using the results from the previous ones, etc. It is important to note that there is no theoretical assessment of the intrinsic difficulty or discriminating power of items: this is done empirically by looking at the population. In other words, difficulty is assessed relative to a population, which can be fixed in terms of biological or social grounds, as the population of adult humans is used to normalise IQ results on a scale.

With natural populations (e.g., adult humans, children, chimpanzees, etc.) it is meaningful (and feasible) to make a sample. However, in this paper, we face the case of 'artificial populations', i.e., distributions of agents. This is more cumbersome, and we may take two different approaches. One option is to select a family of subjects from the set of systems that have been devised in AI. For instance, we could make a selection of reinforcement learning systems as a population to evaluate the complexity of a specific maze problem. This approach is frail, as the selection of the population will always be arbitrary (with some ad hoc specialised systems being or not selected affecting the measures dramatically) and determined by current technology, making our difficulty estimations being subjective to the state of the art in AI. A second option is to define a language of expressing solutions to the problem (or policies) and define the population as the set (or distribution) of solutions (or policies) that can be defined using that language. This is the approach that we will take in this paper.

### 2.4 Looking at other (competing) agents

We have seen how challenging it is to define an objective view of difficulty for a given problem, when there is only one agent which is evaluated against the task or environment. Even more challenging is when we consider other agents in the environment. In games (and multi-agent systems in general), the difficulty of a problem depends on the rules, but most especially on the opponents. For general multiagent systems and multi-agent reinforcement learning [9] in particular (and their competitions [24]), the
difficulty of the system depends on the opponents and cooperators [41], and their intelligence [35,37]. In fact, some environments may have a rich, sensitive behaviour with some agents, but can have a very different, chaotic (or unresponsive) behaviour with other agents. Apart from some particular cases, such as those studied in game theory, it is virtually impossible to determine in general whether these (good or bad) equilibria exist and how they depend on the number and kind of agents, as common in multi-agent systems, artificial life, natural ecology, etc. This means that we need to evaluate case by case.

Technically, we can consider the other agents as part of the environment, and treat everything as a whole. However, this is not a very practical approach, as we usually do not have a complete specification of the other agents or a full account of their behaviour. This makes the approaches in sections 2.1 and 2.2 even more unrealistic in this case. The population approach (as seen in section 2.3) seems more appropriate, but has not been fully explored as a systematic and scientific measuring approach. For instance, in psychometrics, social abilities are not usually evaluated by confronting subjects in social contexts with other subjects. Nonetheless, this is actually the usual approach in games and sports. For instance, in chess, the difficulty of a professional match is given by the Elo rating [18] of the opponent. While this kind of rating can be extended to games and multi-agent systems with more than two opponents, and even in cases where individuals play for teams, this approach still depends on the population that is chosen.

Finally, the concept of discriminating power in a multi-agent system (or a multi-player game) must be associated to the notion of stability or predictability. There are games where the result against a specific player with a given rating is highly predictable (e.g., playing against the best player) while other games show more variability (due to random effects or due to the rules of the game). The expected value an be approximated when several matches are held. In any case, it is usually more informative to play against a mid-rated player or, instead, to adjust the opponent to the given rating of the subject that we want to evaluate. This is the way many tournaments (e.g., chess or tennis) are designed. All this gives support as well to an approach based on discriminating power (variability of results for different policies) instead of more obscure or restricted concepts such as unresponsiveness, sensitiveness, chaoticness or ergodicity.

### 2.5 Multi-agent environments, actions and policies

The main goal of this paper is to study the difficulty that is posed by a given environment for an interacting system, an agent, which explores many policies in order to solve the problem (in terms of achieving a goal or improving a utility function). In order to work with a very general setting (including games, for instance), we will consider that there might be other agents in the environment. That means that we need to distinguish between the evaluated agent and the other agents that become part of the environment. We will use the term 'role' for this.

There are many possible definitions of multi-agent environments. Usually, the definitions are based on some common space, transition rules and reward system (or goals), which are shared by all of them. A possible, more formal definition follows:
Definition 1 A multi-agent environment $\mu$ is a tuple $\langle\mathcal{S}, \tau, \omega, \rho, \Pi\rangle$ where $\mathcal{S}$ is a (state) space, $\tau$ is a state transition function or probability function, $\Pi$ is a set of agents $\pi_{1}, \pi_{2}, \ldots, \pi_{n}$ (policy functions) acting on roles $1,2, \ldots, n$, and $\omega$ and $\rho$ are observation and reward functions (respectively) for all the agents.

The previous definition does not completely specify the topology of the space, the possible contents, the transition rules, the reward system and the movements of the agents. We will see specific cases in sections 4 and 5 . For the moment, it is enough to analyse the issue of difficulty in a general, but still formal way, with the following definitions and notation. Given any of the agents $\pi_{i}$ running for $t$ steps on a environment, we denote by $\chi_{i}^{t}$ its interaction history, which is a sequence of tuples of the form $\langle a, o, r\rangle$, representing action, observation and reward respectively, and where $a$ and $o$ are elements in finite discrete sets $\mathcal{A}$ and $\mathcal{O}$ respectively, and $r$ is a bounded rational number. The policy $\pi_{i}$ is then a function $\pi_{i}\left(\chi_{i}^{t}\right) \rightarrow a_{i}^{t+1}$. Similarly, the transition function takes the previous state and the actions of all the agents and returns the new state: $\tau\left(\sigma^{t}, a_{1}^{t}, a_{2}^{t}, \ldots, a_{n}^{t}\right) \rightarrow \sigma^{t+1}$. If the environment is stochastic, then $\tau\left(\sigma^{t+1} \mid \sigma^{t}, a_{1}^{t}, a_{2}^{t}, \ldots, a_{n}^{t}\right)$ is a conditional probability distribution. Once the state is updated, observations and rewards are produced for all the agents: $\omega\left(\sigma^{t+1}, i\right)=o_{i}^{t+1}$ and $\rho\left(\sigma^{t+1}, i\right)=r_{i}^{t+1}$.

We have a simple transition function that takes all actions into account and gives a new state. This does not mean that any attempted action by an agent is accomplished, as this transition function may include (and apply) constraints about conflicting actions with some environment rules (such as moving to a forbidden cell) or with other agents. Other multi-agent system models prefer to distinguish between influences and reactions (such as Ferber and Müller's model of influence and reaction [21], or some further evolutions of the model, such as [54]). In our second case study in section 5 we will see how the actions of several agents are considered simultaneously. Some filters are applied in order to see which agents can perform their action and which cannot (because they collide on the same cell).

We now need a few definitions. We denote by $R_{i}^{t}(\pi, \mu)$ an aggregation function of the rewards that are obtained by $\pi$ in role $i$ of environment $\mu$ until time $t$ (note that the agent in role $i$, i.e., $\pi_{i}$ in $\Pi$, is instantiated with $\pi$ ). For stochastic environments, this represents an expected value. Given a class of policies or agents $\Omega$, we define:

$$
\begin{align*}
& R_{\max }{ }_{i}^{t}(\mu) \triangleq \max _{\pi \in \Omega} R_{i}^{t}(\pi, \mu)  \tag{1}\\
& R_{\min }{ }_{i}^{t}(\mu) \triangleq \min _{\pi \in \Omega} R_{i}^{t}(\pi, \mu)  \tag{2}\\
& R_{\text {mean }}^{i}{ }_{i}^{t}(\mu) \triangleq \frac{1}{|\Omega|} \sum_{\pi \in \Omega} R_{i}^{t}(\pi, \mu) \tag{3}
\end{align*}
$$

as the maximum, minimum, and average (respectively) aggregated (expected, if the environment is stochastic) reward attainable in $t$ steps. In other words, this is the best, worst, or average (respectively) score for any possible agent in $\Omega$ performing with role $i$ in the environment.

From now on, we may drop $i$ when it is clear which role we are using (or there is only one agent in the environment, i.e., if it is not a multi-agent environment) and we may drop $t$ when clear from the context (or irrelevant for the matter in hand). Similarly, we will also drop $\mu$ when working with just one environment.

## 3 Agent policy distribution

The complexity of the problem formulation (the environment) or the solution (the sequence of actions), do not provide good ways for deriving a measure of environment complexity. In the case of environments, some may have a very complex description, but may be solved easily. If we focus on the sequence of actions, we have even more problems. First, the sequence of actions depends on the environment. For instance, consider a very complex environment which outputs a sequence of non-compressible (i.e., complex) observations and consider that the best reward is just attained by performing an action which is a simple function of the observation (e.g., if observations and actions were binary, just replicating the input as an output). Then the complexity of the sequence of actions would be high, but the policy the problem requires would be intuitively easy. Second, action sequences depend on $t$ and may become very long for long episodes. In contrast, policies are finite, as they are programs that represent agents, i.e., behaviours, not sequences of actions. In the end, we are interested in knowing whether there are simple agents (i.e., simple policies) solving the problem. Finally, focussing on agent policies rather than sequence actions makes it much easier to deal with stochastic environments.

Consequently, we are going to consider agent policies instead. We can just calculate the complexity of the best policy or, more precisely, the lowest complexity of any best policy, known as the best-policy difficulty (or hardness) $\hbar$ as follows:

$$
\begin{equation*}
\hbar_{i}^{t}(\mu) \triangleq \min _{\pi: R_{i}^{t}(\pi, \mu)=R_{\max _{i}^{t}(\mu)}} K(\pi) \tag{4}
\end{equation*}
$$

Unless precisely specified, $K$ can be the Kolmogorov complexity, an approximation or other related function. Intuitively, if the best policy (or one of the best policies) has low complexity, the problem could be said to be easy. While this is a straightforward interpretation, it is too naive. It might be the case that the best policy $\pi$ leads to $R(\pi)=r$ while the second best policy $\pi^{\prime}$ leads to $R\left(\pi^{\prime}\right)=r-\epsilon$. If $\epsilon$ is (comparatively) very small but $K\left(\pi^{\prime}\right) \ll K(\pi)$, we may even say that an almost equally good (but much


Fig. 2 Figurative plot illustrating the difficulty of a balanced environment (an environment where random actions lead to an expected reward of 0 , as in $[34,33$, sec. 4.2]). It shows a distribution of the expected aggregated reward $R$ ( $y$-axis) for an arbitrarily large number of steps, according to the agent's complexity $k$ ( $x$-axis). It does not show all the possible agents $\pi$ with $K(\pi) \leq 60$ but a sample containing about 50 agents for each value of $k$. The dashed red and green envelope curves show the maximum $\left(R_{\max }[k]\right)$ and minimum $\left(R_{\min }[k]\right)$, respectively, while the dashed blue curve shows the average ( $R_{\text {mean }}[k]$ ). The accumulated envelopes for the maximum $\left(R_{\max }[\leq k]\right)$ and minimum $\left(R_{\min }[\leq k]\right)$ are shown in solid dark red and dark green curves respectively, and the solid dark blue curve shows the accumulated average ( $R_{\text {mean }}[\leq k]$ ).
simpler) policy can be found. Intuitively, the environment would look even easier. In general, focussing on just one value is too risky if we plan to do a robust approximation of the value of difficulty, especially taking into account that in practice we will be forced to analyse samples of the agent population $\Omega$, and not the whole population itself.

Hence, we see next how to analyse $R(\pi)$ against the complexity of $\pi$.

### 3.1 Graphical analysis and indicators

In order to study $R(\pi)$ in terms of the complexity of $\pi$, we define slices of the whole distribution (conditional distributions actually) according to its complexity. Given a class of agents $\Omega$, we define:

$$
\Omega[k] \triangleq\{\pi \in \Omega: K(\pi)=k\}
$$

From here, we can parametrise $R$ as follows:
Definition 2 The aggregated reward multi-set per difficulty $k$ is given by:

$$
R[k] \triangleq\{R(\pi): \pi \in \Omega[k]\}
$$

By varying $k$ we may construct a series of distributions. We will use the notation $[\leq k]$ to represent all values of complexity from 1 to $k$. For instance $R[\leq k]=\sum_{j=1 . . k} R[j]$, known as the 'accumulated'6 version of $R[k]$.

What does $R[k]$ look like? An example is shown in Figure 2. If we look at the distributions in this figure, we see that the distribution typically widens with increasing values of $k$. This does not mean that the expected reward increases (it remains constant in this case), but that the higher variability given by more complex programs makes it possible to consider more diverse policies and find some better (and some worse) choices.

We can derive some indicators of difficulty as a summarisation of the distribution. The first idea for difficulty is to consider the maximum. The maximum envelope is just defined as:

$$
\begin{equation*}
R_{\max }[k] \triangleq \max _{\pi \in \Omega[k]} R[k] \tag{5}
\end{equation*}
$$

[^3]Clearly, $R_{\max }$, as was already defined (see Eq. 1), can also be calculated as $\max _{k} R_{\max }[k]$. In the example of Figure 2, this is 10.8 . The previous Eq. 5 can be similarly defined for $R_{\text {min }}$ and $R_{\text {mean }}$. By looking at $R_{\max }, R_{\min }$ and $R_{\text {mean }}$ we can get some information about the environment. If $R_{\text {mean }}$ is not centred, it may indicate some kind of bias (i.e., the environment can be benevolent or malevolent, or simply that the rewards are not balanced). This suggests that results may need to be normalised. Normalisation looks important because it makes possible to aggregate the results of one (or more agents) on several environments, by making them commensurable.

If we look for one simple indicator of difficulty, yet again our first approach of a measure of difficulty could be to choose the smallest value of $k$ where $R_{\text {max }}$ is found:

$$
\operatorname{argmin}_{k=1 . . \infty}\left(R_{\max }[k]\right)
$$

which is exactly equivalent to $\hbar$, as seen in Eq. 4. In the environment of Figure 2, we see that the maximum value is reached at complexity 30 , so we have that $\hbar=30$. However, there are other policies with almost-as-good results at complexity 14 . This shows that this indicator is not robust. As an alternative, we could also calculate the smallest value of $k$ for a given value of $R$ or figure out other indicators. Nonetheless, any indicator based on a single number is prone to problems for real situations, where we can only get a sample of the points, and not all of them. Yet another option is to calculate a quantile of the data, e.g., $99 \%$, and get the lowest value of $k$ such that we get $1 \%$ of the data above a certain value (such as a percentage of the maximum, e.g., $95 \%$ of $R_{\max }$ ). Many other statistical indicators can be used, including a comparison of the distributions. For instance, we could determine for which value of $k$ the sliced distributions stabilise in order to determine when a more robust maximum has been reached.

Another interesting indicator is to calculate the correlation between reward and complexity. If we consider the correlation of all the values, i.e., $\operatorname{Cor}_{\pi \in \Omega}(K(\pi), R(\pi))$, we should expect to have no correlation (as in Figure 2). Quite differently, we can calculate the correlation by slice using the maximum value, i.e., $\operatorname{Cor}_{i=1 . . k_{\max }}\left(i, R_{\max }[i]\right)$ (with $k_{\max }$ being the maximum complexity which is considered). Here, a high positive correlation is expected. In Figure 2, this is 0.73 (Spearman correlation). We will see the use of some of these indicators in section 4.

Nonetheless, the use of the envelope (either as given by the maximum points or by a quantile of the data) may be insufficient to capture the difficulty that an agent finds to get good rewards in general. This issue is related to how the points are distributed for each slice, which is, in turn, related to the notion of discriminating power. Discriminating power was initially stated, in an informal way, as a property of problems or tasks that can be solved by some agents but not by others, i.e., showing high variability in results. An interesting plot for understanding this would be to show the distribution for each slice, or the distribution of $R$ for the whole data. The degree and type of dispersion (measured by kurtosis or other indicators) could be useful here. For instance, if the values between $R_{\max }$ and $R_{\min }$ are distributed almost uniformly we have that there are many policies closer to the optimal result. If it has a more peaked shape (for instance like a beta distribution with $\alpha=\beta=3$ ), then the extreme values may be more difficult to reach. Summing up, while this traditional analysis of a distribution may give clear findings occasionally (we will look at several cases in sections 4 and 5), the approach may fail, in general, to disentangle difficulty and discriminating power. Let us look for a different approach next.

### 3.2 Policy-searching strategies

The picture that is portrayed in Figure 2 gives us information about the location of each policy, but this policy landscape may be still explored in different ways. For instance, we expect that any method trying to solve a problem (e.g., achieving high rewards in an environment) will use a particular traversal strategy in this landscape: some policies will be explored first, because the method has some a priori expectation or knowledge of them being good solutions. In other words, the picture of how policies distribute in terms of their complexity and their expected rewards is very informative, but this needs to be complemented with the the way these policies are going to be explored or sampled from these infinitely large pool of policies. While setting an exploration order is a possible option, we think that the idea of sampling according to an a priori distribution is more general and flexible.
Definition 3 Given a population of policies, $\Omega$, the a priori policy probability, denoted by $w(\pi)$, is defined as a distribution over all $\pi \in \Omega$.

| Sampling | Distribution | Memory | Related search methods |
| :---: | :---: | :---: | :---: |
| With replacement | Unaltered | Not Required | Monte Carlo |
| Without replacement | Updated | Required | Levin's optimal search |

Table 1 Prototypical policy-searching strategies according to solver's memory. The sampling with replacement assumes no memory between attempts and it boils down to a Monte Carlo approach using the a priori distribution. The sampling without replacement represents a (more realistic) method that takes into account previous results, and updates the distribution accordingly. If the original distribution is inversely related to the complexity of the policy, then this strategy resembles Levin's optimal search.

| Strategy | Environment Reset |
| :---: | :---: |
| Fresh | Yes |
| Chained | No |

Table 2 Prototypical policy-searching strategies according to the problem's memory. The fresh strategy assumes the environment is reset between attempts (environment has no memory between attempts). The chained strategy represents cases where there is only one attempt and not several episodes that can be reset, so several policies must be tried on a single, long episode.

This gives more or less weight to policies and can represent the probability of finding, using or exploring a policy. We want this $w$ to be as objective as possible. When $\Omega$ is finite, a uniform distribution might be a choice. However, when $\Omega$ is infinite, this uniform distribution is not possible. In either case, when policies are expressed using a language, the size of the description of each policy (in terms of the constructors involved or the size of the algorithm) is more relevant, as policies that require the use of many constructs or the execution of a long algorithm will be more difficult to find. This is in fact what we have argued for the way that results have been sliced by $k$ in the previous section. This suggests that a good choice for $w(\pi)$ in general may be $w(\pi)=2^{-K(\pi)}$, with $K$ being a measure of complexity (e.g., a variant of Kolmogorov complexity), and properly normalising to get a probability distribution. More formally, if we have a set of policies $\Omega$, the universal distribution would be defined as follows:

$$
\begin{equation*}
w(\pi) \triangleq \frac{2^{-K(\pi)}}{\sum_{\pi^{\prime} \in \Omega} 2^{-K\left(\pi^{\prime}\right)}} \tag{6}
\end{equation*}
$$

This probability represents that simple policies will be explored with much higher probability. This is a reasonable choice as an a priori probability. If we are concerned about the computational complexity of executing a policy (as this may be relevant for many searching strategies), then a better option would be to use Levin's $K t$ complexity [48] or any other variant that combines program size and execution time. This choice would make the distribution closely related to Levin's optimal search [48], which is known to asymptotically dominate any other search.

While this gives us a reasonable choice for $w(\pi)$, this just defines the a priori distribution, but this probability may (or may not) be updated as the policy space is explored. For instance, if we have explored a policy and it does not give good results, it seems reasonable to assign very low (or zero) probability to that policy, so that the policy is not attempted again (like a sampling without replacement). This is only possible if the strategy has memory, and we can recall all the policies that have been tried so far (updating the probability is one way of having memory). Other methods may have no memory (or a limited one) and sampling with replacement would be a better model of the situation. Also, some methods may occasionally ignore the probability distribution and act (almost) randomly for a while, e.g., to get more information from the environment, depending on their exploration-exploitation philosophy. This leads to many possibilities, as many as possible methods can be conceived. However, we can identify some prototypical combinations of the above factors as shown in Table 1, according to the solver's memory.

Finally, another question when exploring several policies is whether the method is allowed to try each policy from scratch ('fresh') or must continue from the state the previous policy left the environment ('chained'). In the case of environments, the exploration of a policy may lead the agent to bad or unresponsive states. The evaluation of further policies would be altered (or even impeded) if this is the case. For instance, a real prey-predator situation may not give the agent a second chance. Table 1 summarises the two prototypical cases, according to the problem's memory.

In many single-agent systems, sampling with replacement is usually associated to a fresh strategy (like assuming that both agent and environment have no memory between attempts). Nonetheless, in other cases, especially in multi-agent systems, this association does not always hold, and we can have a fresh strategy with or without replacement. We will see some of these options in sections 4 and 5.

We will use the general notation $\Omega \|_{w, N}$ for a sample $S$ of size $N$ from the set $\Omega$ by using the probability $w(\pi)$, and we will specify whether it uses replacement or not in each case.

### 3.3 Environment response functions

As we mentioned in section 2, item response theory (IRT) [19] is a paradigm for the study of items (tasks) and a more principled way of designing tests and other instruments that measure abilities, especially in the area of (computerised) adaptive testing. The most distinctive feature about IRT is that each item (task) is categorised and analysed according to its difficulty in terms of the response that subjects of different ability degrees may show at the task.

We saw an example of the three-parameter logistic model and a linear model in Figure 1. Typically, for tasks which are scored by continuous but bounded rewards, the curves should look something in between of the two models. Nonetheless, we do not even need to define a parametric model: what we really need is to determine a function that returns the expected reward given an ability level. In order to do this, we can look at our policy (agent) distribution again and sample from it.

We want to explore the probability that a random sample according to the distribution $w$ achieves a good solution. In order to admit good, but suboptimal solutions, we will consider a tolerance value $\gamma$, with $0 \leq \gamma \leq 1$. This gives a positive and negative target: $r_{p o s}(\gamma)=(1-\gamma)\left(R_{\max }-R_{\text {mean }}\right)+R_{\text {mean }}$ and $r_{n e g}(\gamma)=\gamma\left(R_{\text {mean }}-R_{\text {min }}\right)+R_{\text {min }}$. This leads to the following definition:

Definition 4 Given a random sample according to $w$ and a tolerance value $\gamma$, the probability that the sample of size $N$ contains a value sufficiently close $(\gamma)$ to the maximum aggregated reward of the population $\Omega$ is given by:

$$
\begin{equation*}
q_{\mathrm{pos}}(\gamma, \Omega, w, N) \triangleq \operatorname{Pr}\left[\max _{\pi \in \Omega \|_{w, N}}\{R(\pi)\} \geq r_{p o s}(\gamma)\right] \tag{7}
\end{equation*}
$$

We can define $q_{\text {neg }}$ in a very similar way to $q_{\text {pos }}$ :

$$
\begin{equation*}
q_{\mathrm{neg}}(\gamma, \Omega, w, N) \triangleq \operatorname{Pr}\left[\min _{\pi \in \Omega \|_{w, N}}\{R(\pi)\} \leq r_{n e g}(\gamma)\right] \tag{8}
\end{equation*}
$$

Note that the maximum (or minimum) is unique but there might be more than one policy reaching that maximum (minimum). For instance, if we make a sample of size 1, we have that:

$$
\begin{equation*}
q_{\mathrm{pos}}(\gamma, \Omega, w, 1)=\sum_{\pi \in \Omega} w(\pi): R(\pi) \geq r_{p o s}(\gamma) \tag{9}
\end{equation*}
$$

From this definition, we can show that there is a baseline probability, even for the extreme tolerance case $\gamma=1$ :

Proposition 1 If $R_{\text {mean }}$ is equal to the median of the aggregated reward in $\Omega$ and $w(\pi)$ is independent of $R(\pi)$ then $q_{p o s}(1, \Omega, w, 1)=1 / 2$.

Similar results as proposition 1 can be obtained for $q_{\text {neg }}$. Proofs can be found in the appendix.
For the case with replacement (e.g., a fresh strategy)), equations 7 and 8 can be obtained directly. For instance, the positive case leads to $q_{\mathrm{pos}}(\gamma, \Omega, w, N)=1-\left(1-q_{\mathrm{pos}}(\gamma, \Omega, w, 1)\right)^{N}$. However, this does not simplify to a short closed-form expression in the case without replacement. Nevertheless, it is obvious that $q_{\text {pos }}$ without replacement is higher or equal than $q_{\text {pos }}$ with replacement, so this expression can be used as a lower bound for both cases.

We now look for the minimum size of the sample such that the above probability (either $q_{\text {pos }}$ or $q_{\text {neg }}$ ) is at least $1 / 2$. In other words, we want to know how large the sample has to be to have probability $1 / 2$ (or larger) of getting the maximum (up to a tolerance level):

$$
\begin{align*}
& N_{\mathrm{pos}}(\gamma, \Omega, w) \triangleq \min \left\{N: q_{\mathrm{pos}}(\gamma, \Omega, w, N) \geq 1 / 2\right\}  \tag{10}\\
& N_{\mathrm{neg}}(\gamma, \Omega, w) \triangleq \min \left\{N: q_{\mathrm{neg}}(\gamma, \Omega, w, N) \geq 1 / 2\right\} \tag{11}
\end{align*}
$$

We can see that with replacement, $N_{\text {pos }}(\gamma, \Omega, w)=\frac{1}{-\log _{2}\left(1-q_{\mathrm{pos}}(\gamma, \Omega, w, 1)\right)}+1$, by just setting the above expression for $q_{\text {pos }}$ with replacement to be less than or equal to $1 / 2$.

From here, we have:
Proposition 2 The minimum size of the sample to have 0.5 probability of obtaining the maximum reward with tolerance $\gamma=1$ and $\gamma=0$ is given by:

$$
\begin{align*}
& N_{\text {pos }}(1, \Omega, w)=1 \\
& N_{\text {pos }}(0, \Omega, w)= \begin{cases}|\Omega| / 2 & \text { (without replacement) } \\
-\log _{2}\left(1-q_{\text {pos }}(\gamma, \Omega, w, 1)\right) \\
& \text { (with replacement) }\end{cases} \tag{12}
\end{align*}
$$

For the second equality without replacement we also assume the same conditions of proposition 1 and that the policy that produces $R_{\max }$ is unique. Otherwise, the upper bound would be smaller. We also assume that $\Omega$ is finite. For the third equality we assume that sampling is with replacement, but this is also useful as an upper bound for the case without replacement, as the latter require fewer draws.

This can be done similarly for $N_{\text {neg }}$. The cases of $\gamma$ between 0 and 1 are more interesting. This means that we need to estimate $N_{\text {pos }}$ (and $N_{\text {neg }}$ ) in order to have a function of the expected value of the number of policies that we need to explore to approach a given reward value.

From proposition 2, we see an important difference between the cases without and with replacement, as the use of memory is useful to exhaust the options when $\Omega$ is finite. Even when $\Omega$ is infinite, we can have very different results. For instance, if there is a bad policy $\pi_{b a d}$ with $w\left(\pi_{b a d}\right)$ close to 1 , then sampling with replacement may try this policy again and again, which is clearly unrealistic. However, if the second highest policy is good and much higher than the other policies, this would be likely obtained on the second draw, making a huge difference in this particular case.

Depending on the choice of $w$, the functions $N_{\text {pos }}$ and $N_{\text {neg }}$ will have different shapes. Since $\Omega$, the set of agent policies, can be very large (or even infinite), and this set is discrete, we need to consider a distribution that is appropriate for infinitely many discrete objects. We argued that the universal distribution, as defined in Eq. 6 is a good choice for $w$. Note that with this distribution (and many other distributions for infinite sets), most of the distribution mass may fall on a few examples. Clearly, sampling with replacement will draw these elements again and again.

Nonetheless, let us assume a universal distribution and get (the previous $w$ in Eq. 10), so we obtain the following property:

Proposition 3 Consider $\pi_{\text {pos }}^{*}$ as any of the shortest policies with maximum reward, i.e., any element in the set $\operatorname{argmin}_{\pi}\left\{K(\pi): R(\pi)=R_{\max }\right\}$. We have that:

$$
N_{p o s}(0, \Omega, w) \leq 2^{K\left(\pi_{p o s}^{*}\right)} \sum_{\pi^{\prime} \in \Omega} 2^{-K\left(\pi^{\prime}\right)}=2^{k^{*}} \cdot w_{\text {all }}
$$

Using the shorthand notation $k^{*}=K\left(\pi_{\text {pos }}^{*}\right)$ and $w_{\text {all }}=\sum_{\pi^{\prime} \in \Omega} 2^{-K\left(\pi^{\prime}\right)}$. This result is both valid for the cases with and without replacement, as is proved using replacement.

The previous result is also applicable to the shortest policies with minimum reward, $\pi_{\text {neg }}^{*}$. In both cases, the expression suggests that in order to have a measure which is commensurable with the value of complexity $k$ derived from a complexity measure ${ }^{7}$, we need to apply a logarithm to $N$ (since $\log _{2} N \leq$ $k^{*}+\log _{2} w_{\text {all }}$ ) with $w_{\text {all }}$ being a constant which is the same for all agents (actually, it is 1 if $K$ is normalised). This leads us to propose the following metric ${ }^{8}$ :

$$
\begin{align*}
& D_{\mathrm{pos}}(\gamma, \Omega, w) \triangleq \log _{2} N_{\mathrm{pos}}(\gamma, \Omega, w)  \tag{13}\\
& D_{\mathrm{neg}}(\gamma, \Omega, w) \triangleq \log _{2} N_{\mathrm{neg}}(\gamma, \Omega, w) \tag{14}
\end{align*}
$$

[^4]Assuming we fix some given $w$ and $\Omega$, the functions of difficulty can be expressed solely in terms of $\gamma$, i.e., $D_{\text {pos }}(\gamma)$ and $D_{\text {neg }}(\gamma)$. Note that, from propositions 1 and 2 , we have that $D_{\text {pos }}(1)=\log _{2} 1=0$, i.e., the difficulty with tolerance $\gamma=1$ is just 0 . Similarly for $D_{\text {neg }}$. The maximum value of difficulty under independence of $w(\pi)$ and $R(\pi)$ and tolerance $\gamma=0$ would be $\log _{2}|\Omega| / 2=\left(\log _{2}|\Omega|\right)-1$, when sampling is without replacement. This sets a range of difficulty between 0 and $\infty$ for infinite sets. For finite sets, the upper limit may be lower than $\log _{2}|\Omega|$, if there is positive dependence between $w(\pi)$ and $R(\pi)$. In fact, this value could even be finite for infinite sets $\Omega$ if a strong correlation exists. Of course, with different values of $\gamma$, we would get difficulty values between the minimum and the maximum.

Now, if we are able to estimate $D_{\text {pos }}$, mapping tolerance $\gamma$ onto a value of complexity $k$, we can derive $\left(D_{\text {pos }}\right)^{-1}$, which returns a value of $\gamma$ that ensures $1 / 2$ probability of finding that level of aggregated reward using a sample size related to $2^{k}$. Instead of interpreting the input $k$ as a difficulty, we can see this as an ability $\theta$ of the agent, leading to a curve very much like an item response curve. Also, we can just translate the output of $\left(D_{\mathrm{pos}}\right)^{-1}$ to an aggregated reward by applying the resulting tolerance expression, and defining:

Definition 5 The positive environment response function (or curve) is defined as:

$$
\Re_{\mathrm{pos}}(\theta) \triangleq\left(1-\left(D_{\mathrm{pos}}\right)^{-1}(\theta)\right)\left(R_{\max }-R_{\text {mean }}\right)+R_{\text {mean }} \text { for } \theta \geq 0
$$

with output between $R_{\text {mean }}$ and $R_{\max }$. This non-decreasing function can be plotted in the form of environment response curves. We can do similarly for $D_{\text {neg }}$ leading to

Definition 6 The negative environment response function (or curve) is defined as:

$$
\Re_{\mathrm{neg}}(\theta) \triangleq\left(D_{\mathrm{neg}}\right)^{-1}(-\theta)\left(R_{\text {mean }}-R_{\min }\right)+R_{\text {min }} \text { for } \theta \leq 0
$$

with output between $R_{\text {mean }}$ and $R_{\text {min }}$. Putting both things together gives the following function:
Definition 7 The environment response function (or curve) is defined as:

$$
\begin{aligned}
\Re(\theta) \triangleq & \Re_{\mathrm{neg}}(\theta) \text { if } \theta<0 \\
& \Re_{\mathrm{pos}}(\theta) \text { otherwise }
\end{aligned}
$$

Note that the above curves are normalised on the $x$-axis (several agents can be compared by their ability values on different problems) but are not normalised on the $y$-axis, because we recover the original scale given by $R_{\max }, R_{\min }$ and $R_{\text {mean }}$. By just setting these terms to $1,-1$ and 0 respectively, we can attain a normalised environment response curve. An illustrative example is shown in Figure 3.

We have used $\theta$ for the ability, as in Item Response Theory. The use of a negative ability may look strange initially, but it has a good interpretation. We can see the value of $\theta=0$ as the expected ability for all policies. So, performing worse than this can only happen by chance or because the agent is making an effort to get bad rewards. This leads to a duality in these plots.

## 4 Case Study: An agent-populated elementary cellular automaton

In theory, we can analyse difficulty and discriminating power for any possible kind of environment which is compatible with definition 1, i.e., any interactive environment or task. In this section, we are going to choose a simplistic setting for practical reasons. First, it is more illustrative to use minimalistic environments where the number of observations and actions are extremely reduced, while still having some relatively rich phenomena with very simple transition functions. Second, we are interested in simplistic policy languages in order to be able to evaluate a large amount of agents quickly. Third, we want to elaborate on settings that are well known and previously studied in terms of emergence and complexity. The configuration we present next (based on a hybridisation of cellular automata and multiagent systems, which has been proposed as a way of uniting these two areas [27]) follows these three conditions.


Fig. 3 Example of a normalised environment response curve. Given an expected ability $\theta$ on the $x$-axis we get an expected aggregated reward on the $y$-axis. If we only focus on the positive (top right) quadrant of the plot, we can see that the plot saturates at about $\theta=8$. For different values of tolerance $\gamma$ (that could be seen as percentages between 0 and 1 , and -1 and 0 , on the $y$-axis), we can also determine how much ability is needed. The bottom left quadrant of the plot shows that any environment is dual, and by negating its rewards we could have an environment behaving as it is shown in the bottom left part of the plot.

### 4.1 Agent-populated elementary cellular automata: definition and examples

The environments we will work with are composed of an elementary cellular automaton (ECA) [61] for the space $\mathcal{S}$ and the transition function $\tau$, but we will let the agent see and modify part of the usual behaviour of the automaton. The following definition specifies the complete behaviour of this kind of environment:

Definition 8 A single-agent elementary cellular automaton (SAECA) is a special kind of environment $\langle S, \tau, \omega, \rho, \Pi\rangle$, as seen in definition 1 , with the following extra parameters $\left\langle\boldsymbol{\sigma}^{0}, \nu, p^{0}\right\rangle$. The state space $\mathcal{S}$ is represented by a one-dimensional array of bits or cells $\boldsymbol{\sigma}=\left\langle\sigma_{1}, \sigma_{2}, \ldots, \sigma_{m}\right\rangle$, also known as configuration. We consider the array to be finite $\left(|\boldsymbol{\sigma}|=m\right.$ ) but circular in terms of neighbourhood ( $\sigma_{0}=\sigma_{m}$ and $\sigma_{m+1}=\sigma_{1}$ ). There is an initial array $\boldsymbol{\sigma}^{0}$, also known as seed. The transition function $\tau$ is given by $\nu$, as any of the $2^{2^{3}}=256$ rules that can be defined looking at each cell and its two neighbours according to the numbering scheme convention introduced in [61]. Given the behaviour of the space, we consider just one agent in $\Pi$. The agent is located at one cell (its position $p$ ) with $1 \leq p \leq m$, which is initially $p^{0}$. The set of observations $\mathcal{O}$ is given by two bits $\left\langle\sigma_{p-1}, \sigma_{p+1}\right\rangle$ representing the contents of the left and right neighbouring cells respectively, i.e., $\sigma_{p-1}$ and $\sigma_{p+1}$. The actions $\mathcal{A}$ are given by a 'move' and an 'upshot', denoted by the pair $\langle V, U\rangle$. The ordered set of moves is given by $\{$ left $=0$, stay $=1$, right= $=2$ $\}$, and the ordered set of upshots is $\{\operatorname{keep}=0$, $\operatorname{swap}=1$, set $0=2$, set $1=3\}$, which respectively mean that the content of the cell where the agent is does not change, the content of the cell is swapped $(0 \rightarrow 1$, $1 \rightarrow 0$ ), the content is set to 0 and the content is set to 1 . The rewards are calculated in the following way. If the agent is at position $p$ at time $t$, then we use this formula:

$$
r^{t} \leftarrow \sum_{j=1 . .\lfloor m / 2\rfloor} \frac{\sigma_{p+j}^{t}+\sigma_{p-j}^{t}}{2^{j+1}}
$$

which counts the number of 1 s which are in the neighbourhood of the agent, weighted by their proximity. It is easy to see that $0 \leq r^{t} \leq 1$.

The order of events for each step in the system is: observations are produced, actions are performed, the automaton is updated and finally, rewards are produced.

Note that the environment is parametrised by the original contents of the array $\sigma^{0}$ (including its size), the ECA rule number $\nu$, and the original position of the agent $p^{0}$. Given an environment and a computable agent, the evolution of the system is computable and deterministic.

In order to explore the results for different policies, we need a language for expressing them, APL:

Definition 9 The agent policy language APL is given by a memory (or history) binary array mem, initially empty (and not circular), and an ordered set of instructions $\mathcal{I}=\{$ back $=0$, $\mathrm{fwd}=1$, Vaddm $=2$, Vadd1 $=3$, Uaddm $=4$, Uadd1 $=5\}$. The numbers on the right will be used as shorthand for the instruction. For instance, the string 22142335 represents a program in APL. A program or policy $\pi$ is a sequence of instructions $\iota_{1}, \iota_{2}, \ldots, \iota_{|m e m|}$ in $\mathcal{I}$. The interpreter works on its memory by using two accumulators $V$ and $U$, and the action is given by the result of the accumulators at the end of the process. Namely:

1. Read the observation $\left\langle\sigma_{p-1}, \sigma_{p+1}\right\rangle$ and append it to the history array mem.
2. Place the memory pointer $b$ at the end of mem.
3. $V \leftarrow$ stay
$U \leftarrow$ keep
forall $\iota \in \pi$
case $\iota$ :
back $: b \leftarrow \max (b-1,1)$
fwd $\quad: b \leftarrow \min (b+1,|m e m|)$
Vaddm : $V \leftarrow\left(V+\right.$ mem $\left._{b}\right) \bmod 3$
Vadd1 : $V \leftarrow(V+1) \bmod 3$
Uaddm : $U \leftarrow\left(U+\right.$ mem $\left._{b}\right) \bmod 4$
Uadd1 : $U \leftarrow(U+1) \bmod 4$
end case
endfor
4. return $\langle V, U\rangle$

Let us see an example. If an agent is located at the fifth position of the configuration 000110111 and has a current history mem $=111010$ then the observations 1 and 0 will be appended to mem, leading to mem $=11101010$. If the policy 20242335 is applied, we start with $b=8, V=0=$ stay and $U=0=$ keep, and we have the following execution:

1. $\iota_{1}=2=$ Vaddm, $V \leftarrow\left(V+\right.$ mem $\left._{8}\right) \bmod 3=1=$ stay.
2. $\iota_{2}=0=$ back, $b \leftarrow \max (8-1,1)=7$.
3. $\iota_{3}=2=$ Vaddm, $V \leftarrow\left(V+\right.$ mem $\left._{7}\right) \bmod 3=2=$ right.
4. $\iota_{4}=4=$ Uaddm, $U \leftarrow\left(U+\right.$ mem $\left._{7}\right) \bmod 4=1=$ swap.
5. $\iota_{5}=2=$ Vaddm, $V \leftarrow\left(V+\right.$ mem $\left._{7}\right) \bmod 3=0=$ left.
6. $\iota_{6}=3=$ Vadd1, $V \leftarrow(V+1) \bmod 3=1=$ stay.
7. $\iota_{7}=3=$ Vadd1, $V \leftarrow(V+1) \bmod 3=2=$ right.
8. $\iota_{8}=5=$ Uadd1, $U \leftarrow(U+1) \bmod 4=2=\operatorname{set} 0$.

After this program, which is run internally, we obtain the action that the agent will perform on the environment, which is given by $\langle V, U\rangle=\langle 2,2\rangle=\langle$ right, set 0$\rangle$. This means that the agent will move right and set the content of the cell to 0 .

While the class of policies generated by this language is infinite, the language is still clearly not universal, and all (finite) programs end. The goal of this language is not to be easily programmable but to be able to express some simple policies that may be useful in the environment.

Let us see a few examples of how these environments and agents work. First, Figure 4 shows the evolution of several environments with seed "010101010101010101010", and several values of $\nu$. We include an inert agent, i.e., an agent that does not affect the environment (i.e., an empty policy $\pi$ ) at position $p_{0}=11$. As a result, the matrix after 200 iterations is the same as a classical elementary cellular automaton with each number $\nu$, with patterns that are well-known (see, e.g., [61]).

Things change when we incorporate active agents in the environment. Figure 5 shows how the environment with elementary cellular automaton number 110 varies for several agent policies. The resulting matrix patterns are different. Similar things (where differences are more visible with respect to the corresponding diagram in Figure 4) happen with rule number 164 (Figure 6).


Fig. 4 Space-time diagram (evolution for $t=200$ steps) of several elementary cellular automata without agent (or with an agent with a policy that always does actions of the form 〈stay, keep〉, as the empty policy). The initial array (seed) is always 010101010101010101010 , whose length is 21 bits.

### 4.2 Experimental setting

Let us see now how the plots, indicators and curves introduced in section 3 can be applied to this particular environment class. To this end, we need to evaluate the population of policies $\Omega$ which originate from APL against several environments. Of course, in order to make this evaluation finite, we set a fixed number of steps $t$ and we work with a finite sample of policies $\hat{\Omega}$.

As we mentioned in section 3.1, we consider that systems and approaches to solve a problem usually explore many possible solutions or policies through policy-searching methods. Although there are infinitely many policy-searching methods (and each of them actually constitutes a policy as well), in Table 2 we chose two representative options. In the fresh case we start as if the environment were brand new, so the seed configuration is reinitialised for each policy. In the chained case we evaluate them sequentially, without resetting the environment to its initial state.

The chained strategy is sensitive to cases where the environment is 'spoiled' by a bad policy and set into an unresponsive state such that rewards cannot be modified any more. If this is the case, this will be shown in the distribution plots. For instance, in some ECAs, a previous policy may leave the configuration without 1s and the environment will not be able to easily recover from there.

In what follows, we show results with the fresh strategy and the chained strategy. In both cases, we interweave a $5 \%$ of random-walk policies (note that random-walk policies are non-deterministic and cannot be expressed by the language APL). These random actions will also be useful to get information about any bias of the environment.


Fig. 5 Space-time diagram (evolution for $t=200$ steps) with different agent policies for the elementary cellular automaton with rule 110. The initial array (seed) is always 010101010101010101010 , whose length is 21 bits. The agent is represented by a red dot when the cell has a 0 (like the white ones) and by a green dot when the cell has a 1 (like the black ones). The leftmost diagram is the empty policy (〈stay, keep $\rangle$ ) and the rightmost one is a random-walk policy (it cannot be described with APL).

We now describe more details about the experiments. We set the number of steps $t$ to 300 . The seed configuration is always " 010101010101010101010 " and the start-up agent position is $p_{0}=11$. From the infinite set of policies $\Omega$ that can be obtained from the language APL, we generate a working sample $\hat{\Omega} \subset$ $\Omega$ with 2,000 policies. As mentioned above, 100 are random-walk policies (these are interwoven regularly between the others in the chained strategy). The remaining 1,900 policies are randomly generated using a uniform distribution for the size of the APL program (between 1 and 20 instructions), so making up about 95 policies each. Given the size of the program, we choose each instruction with a uniform distribution among the six instructions in APL. Except for small lengths, policies are rarely equal by chance, but they can be equivalent. For instance, a back instruction cancels if followed by a forward instruction, many instructions at the end are useless if there is no Vaddm, Vadd1, Uaddm, Uadd1 after them, as well as some other simplifications. Because of this, we built a simplifier that transforms programs (when possible) into (equivalent) shorter ones. This simplification has no effect at all on how the policies perform. It just affects their length (even leading to policies with no length, performing no action) and, usually, their complexity estimation. The application of the simplifier makes that the frequencies of programs of small size is slightly increased and the number of programs of large size (e.g., $>15$ ) is reduced considerably. This phenomenon has to be taken into account when looking at the plots and results.

Finally, in order to approximate the Kolmogorov complexity for each policy, we applied a compression algorithm to all the programs. In particular, we used a common approach [63,42]: we coded the program as a character string and compressed it (using the memCompress function in R [57], a GNU project implementation of Lempel-Ziv coding). As a normalisation, from the resulting complexity we subtracted


Fig. 6 Same as Figure 5, with rule 164 and other policies.
the length of the compressed size of an empty string. This makes the complexities range between $k_{\text {min }}=0$ and $k_{\max }=20$. Given that Lempel-Ziv works with bytes and APL has only 6 instructions, the complexity has to be understood as being multiplied by $\log _{2}(6)=2.58$ and not by $\log _{2}(256)=8$. In any case, this factor is the same for all policies so it is irrelevant for our study. The important thing is that the joint use of the simplification and the compression processes can give a relatively acceptable (and efficient) approximation of Kolmogorov complexity for these short strings.

### 4.3 Analysis of the distribution

As we have mentioned above, we performed experiments using a fresh strategy and a chained strategy, with a $5 \%$ of random-walk policies. Figure 7 shows the distributions $R[k]$ for several environments (rules $184,110,122,164)$ using the fresh strategy. We show complexity $(k)$ on the $x$-axis and aggregated reward $(R)$ on the $y$-axis. In the figure, each small circle (in grey) shows a policy. The box plots and the envelopes are shown for the accumulated values $([\leq k])$. As mentioned above, there is a higher concentration of values of $k$ between 5 and 10, because the uniform distribution between 0 and 20 for program length becomes compacted by the simplifier and the calculation of (an approximation of) Kolmogorov complexity.

We see that the plots are very different in terms of average, range and evolution. The environment with rule 110 evolves very quickly towards the maximum envelope, while rule 122 has a slower trend. The environment with rule 184 has very a wide range and a high dispersion. On the contrary, rule 164 has a small range (especially for rewards below the average). There are also very important differences


Fig. 7 We show the distributions $R[k]$ for several environments (rules 184, 110, 122, 164) according to the complexity of the policy. We generate 2,000 agents ( 100 of them are random) and for each of them the environment runs during 300 iterations $(t=300)$, starting from scratch for each agent (fresh strategy), using the same seed configuration all the time: '010101010101010101010'. Some generated agents are equivalent. This is shown in the top part of the plots: in orange (first row) we have the number of agents of that complexity that we generated, in pink (second row) just counting the ones that are different. Note that this is just for information, the policies are not actually removed, but considered as many times as they appear (to preserve the original distribution). On the left of the plots (indicated on the $x$-axis with "rnd") we also show the result for 100 random-walk policies. For each value of $k$ ( $x$-axis) we show the aggregated reward results ( $y$-axis) for each policy (in grey, as small circles) and a summarised representation of the distribution using the accumulated values ( $[\leq k]$ ) for the box (and-whiskers) plots. Each box shows the lower and upper quartiles, the band showing the median and the ends of the whiskers showing 1.5 of the interquartile range (if this does not exceed the maximum and minimum). The dark red and dark green lines show the maximum and minimum envelopes and the blue line shows the average for $[\leq k]$ (hence their monotonic modified[behaviour]). Each environment shows a different figure, which provides insight about the difficulty and discriminating power of each environment. In all cases, note the low dispersion of the random-walk policy.
in terms of average aggregated reward ( $R_{\text {mean }}$ ) as well. Some environments show some clusters. For instance, the environment with rule 184 shows a cluster of values around $R=0.95$, as well as at 0.7 , at $0.5,0.3$, and 0.05 . There are some areas that are almost empty, even for high values of $k$, such as the range between 0.8 and 0.9. Finally, the results for the random-walk policies (shown on the left of the plots) are usually very compact, showing that an analysis using random actions (instead of policies) is not able to show the structure of the problem.

| Rule | $\|\hat{\Omega}\|$ | $R_{\max }$ | $R_{\text {mean }}$ | $R_{\min }$ | $\hbar$ | $\operatorname{Cor}_{\pi \in \hat{\Omega}}(K(\pi), R(\pi))$ | $\operatorname{Cor}_{i=1 . . k_{\max }}\left(i, R_{\max }[\leq i]\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 184 | $1900(1349)$ | 0.97 | 0.46 | 0 | 3 | 0.08 | 0.69 |
| 184 | $9500(5922)$ | 0.99 | 0.46 | 0 | 5 | 0.06 | 0.80 |
| 110 | $1900(1349)$ | 0.74 | 0.57 | 0.28 | 7 | 0.01 | 0.88 |
| 110 | $9500(5922)$ | 0.81 | 0.58 | 0.27 | 15 | -0.02 | 0.98 |
| 122 | $1900(1349)$ | 0.80 | 0.57 | 0 | 5 | 0.16 | 0.81 |
| 122 | $9500(5922)$ | 0.82 | 0.59 | 0 | 5 | 0.11 | 0.80 |
| 164 | $1900(1349)$ | 0.50 | 0.06 | 0 | 7 | 0.11 | 0.87 |
| 164 | $9500(5922)$ | 0.50 | 0.06 | 0 | 7 | 0.07 | 0.87 |

Table 3 Comparison of indicators using the chained strategy for two different sizes of the working sample $\hat{\Omega}$ (in parentheses the number of policies after removing the repeated policies). Those for $|\hat{\Omega}|=1900$ correspond to Figure 8. All correlations are rank (Spearman) correlations.

The values for $R_{\max }$ for the four environments $(184,110,122,164)$ are $0.99,0.73,0.77$ and 0.54 , respectively, and the smallest complexities to reach these values $(\hbar)$ are $6,3,6$ and 11, also respectively. The $R_{\text {mean }}$ values are $0.40,0.56,0.58$ and 0.12 respectively, and the $R_{\text {min }}$ values are $0.01,0.27,0.30$ and 0.01 respectively. The (Spearman) correlations $\operatorname{Cor}_{\pi \in \hat{\Omega}}(K(\pi), R(\pi))$ are $0.12,0.03,0.17$ and 0.09 respectively ${ }^{9}$, and the (Spearman) correlations $\operatorname{Cor}_{i=1 . . k_{\max }}\left(i, R_{\max }[\leq i]\right)$ are $0.84,0.70,0.85$ and 0.94 respectively. If we take a look at normalisation, we see that the average results for random-walk policies are $0.49,0.57,0.59$ and 0.12 , which are very similar to the $R_{\text {mean }}$ values except for environment 184 . This suggests that we can devise environments to have 0 expected aggregated reward for a random-walk agent (random actions), as with the notion of 'balanced' environments in [34,33, sec. 4.2], or we can normalise the results after execution, in order to get 0 for a random policy, as we will do here.

Now we analyse similar experiments with the chained strategy in Figure 8. The shapes of the distributions are similar to the previous case, but there are some differences. For instance, the environment with rule 164 is very sensitive to previous policies, suggesting that many policies lead to a low number of 1 s from where it is difficult to recover. In fact, the existence of non-recoverable configurations full of 0 s cannot be ruled out. Actually, it is symptomatic that the average performance with random-walk agents (action-random) is now higher than with a set of random policies.

We now include some indicators for Figure 8 as well, shown in Table 3. While the values of $R_{\max }$ are similar to the ones for the fresh strategy, the $\hbar$ values are very different, confirming that this value is not robust to small changes (in the sample or the strategy). We see some relevant changes with respect to the fresh strategy case in $R_{\text {min }}$, which again indicates that some policies may lead to unresponsive environment states from where it is difficult to recover.

We also did some experiments with a larger working sample $\hat{\Omega}$ of 9,500 policies ( 10,000 minus the random walks). The results are also shown in Table 3. As we can see, while there is a strong similarity in the results for many indicators, for the two different sample sizes, some other indicators vary slightly, and one, $\hbar$, is clearly not robust.

Finally, we show the whole distribution without slicing by complexity in Figure 9. The narrow bars of the histograms (usually higher and placed about in the middle) show the 100 random-walk policies. The wide bars show the remaining 1,900 policies. We see that the histograms for the random-walk policies are peaked in the middle and with a Gaussian shape. Apart from their location, random-walk policies do not provide too much information. However, this is not the case for the other policies. In the case of environments with rules 110 and 122 we see a Gaussian shape, which suggests that, in their ranges, the discriminating power is quite regular, with more policies around the average and very few on the extremes of the distribution. On the contrary, environments with rules 184 and 164 show a very different picture. Rule 184 has a high concentration of policies for aggregated rewards close to $0,0.5$ and 1 , and valleys for the rest. This makes it difficult to understand whether the discriminating power is high or low. Also the notion of difficulty is blurred here, because it may seem difficult to reach 0 and 1 because of their location, but then there are many policies achieving these scores. Rule 164 gives a very asymmetric picture, and many policies behave worse than random.
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Fig. 8 Same as Figure 7 but using the chained strategy for the experiments.
In practice, we need a clearer way of determining the actual difficulty, normalisation and discriminating power of each problem. We introduced the environment response curves for that purpose in section 3.3 and we will see them next for this setting.

### 4.4 Estimation of the environment response curves for the chained strategy

First of all, we give a few indications of how the environment response curves are calculated. We estimate $w(\pi)$ in Eq. 6, by using $k$ as an approximation of $K(\pi)$ and then we sample over the previously built working sample $\hat{\Omega}$, which had 1,900 policies. Since we need to invert the functions $D_{\text {pos }}$ and $D_{\text {neg }}$, we calculate 101 different values of $\gamma$ at equal intervals from 0 to 1 .

In section 3.3 we did not find a closed-form expression for the inverted functions when sampling without replacement (see Table 1), which we think is more realistic for this problem than sampling with replacement. So in this case we perform the following procedure. For each value of $\gamma$, we construct samples $S$ (without replacement, i.e., $S \leftarrow \hat{\Omega} \|_{w, N}$ ) with values of $N=1 . .1900$, and we calculate $\max _{\pi \in S} R(\pi)$ for each sample $S$. We calculate whether this value is greater than or equal to $r_{p o s}(\gamma)$ as in Eq. 7 for


Fig. 9 Histograms of $R$ for the 2,000 policies for the same experiments in Figure 8 (chained strategy). Narrow bars (purple) represent all the results for the random-walk agents while wide bars (in beige) represent the rest.
each of these samples, leading to an array of Boolean values denoted by $B$, whose size ${ }^{10}$ is 1,900 . Note that this is not an estimation of $q_{\text {pos }}$ for each $N$, but just one case. Since we want to calculate $N_{\text {pos }}$ and $N_{\text {neg }}$ (see equations 10 and 11), we need to estimate when $q_{\text {pos }}$ is greater than or equal to $1 / 2$. We do this by summing how many falses there are in $B$. This is exactly $N_{\text {pos }}$. Since our value for $q_{\text {pos }}$ was not a probability but just one case, we repeat the process 400 times in order to get a good estimate of $N_{\text {pos }}$. Finally, by calculating the binary logarithm we have $D_{\text {pos }}$ as for Eq. 13. This leads to a table of 101 values of $\gamma$ and $\theta$. During the same procedure, we also calculate the neg versions ( $N_{\mathrm{neg}}, D_{\mathrm{neg}}$, etc.) and get a second table. From these two tables, we can just get the inverted functions $\Re_{\text {pos }}, \Re_{\text {neg }}$ and their joint version $\Re$.

Figure 10 shows this function $\Re$ (we have chosen the chained strategy). The tolerance levels can be easily seen on the $y$-axis (on the right for each plot), which is a (linearly) normalised version of the aggregated rewards ( $y$-axis, on the left). Apart from the convenient way of showing how the values are normalised (so all the environments become commensurable if we look at the right $y$-axis), we can also
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Fig. 10 Environment response curves $\Re(\theta)$ with the chained strategy without replacement for the four environments using 1,900 policies ( 2,000 minus the random walks), which are reduced to 1349 after removing repeated ones. The $x$-axis represents the ability $(\theta)$ of an agent and the $y$-axis (on the left) represents the expected aggregated reward $R$. The $y$-axis on the right is a normalised version, where we can use the tolerance level $\gamma$ to locate any point. For instance, in order to get $1 / 2$ probability of getting at least the maximum ( $0 \%$ tolerance level), we need to look at normalised 1 , which requires abilities $4.88,8.90,8.01$ and 8.81 for rules $184,110,122$ and 164 respectively. If we set the tolerance level at $\gamma=0.25$, we need to look at normalised reward 0.75 , which gives values of $3.55,3.10,7.38,8.34$ for rules $184,110,122$ and 164 respectively. More values in Table 4.
get simple and clear indicators of difficulty and discriminating power. For instance, from these curves we can get estimations of the difficulty of each environment for different levels of tolerance as calculated in the caption of Figure 10. Also, the notion of discrimination can be analysed by looking at the shape of the response curves. For instance, rules 184,122 and 164 show curves that are below the diagonal for the positive part (top right quadrant of the curves) while 110 is above the diagonal. This indicates how difficulty varies for several values of tolerance. In fact, ability plunges from 8.90 to 3.10 when changing from $0 \%$ to $25 \%$ tolerance (normalised rewards 1 and 0.75 respectively) for rule 110 . This environment (rule 110) would be a good choice if we liked to tell whether an agent has an ability higher or lower than 3 , as the slope of the curve in this area is almost vertical. For higher abilities, environment with rule 164 could be used next, while environment with rule 184 would be useful to discriminate in the range $0-4$, because they have high slopes in these areas. Also, it is interesting to look at these plots in a dual way,

|  |  |  | $D_{\text {pos }}(\gamma: 0 . .0 .25)$ |  |  |  | $D_{\text {neg }}(\gamma: 0.0 .25)$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Rule | $\|\hat{\Omega}\|$ | 0.00 | 0.01 | 0.05 | 0.10 | 0.25 | 0.00 | 0.01 | 0.05 | 0.10 | 0.25 |
| 184 | $1900(1349)$ | 4.88 | 4.72 | 4.33 | 4.01 | 3.55 | 4.73 | 4.20 | 2.94 | 2.76 | 2.53 |
| 184 | $9500(5922)$ | 5.44 | 5.26 | 4.44 | 4.13 | 3.68 | 4.50 | 4.32 | 3.01 | 2.79 | 2.50 |
| 110 | $1900(1349)$ | 8.90 | 8.88 | 8.07 | 7.74 | 3.10 | 10.24 | 9.01 | 8.64 | 8.63 | 6.97 |
| 110 | $9500(5922)$ | 12.42 | 12.08 | 10.15 | 10.01 | 8.87 | 11.76 | 11.61 | 10.22 | 9.07 | 8.30 |
| 122 | $1900(1349)$ | 8.01 | 8.01 | 7.91 | 7.91 | 7.38 | 9.47 | 9.47 | 7.42 | 7.41 | 6.39 |
| 122 | $9500(5922)$ | 8.73 | 8.66 | 8.49 | 8.47 | 7.55 | 10.24 | 9.16 | 8.17 | 8.17 | 8.02 |
| 164 | $1900(1349)$ | 8.81 | 8.38 | 8.34 | 8.34 | 8.34 | 1.11 | 0.95 | 0.75 | 0.67 | 0.56 |
| 164 | $9500(5922)$ | 10.54 | 10.54 | 9.41 | 9.41 | 9.39 | 1.49 | 1.18 | 0.93 | 0.92 | 0.69 |

Table 4 Comparison of $D_{\text {pos }}$ and $D_{\text {neg }}$ using the chained strategy for two different sizes of the working sample $\hat{\Omega}$ (in parentheses the number of policies after removing the repeated policies). Those for $|\hat{\Omega}|=1,900$ correspond to Figure 10 and those for $|\hat{\Omega}|=9,500$ correspond to Figure 11.
because just by changing the rewards $r$ to $1-r$ in our environments, we would get environments with the structure given by the bottom left quadrant of the curves.

Finally, Table 4 shows the differences in the estimation of difficulties using a larger working sample: 9,500 policies ( 10,000 without the random walks). We see that these measures are more robust and convergent, especially for tolerance levels 0.05 and 0.10 . The environment response curves for the larger working sample are shown in Figure 11, and also have the same shape as those in Figure 10.

From these experiments we see that environment response curves are powerful and robust tools to analyse the difficulty and discriminating power of any environment at different levels of tolerance.

### 4.5 More efficient approximations

The process of inverting the functions $D_{\text {pos }}$ and $D_{\text {neg }}$ for the case without replacement is computationally expensive, as we discussed at the beginning of the previous section. The reason is that sampling without replacement does not lead to closed-form expressions for this inversion. One alternative is to work with the case with replacement, either because we think that it may also be a reasonable choice or just because the case with replacement is always an upper bound to the case without replacement. The process for the case with replacement is much easier. We just need to calculate the values of $q$ as given by Eq. 9 and then combine this with Eq. 12 in proposition 2.

Figure 12 shows the case with replacement. We see that there are only small differences with respect to Figure 11. Basically the plots stretch at ability 0 and extend a little bit at the edges. So, this can be a good approximation if the computational cost of calculating the results for the case of sampling without replacement makes it infeasible for other environments.

## 5 Case study: a multi-agent system featuring competition and coordination

The previous case study gives us sufficient insight about how the difficulty of an agent interacting with an environment can be estimated and how the discriminating power for several environments can be used to choose some of them (or use them in a given order) when evaluating agents (as in computerised adaptive testing using IRT). However, things are more complex when many agents interact, and the difficulty of an environment is relative to the agents therein and their interactions. So it is useful to see how all these tools can be applied to a MAS setting as well. The previous case study could have easily been extended to more agents, but we have preferred to explore a different problem as a second case study to provide a more diverse set of cases.

The new experimental case study, although inherits some of the basics of the previous one, is much richer and more similar to some examples in MAS, such as the prey-predator (foraging) problem or some games such as Go. We want a setting where we can explore some configurations where cooperation is needed and some cases where competition is analysed. We also try to devise an environment that allows for complex phenomena and emergence, but we still keep its definition and policy specification


Fig. 11 Same as Figure 10 using 9,500 policies ( 10,000 minus random walks), which are reduced to 5,922 after removing repeated ones. This is shown for the chained strategy without replacement. The exact values of difficulty for some degrees of tolerance are shown in Table 4.
as simple as possible, without unnecessary sophistication (e.g., avoiding further dimensions, many rules, full observations, ad-hoc instructions, etc.), in order to make the following analysis shorter and more comprehensible. Nonetheless, the two case studies in this paper are just a choice and other classical problems or games could be used instead.
5.1 Surrounding and coordination MAS: definition

We would like a multi-agent problem where agents get their rewards by preying on other agents and they lose rewards when they are caught. As we want agents to behave in either way (as predators or preys), and to require the help of other agents to be able to chase another (leading to cooperation), we have just adapted the predator-prey problem in such a way that we need two predators to take a prey, by simply surrounding it. Also, we include the possibility of some collective behaviour or synchronisation by making rewards depend on a particular disposition of agents in the space. Again, we use a onedimensional array, as it makes representation much easier through space-time diagrams, and most (if not all) complex behaviours can fit in this one-dimensional array. More formally:


Fig. 12 Same as Figure 11 but using the chained strategy with replacement.
Definition 10 A surrounding and coordination MAS (SCMAS) is a special kind of environment $\langle\mathcal{S}, \tau, \omega, \rho, \Pi\rangle$, as seen in definition 1 , with the following extra parameter $\boldsymbol{\sigma}^{0}$. The state space $\mathcal{S}$ is represented by a one-dimensional array of integers $\boldsymbol{\sigma}=\left\langle\sigma_{1}, \sigma_{2}, \ldots, \sigma_{m}\right\rangle$. We consider the array to be finite $(|\boldsymbol{\sigma}|=m)$ but circular in terms of neighbourhood ( $\sigma_{0}=\sigma_{m}$ and $\sigma_{m+1}=\sigma_{1}$ ). There are $n$ agents in the environment, with $3 \leq n \leq m$. Agents occupy a cell in the array (its position $p_{i}$ ) with $1 \leq p_{i} \leq m$. Two agents cannot share a cell. There is an initial array $\boldsymbol{\sigma}^{0}$, also known as seed, whose components hold a 0 if the cell is empty or a positive integer representing an agent identifier otherwise. The set of observations $\mathcal{O}$ is given by four bits $\left\langle\delta_{p-2}, \delta_{p+2}, \delta_{p-1}, \delta_{p+1}\right\rangle$ representing the information of whether the cell two positions left $\sigma_{p-2}$, the cell two positions right $\sigma_{p+2}$, the cell one position left $\sigma_{p-1}$ and the cell one position right $\sigma_{p+1}$ are empty ( 0 ) or not (1). The actions $\mathcal{A}$ are given by elements in the following set $\{$ left1=0, stay $=1$, right $1=2$, left $2=3$, right $2=4\}$, which respectively mean to move one cell left, to stay, to move one cell right, to move two cells left, and to move two cells right.

The transition function $\tau$ is given by recalculating the new position given the actions for each agent: $\tau\left(\sigma^{t}, a_{1}^{t}, a_{2}^{t}, \ldots, a_{n}^{t}\right) \rightarrow \sigma^{t+1}$. This function does several checks in order to preserve the rule that two agents cannot share a cell. Basically, it is an iterative process. If the first application of the action leads to an inconsistent state (i.e., some agents share cells), then the procedure undoes the actions involved.

If this new state is still inconsistent, then the procedure undoes the actions involved. And so on until a consistent state is found. A consistent state always exists as the procedure will ultimately go back to the previous state. This transition function is deterministic, but as the agents may be non-deterministic, the whole environment may be non-deterministic.

We see that here we have a relative complex process to determine the actions that are finally executed by the system. This is implemented as a two-stage process (we get the actions, or influences, from the agents) and then we make the system react by evaluating which of them can be executed. This is similar to Ferber and Müller's model of influence and reaction [21,54]. Note that the location and concurrent actions of other agents is key for some state changes (such as two neighbouring agents swapping positions being possible if performed simultaneously).

The rewards are calculated in the following way. Rewards are zero unless an agent is in two particular situations. One situation is when there is a surrounding triad, i.e., three agents in a row (in neighbouring positions): $\langle\ldots, A, A, A, \ldots\rangle$. In this case, the middle agent gets reward -2 and the left and right agents get reward +1 . If an agent is involved in more than a triad (e.g., four agents in a row), all the possible triads are applied and the rewards accumulate. Note that if an agent is in the middle of five agents in a row, this agent gets $+1+1-2=0$ as reward. The other situation involving rewards is when the agent has a formation triad, with a gap between the two surrounding agents and itself. In other words, we have a $\langle\ldots, A, 0, A, 0, A, \ldots\rangle$ formation, where $A$ can have the index of any agent and 0 represents an empty cell. In this case, the reward of the agent in the middle is increased by 0.5 . The other agents do not receive any reward by this (unless they are involved in a 'surrounding' triad or the formation continues). Intuitively, the surrounding triads are zero-sum rewards aimed at fostering competition (although cooperation is also possible between the surrounders), while the formation is aimed at fostering cooperation, as it can provide positive results to (almost) all agents in case all arrange in formation (agents and empty cells alternate).

The order of events for each step in the system is: observations are produced, actions are performed, the automaton is updated and finally, rewards are produced.

As we did in the previous section, we introduce a policy language, APL2, in this case:
Definition 11 The agent policy language APL2 is given by a memory (or history) binary array mem, initially empty (and not circular), and an ordered set of instructions $\mathcal{I}=\{$ back $=0$, $\mathrm{fwd}=1$, Aaddm $=2$, Aadd1 $=3\}$. A program or policy $\pi$ is a sequence of instructions $\iota_{1}, \iota_{2}, \ldots, \iota_{|m e m|}$ in $\mathcal{I}$. The interpreter works on its memory by using two accumulators $A$, and the action is given by the result of the accumulator at the end of the process. Namely:

1. Read the observation $\left\langle\delta_{p-2}, \delta_{p+2}, \delta_{p-1}, \delta_{p+1}\right\rangle$ and append it to the history array mem.
2. Place the memory pointer $b$ at the end of mem.
3. $A \leftarrow$ stay
4. forall $\iota \in \pi$
case $\iota$ :
back $: b \leftarrow \max (b-1,1)$
fwd $\quad: \quad b \leftarrow \min (b+1,|m e m|)$
Aaddm : $A \leftarrow\left(A+\right.$ mem $\left._{b}\right) \bmod 5$
Aadd1 : $A \leftarrow(A+1) \bmod 5$
end case
5. endfor
6. return $\langle A\rangle$

It is easy to see that the policy 02 (i.e., the instructions back and Addm) just means the following: "if there is an agent on the left ( $\sigma_{p-1}$ is accessed after moving back on mem), then stay (action stay $=1$, as $0+\delta_{p-1} \bmod 5=\delta_{p-1}=1$ ). Otherwise, move left (action left1 $=0$, as $\delta_{p-1}=0$ )".

### 5.2 Evaluation of agent collectives

Using the MAS described above, the first thing we are going to analyse is its behaviour for a set of agents acting as a collective (or swarm). In order to do that, we will take the reward for every agent and


Fig. 13 Space-time diagrams (evolution for $t=300$ steps) with different configurations for the multi-agent system SCMAS. Empty cells are shown in clear grey, and agents are shown as dots in different colours. All examples use a space of 30 cells and 9 agents. The four diagrams on the left use a start configuration where all the agents are packed between cells 12 and 20. The four diagrams on the right start with a sparser, more arbitrary configuration. Diagrams 1 and 5 show the result for random agents. Diagrams 2, 3, 6 and 7 show the results of using homogeneous configurations (all agents have the same policy). We see that diagrams 2 and 6 do not reach the formation, and get poor overall reward. Diagrams 3 and 7 , on the contrary, converge to very good results (in fact, diagram 3 shows convergence to an optimal formation with reward close to +0.5 ). Finally, diagrams 4 and 8 show the result for a particular heterogeneous set of agents, where perfect formation is more difficult, but getting some good triads (by chance) is possible.
calculate their average. Note that, according to the reward function, 'surrounding' triads are zero-sum, so we can only get positive overall rewards for the group using the 'formation', i.e., when agents and empty cells alternate. In fact, with $n$ agents, the maximum reward is $0.5 \frac{n-2}{n}$, if the formation cannot be made circular $(n<m / 2)$. The minimum reward is 0 . We will work with a space of 30 cells and 9 agents. Instruction programs (policies) will be generated with lengths from 0 to 20, choosing the length with a uniform distribution and then the actions also uniformly from the set of actions, as we did for the single-agent experiments in section 4.

Figure 13 shows the space-time diagrams of 8 experiments using different policies. For instance, diagrams 1 and 5 show the behaviour of the 9 agents when their policies are random (they choose an action randomly). As expected, the behaviour is chaotic and the expected reward is low. We are more interested in other configurations where (all) agents do not behave randomly. We will first explore the case of a homogeneous MAS, by assuming that all policies are the same (note that this does not mean that the actions are the same). In other words, homogeneous means that we choose a policy for agent 1, and this policy is also used for agents 2 to 9 .

Now the question is how difficult it is and how much diverse the results are for a homogeneous set of agents to arrange in a 'formation'. We must analyse each problem instance separately, as we did with the single agent case in section 4 using a fixed seed for all the iterations. This is important, as we do not want to analyse how difficult it is to find a good starting configuration (e.g., the set of agents might already be in formation and a very simple 'stay' policy for all would suffice). Instead, we want to know how difficult it is to find a policy for the MAS for a given starting configuration. This also supports the idea of using a fresh strategy, which seems more natural in this case. For instance, diagrams 2 and 3 in Figure 13 show the very different results of two policies with a starting configuration where all agents are consecutively arranged initially. Diagrams 6 and 7 show results for other policies with a different starting configuration.

We can focus on the diversity of policy rewards depending on the starting configuration. This is what we do in Figure 14 (top). The plot on the top left shows that with a regular start configuration, it is easy to find policies achieving about 0.38 mean reward (where the maximum is $0.5 \frac{7}{9}=0.389$ ). However, this seems to be more difficult for a less regular starting point, as shown in the plot on the top right of Figure 14. This can be seen more clearly in Figure 15 (top), as we can compare several cases with a standardised measure of ability. The plot on the top left shows that abilities around 3 are enough for this regular starting point, while things become more difficult with a non-regular start. Also note the difference in discriminating power. The seed on the top left would be useful to tell between abilities below and above 3 only (but very sharply), while the seed on the top right can be useful to distinguish (possibly less robustly because of its coverage) a wider range of abilities.

We can use our tools and plots to analyse the heterogeneous case as well. Here, the nine agents may have different policies. We generate their policies as usual, just for each iteration. As we evaluate how well the nine policies work, a search strategy would not discard a policy with a bad result, because it may depend on the others. For this reason, the response curves can be calculated with replacement. As we can see in Figure 14 (bottom), the results change significantly in comparison to those of a homogeneous MAS. First, in both bottom-left and bottom-right, we do not see cases with an average reward greater than 0.2 . So, solving these two instances with heterogeneous MAS is more difficult than with a homogeneous one. This can be seen more clearly in Figure 15. In fact, with the response curves, we can see that the irregular start configuration (bottom right) is better than the regular one (bottom left). This is disguised in the distribution plots of Figure 14, as the bottom-left plot is very narrow and only raised by an isolated high point at complexity 8 .

If we take a global look at Figure 14, we see how different the results are with respect to the use of random policies (designated with 'rnd' on the complexity $x$-axis). Note that random policies have a very small deviation and do not say anything about the difficulty of the problem. This again justifies the use of a random population of policies instead of assuming a random behaviour. Overall, we see that figures 14 and 15 give us very valuable and precise information for the multi-agent case also, either with homogeneous or heterogeneous sets of policies.

### 5.3 Evaluation of individuals

A MAS can be analysed from the point of view of the performance of the group as we have done above, but it can also be analysed from the performance of each individual. This leads to competition and other forms of cooperation. With our system SCMAS, it is easy to focus on individuals by considering rewards separately. The maximum reward for an individual is +1 (if it surrounds other agents all the time) and the minimum reward is -2 (if it is surrounded indefinitely). Initially, we will use 9 agents (with a heterogeneous set of policies) and a similar configuration as in section 5.2 . We can see some examples in Figure 16. For instance, the first space-time diagram shows the result of a fixed policy (agent \#1, in black) against 8 agents behaving randomly. As we can see, it is very difficult for agent $\# 1$ to surround another agent for some time. Diagrams 2, 3 and 4 use a fixed heterogeneous set of policies for agents 2-9 and show very different results. Diagrams 2 and 4 show policies that behave very well, and stabilise with an optimal reward for $\# 1$, while diagram 3 shows a case where agent $\# 1$ is captured and its policy does not allow it to escape.


Fig. 14 We show the distributions $R[k]$ for different configurations for the multi-agent system SCMAS. All examples use a space of 30 cells and 9 agents. We generate 2,000 agents ( 100 of them are random) and for each of them the environment runs during 300 iterations ( $t=300$ ), starting from scratch for each agent (fresh strategy), using the different seed configurations in each case, as shown. The two plots on the top use a homogeneous policy (the same policy for the 9 agents), while the two plots on the bottom use a heterogeneous policy (different policies for each agent). We see that the use of a homogeneous policy is better for both configurations, as it is easy to obtain a 'formation' arrangement if all agents have the same behaviour, especially for the seed where the agents start as a packed row.

One might think that a fair way of evaluating an agent against some other agents in a MAS environment is to make it compete with random rivals. However, this choice is not appropriate, as we can see on Figure 17 (top left), as it leads to poor results and poor variability (with very low discriminating power on Figure 18, top left). As an alternative, we can focus on a fixed set of rivals and a fixed initial configuration. A set of agents was generated randomly (just once): $\pi_{2}=" 220023 ", \pi_{3}=" 00022333$ ", $\pi_{4}=" 120200233 ", \pi_{5}=" 22 ", \pi_{6}=" 21112333 ", \pi_{7}=" 2233 ", \pi_{8}=" 1123 ", \pi_{9}=" "$. As we can see on Figure 17 (top right), this gives a richer perspective, with maximum and minimum rewards achievable. However, this represents just a particular case, which can be useful to analyse the ability that is required to get good results given a particular set of opponents. This is more evident in Figure 18 (top), where we see the difficulty of both cases.

The comparison of particular cases is interesting, but we would like to know the ability of an agent against varying sets of agents. For this, we cannot treat each experiment separately, as this will, again,


Fig. 15 Environment response curves $\Re(\theta)$ with the fresh strategy for the four environments using 1,900 policies $(2,000$ minus the random walks), corresponding to Figure 14. The difficulties of the homogeneous policies (top) are calculated without replacement while the difficulties of the heterogeneous policies (bottom) are calculated with replacement. We now see very neatly that the homogeneous policies with a regular seed (top-left) lead to very easy situations and highly discriminating power around ability $\theta=3$. The bottom plots (heterogeneous case) also show that abilities around 7-10 are needed to get a reward of 0.15 , while the plots on the top reach this value with abilities around 3-4.
show the chance that an easy set of opponents could appear. Instead, each experiment needs to calculate the expected reward of a policy $\pi$ against a distribution of population sets. This can be modelled quite easily by fixing one policy and repeating the experiment against many sets of opponents (using the same distribution we use to generate policies) and average the reward results. In our case, we use 50 repetitions, which gives a reasonably good estimation in this case. The results are shown in Figure 17 (bottom left). We see that it is very difficult to find a policy which is optimal against any set of opponents. The best that can be found is an expected reward of 0.31 at an ability of almost 9, as we can see in Figure 18 (bottom left).

Our last plot in these figures represents an interesting combination. From the previous experiment, we select the best 8 policies, and use them for the opponents. Namely, the best policies are: $\pi_{2}=$ $" 20222333 ", \pi_{3}=" 2202122000233 ", \pi_{4}=" 0212202112233 ", \pi_{5}=" 022120211223 ", \pi_{6}=" 112223 "$, $\pi_{7}=" 022000022333 ", \pi_{8}=" 200022333 ", \pi_{9}=" 12112202120233 "$. These policies obtained values between 0.32 and 0.26 in the previous experiment. Now, we repeat the experiment using these policies,

| Policy(1) 21222023 | $\begin{gathered} \text { Policy(1) } \\ 2122211221233 \end{gathered}$ | $\begin{gathered} \text { Policy(1) } \\ 23 \end{gathered}$ | $\begin{gathered} \text { Policy(1) } \\ 23 \end{gathered}$ | $\begin{gathered} \text { Policy(1) } \\ 002223 \end{gathered}$ | $\begin{gathered} \text { Policy(1) } \\ 00222022333 \end{gathered}$ | $\begin{gathered} \text { Policy(1) } \\ 122202333 \end{gathered}$ | $\begin{aligned} & \text { Policy(1) } \\ & 20002333 \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |

Fig. 16 Space-time diagrams (evolution for $t=300$ steps) with different configurations for the multi-agent system SCMAS. Empty cells are shown in clear grey, and agents are shown as dots in different colours. We focus on the rewards of just one individual, agent $\# 1$, which is shown in black. All examples use a space of 30 cells. The four diagrams on the left use 9 agents, diagrams 5 and 6 use 6 agents and diagrams 7 and 8 use 3 agents.
as trying to simulate a case where an agent has to compete against the best. The results, shown in Figure 17 (bottom right), are slightly surprising. While the mean reward (in blue) is negative, which is consistent with a situation where the agent competes against very good agents, the maximum and minimum achievable rewards are widened. In fact, there are even a few cases where a reward of 0.43 can be obtained against this set of best opponents (see the bottom-left plot of figures 18 and 17). Several explanations can be given here, but we think that some of these competing agents will try to create triads, which can also be exploited by a few shrewd policies, as in this case.

Finally, the number of agents could be subject to study as well. We have performed several experiments changing the number of agents. We have observed that the difficulty of getting high rewards seems to increase very slightly as the number of agents decreases. This may be explained in this case as the possibility of creating triads is reduced with fewer agents. Of course, for numbers of agents approaching the number of cells, difficulty also increases as it becomes too crowded and mobility is reduced (note that agents cannot share cells).

Overall, the experiments performed in this section have shown the usefulness of the distribution plots and the response curves to analyse the difficulty and discriminating power of several situations: homogeneous multi-agent groups (or swarms), heterogeneous groups, competing individuals against a sample of agents and competing individuals against the best opponents.


Fig. 17 We show the distributions $R[k]$ for different configurations for the multi-agent system SCMAS. All examples use a space of 30 cells and 9 agents. We generate 2,000 agents (100 of them are random) and for each of them the environment runs during 300 iterations $(t=300)$, starting from scratch for each agent (fresh strategy). The two plots on the top use different seed configurations in each case, as shown. The top-left plot examines what happens when an agent has to compete with 8 random agents. As we can see, the results are poor in terms of rewards and variability. The top-right plot examines what happens when we fix the other 8 policies (and keep them for all the experiments). For this choice of competitors, there seems to be easy policies for $\# 1$ to succeed. As we see that the results highly depend on the seed and the other agents, the bottom plots show the results when we confront each policy with 50 different teams of competitors (with different seeds also). This means that we perform $2,000 \times 50=100,000$ experiments ( 300 iterations each). This is what we see on the bottom-left plot. Finally, the bottom-right plot shows the results when we choose the best 8 agents from the previous experiment and make them be the competitors of agent $\# 1$ with varying seed configurations. Surprisingly, it seems easier to compete against the best to get good rewards than against a random choice of policies (but note that the average reward is lower).

## 6 Discussion

In section 2 we mentioned many other approaches to the notions of difficulty and discriminating power. We will now see the relation between our proposal and other notions of complexity, and we will analyse the use of more sophisticated policies in the context of multi-agent systems.


Fig. 18 Environment response curves $\Re(\theta)$ with the fresh strategy for the four environments using 1,900 policies (2,000 minus the random walks), corresponding to Figure 17. The difficulties are all calculated without replacement, as the opponents are fixed for the four cases. We see that an ability of 5 only reaches expected reward 0.10 for the top-left case (competing against a set of random agents). The specific case posed by a given set of opponents (shown on the top-right plot) is very easy and highly discriminative for low abilities. The bottom-left curve shows the results using each policy against 50 teams of opponents and averaging rewards as if it were a single experiment. We see a wide range of abilities and a relatively poor maximum result (0.31). We can see that the bottom right curve has a negative expected reward at ability 0 , which means that competing against good agents leads to bad results for unable agents. However, we see that the best results for higher abilities are even higher than the bottom-left case.

### 6.1 Difficulty and complexity

In section 2 we discussed that it can be argued that upper bounds of the difficulty of an environment can be estimated by evaluating the complexity of the whole environment. In fact, in the setting seen in section 4, this would have led to the size of a compressed representation of the definition of the configuration rules, the reward rules and the observation function; a large number. For the multi-agent environment in section 5 , this would have been clearly unfeasible. For instance, the implementation of the environments and automata of the first case study takes about hundreds lines of code in the language $R$. More compressed implementations are possible, but it is difficult to conceive an implementation whose
length is less than a few thousand bits. This would be a very loose upper bound for complexity (and hence meaningless) taking into account that some problems are very easy.

A way out might have been to consider some underlying setting or class of environments, from which we would just add some parameters or rules. For instance, we could assume that the reference machine contains the basics for evolutionary cellular automata as well as the way agents and rewards are handled in this setting. With this assumption, we would only need to calculate how complex each rule is. The problem here - and the use of elementary cellular automata makes it emphatically clear - is that there are only 256 rules with the same information content each: $\log _{2} 256=8$ bits, and each of them leads to very different behaviours and difficulty values.

Another possibility might have been to look at the patterns each ECA rule generates and see whether this correlates with the difficulty we can find in them. Actually, these patterns show high variability. In fact, a deep and insightful analysis of the space-time diagrams has recently been performed by several studies $[63,65]$. Note that if we analyse and try to compress their space-time diagrams (e.g., those depicted in Figure 4) we are looking at some of their emergence properties, not at the automaton itself. In other words, we only code its emergent properties, and not the whole of it. As a result, the complexity may be much lower than the whole automaton. If we just focus on the four rules we have used throughout the experimental section: 184, 110, 122 and 164, we have that Zenil's approach based on compression [63], sorts them (from lowest to highest complexity) as follows: 164, 184, 122, 110. A related study, [65], which uses the coding theorem method through a 'block matrix decomposition', reaches slightly different values but exactly the same order. If we compare this order with the results of difficulty (with 0 tolerance) as shown in Figure 10, we have that the order is $184,122,164$ and 110, and for ( 0.25 tolerance) it is 110, $184,122,164$. In other words, the Kolmogorov complexity of how the ECA evolves in space-time does not seem to correlate with the difficulty that the agent may find in it. This is of course expected, since there are many other things (such as rewards or the influence of the agent in the ECA) that may lead to simple policies occasionally succeeding even if the configuration of the automaton becomes too messy (complex). This is even clearer in the multi-agent case, as the characteristics of the other agents (even simple ones) have very important effects on difficulty.

The take-away message of all this is something that we already pointed out in the introduction: the emergence of complexity is very different to the emergence of difficulty. While some approaches to difficulty can work (and have worked) by looking at the environment complexity, any general account of difficulty must take an agent-centred point of view.

This does not mean at all that Kolmogorov complexity and other tools from algorithmic information theory should not be applied for determining the difficulty of an environment. The lesson learnt is that in order to understand difficulty we need to focus on the policies, as we have done in this paper. In fact, the good thing about Kolmogorov complexity applied to policies is that the results should be more independent of the language used to represent policies (our agent policy languages APL and APL2 here). Obviously, there may be significant differences if the language uses some higher-level features, such as AgentSpeak [7], 2APL [13] or other BDI approaches [51], and the calculation may be more difficult, but the main principles would still apply.

### 6.2 Policies in multi-agent systems for cooperation, competition and communication

In the two case studies that have been analysed in the previous sections, we have worked with very concrete actions and very simple observations. The policy language is able to combine these two things, using a memory and some accumulators in order to show complex behaviour, including conditions and actions that depend on current and past observations. Nonetheless, actions, environments and policies can be described in terms of more higher-level concepts such as intentions, emotions, etc. This means that knowledge-level agents could also be considered, especially those that can express beliefs, desires and intentions, and can do some form of communication. There is nothing against this, apart from finding a compact way of expressing the policies.

The existence of other agents make the mere accomplishment of a written policy much more cumbersome. For instance, in our case studies a policy may be described in basic actions such as move right, but occasionally the action cannot be performed because there is an agent blocking the cell. If
this action could be attempted in subsequent iterations (perhaps through a 're-attempt' action) policies could become simpler. Also, more abstract policies could be used, as well as explicit separations between intentions and actions (as in the influence-reaction model $[21,54]$ ). For instance, a policy where basic actions could be 'approach the rightmost agent' would be more powerful in terms of knowledge, interaction, intentions, situation and awareness about the other agents. This is acceptable as far as all agents we want to compare use the same representation language for policies. Otherwise, the comparison would not be fair.

As a result, these techniques could be applied to common AAMAS scenarios, such as several kinds of predator-prey (foraging) problem or games (such as pacman), planning problems (such as the blocks world), navigation problems, traffic or pedestrian simulation, swarms, zero-sum and non-zero-sum games, robotic scenarios, and many other areas. Response curves, for instance, can be very useful because many environments (or the same environment with several parameters, opponents or initial conditions) can be compared with a standardised scale of abilities. It may be difficult to apply this to some problems used in competitions (e.g., Robocup) as many participants will have very complex programs and their policies could not be compared to other (basic) policies. In competitions, it would be necessary that all agents share the same specification language, so policies are comparable. For instance, agent specification languages, such as AgentSpeak in Jason [7] (or others, [8,47,2,13]) could be used to express several agents for a given problem. For instance, we could think of the gold miners example [7], where two teams of miners need to coordinate in order to collect and deliver as much as gold as possible. We would need to specify the rewards that are shared or assigned individually, as well as whether we measure the complexity of the policy of one agent or a set of agents, and whether we analyse homogeneous or heterogeneous teams (as we did with the MAS case study in this paper).

The most complex part would be the generation of policies. One problem about AgentSpeak is that random strings may lead to syntactically (or semantically) incorrect programs. So the idea would be to use operators in such a way that new instructions can be added and removed from the program, while keeping the program consistent. Also, it would be much easier if the program is constructed with a skeleton including the most critical parts, and the 'logic' of the policy is left open to perform modifications on it. Adapting the techniques in this paper to a problem such as this using AgentSpeak would be a research work on its own. However, for other kinds of classical problems in agent theory or game theory, especially when the number of actions is reduced and we want to analyse equilibria, deadlocks, etc., the adaptation might be much easier. For instance, another example would be the application to RLcompetitions [59], where the environments, actions and interface are well specified beforehand, and tools such as RL-glue can be used to determine a standard policy language for all.

One thing that we have not had space to fully analyse is the relation between cooperation and competition in the MAS case study. An agent can be good in a competitive situation but bad in a cooperative one, and all this can change depending on the team-mates or the opponents, as we have seen in the MAS case study. The use of the ability scales to construct better rankings for populations of agents could be useful for contests, especially those where there are matches (one vs one games). The use of response curves and opponent-dependent abilities would be novel in the context of IRT and computerised adaptive testing.

Finally, as we mentioned in section 3.1, we are assuming certain features about how problem-solving systems generate and test their policies, using different types of search strategies. In a multi-agent system with communication, some team-mates could be useful for exploring the problem space and sharing results with the rest, so updating the policies that need (and need not) be explored. Also, if agents can learn from other agents in a multi-agent system, as they see the effects of some policies performed by other agents, then this could suggest that the sampling of the population as has been done in this paper would need to be overhauled.

## 7 Application procedure

In sections 4 and 5 we saw the application of our proposal to two different kinds of environments, with slightly different, but simple, languages. In the previous section we have discussed about how crucial the choice of expressive (and more abstract) policy languages can be for some multi-agent systems, and the
need of deriving measures and approximations of (Kolmogorov) complexity for these languages. While this choice is most important, it is useful to have an overall view of the whole process, and see that many other steps will be easier and systematic. Also, in the following section we will discuss several applications. In order to facilitate them, we will summarise a procedure, as a series of steps, that has to be performed whenever we want to apply the approach that has been introduced in this paper. Namely, if we want to give a characterisation of the difficulty and discriminating power of a given interactive task, we need to follow the steps shown in Figure 19, and enumerated below:

1. Identify the environment $\mu$ that represents the task, its interface and the agent roles.
2. Define or choose an agent policy language $L$ that is simple but powerful such that it can represent diverse agent behaviours.
3. Define a measure of complexity for the policies, $K(\pi)$. If meaningful programs in the language $L$ are large, this measure should focus on the parts of the policy programs that are more closely related to agent behaviour.
4. Derive an a priori distribution from the previous complexity, e.g., normalising $w(\pi)=2^{-K(\pi)}$.
5. Make a sample $\Omega$ of policies using $w$, but ensure that a wide range of complexities is covered. Determine how this distribution is going to be sampled (with or without replacement) according to the search strategies (e.g., Monte Carlo, Levin's search, etc.) that are more reasonable for the given task represented by the environment.
6. If it is a multi-agent system, choose or sample the rest of agents (from the same or a different distribution).
7. Execute all the $\pi \in \Omega$ in $\mu$ for a sufficient number of steps. If there are stochastic components or we want results to be valid for several initial conditions, parameters or competitors, repeat the experiments and average the aggregated rewards $R(\pi)$ for each policy $\pi$ and configuration.
8. Draw a scatter plot of $R[k]$ for all policies, i.e., the complexity $K(\pi)$ on the $x$-axis and the aggregated reward $R(\pi)$ on the $y$-axis. Derive some statistics from it: maximum, minimum, average, etc.
9. Derive the environment response function from $\Omega$ and $w$ using definitions 4, 5, 6 and 7 and equations $10,11,13$ and 14 . If there is not an important reason for using the formulas and procedures without replacement, use the formulas with replacement, as they are simpler.
10. Plot the environment response curves. Find the range of abilities (values on the $x$-axis) where slopes are high so the environment can discriminate for those areas.

Note that if the language $L$, complexity $K(\mu)$ and distribution $w(\pi)$ are not biassed in favour or against positive or negative results, the scatter plots, the indicators and the environment response curves can be used (exchanging pos and neg) if the rewards are just negated.

The evaluation of a single environment is useful to understand how different agents behave, to see whether their aggregated rewards are comparably low or high, as well as determining whether the policy language is meaningful and powerful enough to represent rich and successful policies. However, much more interesting things are possible if we do this procedure for several (parametrised) environments. In this case, we can keep a collection of pre-evaluated environments and use them to evaluate agents by the use of adaptive testing techniques, using the environments in an appropriate order. If the environments have been evaluated with the same policy language, the results will be comparable, and we will be able to determine which environments are more or less challenging for that policy language. Interestingly, if we change the policy language and re-evaluate the environments, we can see whether the new policy language leads to lower or higher difficulties. This can help find more suitable (and possibly more abstract) agent policy languages for some environment domains.

## 8 Conclusions

The main contribution of this paper is the view of difficulty in terms of how a population of agent policies (i.e., behaviours) performs on a given task. While this is a traditional view in psychometrics, especially in Item Response Theory, here we can apply this view to non-biological subjects, such as AI agents. For this purpose, we construct a population of agents (or behaviours) according to some distribution over a policy language, and evaluate their results in terms of the (Kolmogorov) complexity of the policy. The


Fig. 19 Workflow for the procedure that is suggested to evaluate the difficulty and discriminating power of a given interactive task (and interface), represented by an environment. The result of the process is a series of indicators and plots that provide a detailed characterisation of the ranges of abilities that the environment is able to cover and discriminate.
development of these ideas yielded several findings. The distribution of policies in terms of complexity, either by the use of graphical tools or statistical indicators is informative. However, these plots and indicators are sometimes hard to understand and do not yield clear notions of difficulty and discriminating power, nor how several environments can be normalised so their results become commensurable. The development of the environment response curves gives a much cleaner picture of the notions of difficulty and discriminating power and makes the analysis directly operative for constructing tests and benchmarks, as Item Response Theory does. The distribution of policies in terms of complexity, either by the use of graphical tools or statistical indicators is informative. However, these plots and indicators are sometimes hard to understand and do not yield clear notions of difficulty and discriminating power, nor how several environments can be normalised so their results become commensurable. The development of the environment response curves gives a much cleaner picture of the notions of difficulty and discriminating power and makes the analysis directly operative for constructing tests and benchmarks, as Item Response Theory does.

The first application of the tools introduced in this paper is the one that motivated it: the construction of cognitive tests of different abilities (for artificial or natural systems) or the development of better competitions or evaluation benchmarks, in the context of universal psychometrics [36]. With the tools developed here we can now choose an environment class representing a cognitive ability, and select a subset of environments to integrate a test. This selection can now be done in a much more principled way by using the results of a population of policies or agents. First, we can normalise the results of many environments using the magnitude of the ability and a normalised reward, so the aggregation of results of several environments (tasks) becomes more meaningful. Second, we know their difficulty at any tolerance level, so we can choose those tasks that are more appropriate to the agent we want to evaluate. Third, by using their discriminating power, we can get maximum information from a single environment, and hence accelerate the evaluation. In fact, we can adapt techniques from (computerised) adaptive testing to do this. For instance, if we want to evaluate an agent for the MAS case study, we
could use the environment on the top right of Figure 18, to know whether the agent's ability is higher or lower than 4, as this environment is very discriminative around this point. From here, we could choose other environments whose response curve characterisation focusses on lower or upper ranges of the ability axis, depending on the result of the previous environment. With just a few environments, we could have a good approximation of the agent ability (instead of dozens of evaluations that would be required to have a reliable estimation with environments that have not been characterised previously). The generality of this approach makes it applicable to any kind of agent or system since environments are a most general setting, which can be instantiated to almost any problem presentation in computer science (see [45, ch. 3] for an environment hierarchy). For instance, by using appropriate environment classes we can evaluate learning abilities, planning abilities, visual abilities, deductive abilities, etc. Note that a meaningful choice of each environment is much more effective than choosing them arbitrarily. This can replace or complement those evaluations based on repositories and it is certainly more effective than choosing all the environments or selecting them by a (universal) distribution, as in [46] (including some improvements over the distribution, such as the one introduced by [39]).

A second application is the assessment of ill-specified problems and interfaces, i.e., when we do not have a complete description of the environment or interactive task at hand. A complete specification of the problem would be necessary for the direct calculation of the (Kolmogorov) complexity of the environment, but it is not for the indicators, plots and measures of difficulty based on (actions or) policies used here. This means that we can apply these techniques to real-world scenarios, stochastic systems, chaotic systems, biological systems, etc. This includes the assessment of a wide variety of multiagent systems, where the behaviour of the other agents is unknown, with some of them possibly being natural agents (animals or humans), including real environments, games, robotic environments, swarms, etc. This is of course complementary to (and helpful for) the increasing number of competitions in artificial intelligence [59,1], where the score range and weight of each problem could be derived from the difficulty measures and functions introduced in this paper.

A third application is to help develop better heuristics, especially in reinforcement learning. This can be done in two ways. First, we can analyse the kinds of environments (according to their response curves) that a given heuristic can solve. This can provide useful information about the exact problems where the heuristic is struggling and also whether there is a neat correlation with the indicators of difficulty. Second, we can customise the techniques used here by changing the probability $w$ of each policy according to some of the features of the heuristic and see how the results change. In any of both ways, the relation of our approach with Levin's search must be fundamental here.

A fourth application is a better understanding of the notion of difficulty and its relation to existing problem solvers, especially in the area of natural and artificial evolution. Since our approach is based on the evaluation of a population of agents, we can specialise this population according to a given natural population (as psychometrics does) or to some theoretical population (in theoretical biology, artificial life or evolutionary computation). How the distributions and measures of difficulty evolve generation after generation (when facing the same or different problems) could provide valuable information about the evolutionary process itself.

The contributions and applications mentioned above also carry some limitations. One limitation is the use of Kolmogorov complexity, which has two important problems: it is incomputable (and needs to be approximated) and it involves constants that depend on the reference machine, which may be very important for small objects. Fortunately, there has been a significant improvement in the empirical approximation of Kolmogorov complexity [14,64], and new methods have been devised that are less sensitive to the reference machine. A second limitation is the agreement on a policy language with the capability of describing the representation in a powerful but unbiassed way. The use of an arbitrary set of policies from state-of-the-art systems (or even competitors) is not a good solution, as the population becomes poorly comprehensive and too subjective. So a policy language has to be agreed in order to generate distributions, measures and plots. A third limitation is the computational effort required to calculate the response curves. Although the plots and measures for the minimalistic setting used in this paper can be calculated in a matter of minutes with a personal computer, things may grow exponentially for more elaborated environment classes and policy languages. The development of tighter bounds that could be expressed in closed-form for the case without replacement is a promising direction to be explored in the future. Nonetheless, it is important to state that these evaluations do not have to be done in real
time. They can be done beforehand and the results can be stored for successive applications of each environment. This is what psychometricians do; they construct a library or catalogue of items, whose response curves have been previously estimated (not effortlessly), and they can use them repeatedly on demand. Since our approach is not specialised to any kind of heuristic, environments that have already been evaluated can be used for a broader range of situations, also making the initial investment more beneficial. Once the distributions, difficulties and plots are derived, the evaluation of a new agent for an environment only requires one simulation. In fact, the estimation of its ability for an environment class will usually require a very small set of environments, if an adaptive testing protocol is used that takes advantage of the characteristics of each environment in terms of difficulty and discriminating power. In any case, the development of other ways of deriving environment response curves (under certain conditions or with simpler expressions) is encouraged in order to make their derivation easier and more efficient.

In addition, many new things can be explored, some of them related to the issues above. For instance, we could use better approximations of Kolmogorov complexity or some other variants (such as Levin's $K t$, already used in $[38,30]$ ), leading to possibly more accurate views of difficulty, since time must be taken into account more explicitly from the beginning. The way in which the generation of policies is done could be rethought in order to resemble the way the coding theorem method works and get the estimation of Kolmogorov complexity (or any variant) directly, without further processing. We have already used random policies in our case studies. However, the introduction of a (pseudo-)random instruction in the instruction set of the policy language is (partially) at odds with the use of Kolmogorov complexity but would lead to interesting insights, especially in the case of matching pennies or other problems (e.g., predator and prey) where occasionally acting randomly may be beneficial.

Other settings have to be explored, such as the use of other kinds of agents, described with different (and universal) policy languages (e.g., [51,13]), using other kinds of environments, etc. For instance, we are considering applying this to mazes (in comparison with [62]), the matching pennies game (in relation to [37] and other normal-form games in game theory) or generalisations of cellular automata, such as Random Boolean Networks [26], in a setting that would highly resemble the one introduced in [33].

There is also an interesting work to be done in terms of indicators and graphical representations. For instance, we have used an empirical approach to the derivation of the environment response curve, but some other IRT models of difficulty and discriminating power ([22,23]) could be adapted to our case.

Overall, while there has been an enormous effort and significant progress in understanding what complexity is and how it emerges, the question about what difficulty is and how it emerges is more elusive. We hope that this work is a step forward towards a better understanding and measurement of the difficulty and discriminating power that an environment represents for a population of agents.
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## Appendix. Proofs

Proof (proposition 1) If $N=1$ we just draw one element, and with $\gamma=1$ we have:

$$
\begin{aligned}
q_{\mathrm{pos}}(1, \Omega, w, 1) & =\operatorname{Pr}\left[\max _{\pi \in \Omega \|_{w, 1}}\{R(\pi)\} \geq(1-1)\left(R_{\text {max }}-R_{\text {mean }}\right)+R_{\text {mean }}\right] \\
& =\operatorname{Pr}\left[\max _{\pi \in \Omega \|_{w, 1}}\{R(\pi)\} \geq R_{\text {mean }}\right]
\end{aligned}
$$

If the mean and the median match then there are exactly $|\Omega| / 2$ elements above $R_{\text {mean }}$, so the probability that taking just one is greater than or equal to $R_{\text {mean }}$ is exactly $1 / 2$ because we have assumed independence.

Proof (proposition 2) The first one follows directly from proposition 1. For $\gamma=0$, we have that $q_{\text {pos }}$ simplifies to $\operatorname{Pr}\left(R_{\max } \in\right.$ $\Omega \|_{w, N}$ ). Since $w$ is independent of $R_{\max }$ by assumption, and there is only one policy for $R_{\max }$, we need to draw half of the elements of $\Omega$ in order to have exactly probability $1 / 2$.

Proof (proposition 3) The probability of $\pi_{\text {pos }}^{*}$ appearing in a sample of size $N$ is greater than or equal to $1-\left(1-w\left(\pi_{\text {pos }}^{*}\right)\right)^{N}$ (this would be the probability with replacement). Then, since this policy is one of those reaching the maximum reward in $\Omega$, we have that:

$$
\begin{aligned}
q_{\mathrm{pos}}(0, \Omega, w, N) & =\operatorname{Pr}\left[\max _{\pi \in \Omega \|_{w, N}}\{R(\pi)\} \geq(1-\gamma)\left(R_{\text {max }}-R_{\text {mean }}\right)+R_{\text {mean }}\right] \\
& \geq 1-\left(1-w\left(\pi_{\mathrm{pos}}^{*}\right)\right)^{N}
\end{aligned}
$$

Since $q_{\text {pos }}$ is non-decreasing with $N$, in order to calculate $N$ we make $q_{\text {pos }}$ equal to $1 / 2$ :

$$
\begin{aligned}
q_{\mathrm{pos}}= & \geq 1-\left(1-w\left(\pi_{\mathrm{pos}}^{*}\right)\right)^{N} \\
\left(1-w\left(\pi_{\mathrm{pos}}^{*}\right)\right)^{N} & \geq 1 / 2 \\
\left(1-\frac{2^{-k^{*}}}{w_{\text {all }}}\right)^{N} & \geq 1 / 2
\end{aligned}
$$

Now we use the following variable change $t=1-\frac{2^{-k^{*}}}{w_{\text {all }}}$. Since $k^{*}>0$ we have that $0<t<1$. As a logarithm with base between 0 and 1 is a decreasing function, we have that the sign of the inequality changes if we apply this logarithm, so we have:

$$
\begin{align*}
& N \leq \log _{t}(1 / 2)=\frac{\log _{2}(1 / 2)}{\log _{2} t} \\
& N \leq \frac{-1}{\log _{2} t} \tag{15}
\end{align*}
$$

We see now that

$$
\begin{aligned}
\frac{-1}{\log _{2}(t)} & \leq \frac{1}{1-t} \\
\log _{2}(t) & \leq-1+t \\
\frac{\ln (t)}{\ln (2)} & \leq-1+t \\
\ln (t) & \leq(-1+t) \ln (2)
\end{aligned}
$$

is true because for $0<t<1$ we have that $\ln (t) \leq-1+t$ and $(-1+t)<(-1+t) \ln (2)$ since $(-1+t)$ is negative. Using this in Eq. 15 and undoing the variable change ${ }^{11}$ we have:

$$
\begin{aligned}
& N \leq \frac{-1}{\log _{2}(t)} \leq \frac{1}{1-t} \\
& N \leq \frac{1}{\frac{2^{-k^{*}}}{w_{\text {all }}}}=\left(2^{k^{*}}\right) w_{\text {all }}=2^{k^{*}} \sum_{\pi^{\prime} \in \Omega} 2^{-K\left(\pi^{\prime}\right)}
\end{aligned}
$$

In fact, it can also be shown that this bound would be tight (if we used replacement in the sample), because for a slightly smaller $k$, i.e., $k^{*}-1$, we would have $\left(1-\frac{2^{-\left(k^{*}-1\right)}}{w_{\text {all }}}\right)^{N}$. Figure 20 illustrates how these two functions would make tight bounds.

[^7]

Fig. 20 Example of the approximation made by Eq. 15. If instead of $f m=\frac{-1}{\log _{2}\left(1-\frac{2-k}{w_{\text {all }}}\right)}$, we use $f r=\left(2^{k}\right) w_{\text {all }}$ and $f l=\left(2^{k-1}\right) w_{\text {all }}, f m$ lies tightly in between. The plot shows these three functions $(f m$ solid, $f r$ dashed, $f l$ dotted), all with $w_{\text {all }}=1$.
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[^1]:    ${ }^{1}$ Many other problems can be formulated using restricted environment classes (see, e.g., the hierarchy of environments in [45, ch. 3]).
    ${ }^{2}$ The Kolmogorov complexity of the same object using two different description mechanisms is the same, up to a constant that is independent of the object [50].

[^2]:    ${ }^{3}$ We may consider average cases or problems, but not an average algorithm (which is not the same as a random algorithm).
    ${ }^{4}$ Some repetitive, but long, patterns (hence having high Kolmogorov complexity) may just require memory to see and store the repetition.
    5 True random strings are incompressible, so leading to no 'solution' at all, either easy or difficult.

[^3]:    6 An 'accumulated' distribution is not a cumulative distribution.

[^4]:    7 Note that this is independent of what kind of measure $K$ we use. This can be an approximation to Kolmogorov complexity or any of its variants, or simply the length of the policy in a given language.
    ${ }^{8}$ Both expressions can be simplified in the case with replacement. For instance, $D_{\text {pos }}(\gamma, \Omega, w)=\log _{2} \log _{2}(1-$ $\left.q_{\mathrm{pos}}(\gamma, \Omega, w, 1)\right)$.

[^5]:    9 This small bias may be originated because the instruction setting 1 s comes before the instruction setting 0 s in the APL instruction set.

[^6]:    ${ }^{10}$ In the implementation, we do a trick to make things much faster: we check whether there are more than 10 consecutive 'trues'. In this case, we consider that the process has stabilised and we stop, filling the rest of values with 'true'.

[^7]:    11 In fact, until this point, this holds for every probability distribution $w$.

