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Abstract

In the present work, a 3–D, dynamic and non–linear finite element to simulate thermoelectric behavior under a hyperbolicheat
conduction model is presented. The transport equations, which couple electric and thermal energies by theSeebeck, Peltier and
Thomsoneffects, are analytically obtained through extended non–equilibrium thermodynamics, since the local equilibrium hy-
pothesis is not valid under the hyperbolic model. In addition, 1–D analytical solutions are obtained to validate the finite element
formulation. Numerically, standard isoparametric eight–node elements with two degrees of freedom (voltage and temperature) per
node are used. Non–linearities due to the temperature–dependence on the transport properties and theJouleeffects are addressed
with theNewton–Raphsonalgorithm. For the dynamic problem, HHT andNewmark–β algorithms are compared to obtain accurate
results, since numerical oscillations (Gibbsphenomena) are present when the initial boundary conditions are discontinuous. The
last algorithm, which is regularized by relating time stepsand element sizes, provides the best results. Finally, the finite element
implementation is validated comparing the analytical and the numerical solutions.
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1. Introduction

Thermoelectric materials couple electric and thermal ener-
gies by means of three separated transport effects: Seebeck,
Peltier andThomson. In addition, theOhmandFourier laws
that are inherent to electric and thermal fluxes are also present.
Thermoelectric materials are used as heat pumps (heating and
cooling) and generators, see [1]. In the last decade, miniatur-
ized thermoelectric devices and high–frequency processesare
increasingly applied to cool micro–electronic devices, see [2].

The classicalFourier law leads to a parabolic heat propaga-
tion problem that is incorrect from a physical point of view:es-
pecially in micro–devices and under rapid transient effects such
as micro–pulses.Cattaneo[3] proposed a modification to the
Fourier law that leads to a hyperbolic heat propagation prob-
lem. The modification is made through the introduction of a
relaxation timeτ that is an empirical parameter defined as the
time–interval between two successive collisions at the micro-
scopic level of either holes or electrons.

From a theoretical point of view, classical non–equilibrium
thermodynamics [4] cannot lead to hyperbolic propagation
since the local equilibrium hypothesis is not valid. For this rea-
son, extended non–equilibrium thermodynamics [4], [5] must
be applied to obtain the correct transport equations.

For heat propagation (without thermoelectric coupling) un-
der the Cattaneomodel analytical investigations were per-
formed using theLaplacetransform technique in [6], [7] and
[8]. In [9] a mixed Finite Element (FE) formulation using
theCrank–Nicolsonscheme for time–integration was presented

and in [10] a finite difference scheme was developed to com-
pare implicit and explicitEuler algorithms. Several FE works
in which the Cattaneomodel was assumed also have been
published. For example, in [11] and [12] FE’s were formu-
lated to simulate convection–diffusion (Fick law) and thermo–
mechanical coupling, respectively. For thermoelectrics,in [13]
the Laplacetransform technique was used to solve problems
formulated using the hyperbolic model. There are several FE
formulations applied to the thermoelectric problem with the
Fourier (parabolic) model, see [14] and [15].

The aim of the current work is to develop a three-
dimensional, transient, non–linear FE formulation to solve gen-
eral thermoelectric problems with the hyperbolic model. For
this purpose, a non–equilibrium entropy depending on tem-
perature and heat flux is defined and the transport equations
are formulated by applying theOnsagerrelations. Transport
and balance equations are then transformed into a matrix form
and implemented into the research FE codeFEAP, [16]. The
non–linearities due to: (i)Joule effect, (ii) temperature de-
pendence of transport properties and (iii) thermo-electric cou-
pling, are solved with theNewton–Raphsonalgorithm. Two
discrete algorithms for transient solutions, namely, HHT or α
[17] and Newmark–β (N–β) are compared. Both are regular-
ized by means of linear relationship between time steps and
element lengths. In order to validate the FE behavior, four 1–
D analytical solutions are compared with the numerical results.
When the initial boundary conditions are discontinuous, strong
oscillations (Gibbsphenomena) are observed and the N–β algo-
rithm, with modifiedβ̄ andγ̄ parameters, provides results that
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are consistent and accurate with respect to the analytical solu-
tions.

2. Thermodynamic formulation

The aim of this section is to obtain balance and transport
equations for the hyperbolic thermoelectric problem. As men-
tioned above, the hyperbolic problem cannot be obtained from
classical non–equilibrium thermodynamics. This is due to
the lack of validity of the local equilibrium hypothesis that
states the equality of the local relations between thermody-
namic quantities in a system in and out of equilibrium, [5]. The
validity of this hypothesis is closely related with theDeborah
numberDe = τ/τM < 1, whereτM is the macroscopic experi-
ment or effect duration. For materials such as polymers or un-
der high–frequency effects such as ultrasounds, the time scale
is comparable toτ, De≥ 1 and extended non–equilibrium ther-
modynamics need to be used.

There are several analytical procedures such as rational [18]
or extended non–equilibrium thermodynamics [5] to study the
transport equations whenDe ≥ 1. The former procedure is
axiomatic, therefore in the present work the latter is used and
the transport equations are obtained using a physical pointof
view.

2.1. Balance laws

Consider a thermodynamic universe composed from a sys-
tem of domainΩ, boundaryΓ and its surroundings, see Figure
1. Assuming the validity of a continuum hypothesis, the bal-
ance laws of continuum physics are those of charge and energy.
The first is obtained from aMaxwellequation, see [19]

ρ̇
Ω
= −∇ · j (1)

where a dot (·) denotes a time derivative,j is electric flux and
ρ
Ω

is charge density.
An energy balance is obtained by applying the first law of

thermodynamics:ρu̇ = Ẇ + Q̇, whereρ is mass density and
u̇, Ẇ, Q̇ are rates of internal energy density, electromagnetic
energy and exchanged heat, respectively.

The rate of electromagnetic energy is given by thePoynting
theorem [19]

Ẇ = E · Ṗ + B · Ṁ + j · E (2)

whereE, P, B andM are the electric field, polarization, mag-
netic flux and magnetization, respectively. The first two terms
on the right–hand side of (2) represent the reversible work per-
formed by the electromagnetic forces. The last term is the ir-
reversible work (Jouleheating), that represents the rate of elec-
tromagnetic energy converted into thermal energy.

The rate of exchanged heat is given by

Q̇ = −∇ · ς + Q
Ω

(3)

whereQ
Ω

is the heat source created insideΩ andς the heat flux.
In the current work, the following terms are assumed to be

zero: (i)ρ
Ω
,Q

Ω
which is valid for most thermoelectric applica-

tions [20], (ii) P implying that a thermoelectric material is not

a polarizable material, (iii)M implying no magnetic effects.
Therefore, the charge and energy balances are

∇ · j = 0 ; ρu̇ = −∇ · ς + j · E (4)

2.2. Transport equations

The extended non–equilibrium thermodynamics theory as-
sumes the existence of a non–equilibrium entropys, that de-
pends on the state variables and the fluxes. This situation is
called “mixed” in continuum mechanics. Applying the hyper-
bolic model only to the thermal field,s depends onu andς [4]

ṡ(u̇, ς̇) =
u̇
T
−
τ

ρκT2
ς · ς̇ (5)

whereT and κ denote temperature and thermal conductivity,
respectively. The entropy balance is obtained by solving for u̇ in
(5) and introducing the result into the energy balance equation
(4)–right

ρṡ+ ∇ ·
(

ς

T

)

=
j · E
T
+ ς ·

[

∇

(

1
T

)

−
τ

κT2
ς̇

]

(6)

where the relation∇ · ς/T = ∇ · (ς/T) − ς · ∇(1/T) has been
used. The general form of the entropy balance is [4]

ρṡ+ ∇ · js = σ
s (7)

where js andσs denote the entropy flux and the rate of entropy
production, respectively. To obtain these magnitudes for the
thermoelectric problem (6) and (7) are compared

js =
ς

T
; σs =

j · E
T
+ ς ·

[

∇

(

1
T

)

−
τ

κT2
ς̇

]

(8)

The classical form of the entropy production for the thermo-
electric problem, see [21], is recovered ifτ = 0: the hyperbolic
model adds a term to the entropy production.

The transport equations will be obtained by expressing the
entropy production in the form [5]

σs = j · ∇V + ς̇ ·
∂s
∂ς
≥ 0 (9)

ELECTRIC ENERGY THERMAL ENERGY

Ω

Γ

Qj · E

∇ · q

Peltier

Thomson
Seebeck

Figure 1: Energy balance: thermal flux, reversible and irreversible coupling.
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whereV is the voltage. With a sufficiently good approximation,
fluxes and gradients are linearly related by phenomenological
coefficients, which have to satisfy theOnsager–Casimir recip-
rocal relation. Finally, the transport equations are

j = −γ ∇V − α γ ∇T

ς + τ ς̇ = −κ ∇T + α T j
(10)

whereα, γ, κ denote theSeebeckcoefficient, electric and ther-
mal conductivities, respectively. These phenomenological co-
efficients are denominated thermoelectric properties in the fol-
lowing. Again, if τ = 0 in (10)–bottom the classical transport
equations are restored.

Although linear relationships between fluxes and gradients
have been used, the thermoelectric properties depend strongly
on temperature (material non–linearity), accordingly in the
present work

α(T) = 1.98× 10−4 + 3.35× 10−7T − 7.52× 10−10T2

γ(T) = 1.09× 105 − 5.59× 102 T + 2.49T2

κ(T) = 1.66− 3.58× 10−3 T + 3.19× 10−5 T2

(11)

in which dimensions areα [V /K], γ [A /mV], κ [W/mK] but the
temperature is introduced inCelsius◦C degrees, see [23].

2.3. Strong form

From the previous equations and taking into account the cou-
pled nature of the thermoelectric problem, the strong form is
formed as a system of two coupled partial differential equa-
tions. The electric strong form is obtained by replacing (10)–
top into (4)–left and considering the temperature–dependence
of the thermoelectric properties (11)

γ(T) ∇2V + ∂T{γ(T)} ∇T · ∇V =

−
[

γ(T) ∂T{α(T)} + α(T) ∂T{γ(T)} + α(T) γ(T)
]

∇2T
(12)

Here and in the following,∂T implies partial derivation with
respect to the subscript, in this equation the temperatureT. In
order to obtain analytical solutions, from (10)–top

∇V = −α(T) ∇T −
j
γ(T)

(13)

where the first term in the right–hand represents the thermal
energy converted into electric by theSeebeckeffect. Due to
restrictions in analytical solutions (not in the numericalones),
in this article we present cases in which onlyα is variable with
T. The values ofκ, γ will be evaluated at a certain average
temperature from (11).

The thermal strong form is obtained substituting (10)–bottom
into (4)–right and using (4)–left. Furthermore, the relationsu =
c T (c, specific capacity),E = −∇V and (11) are introduced

τ ρ c T̈+ρ c Ṫ =

κ ∇2T +
j2

γ
− th ∇T · j − τ ∂t { j · ∇V}

(14)

whereth = T[∂α(T)/∂T] is theThomsoncoefficient. This ex-
pression is an hyperbolic equation (notice the first term on the

Ωe

b

b

b

b

b

bb b

b

b

b

b

b

jc

A ≡ (VA,TA)

Ωe

Figure 2: Domain discretization. 3–D and interface finite elements.

left–hand) and therefore the classical paradox of the infinite ve-
locity is avoided. The right–hand terms represent several ef-
fects: the first classical heat conduction (Fourier), the second
Joule, the thirdThomsoneffect and the last a dissipation related
to the hyperbolic model.

Figure 1 schematizes the energy balance of the thermody-
namics formulation. Electric and thermal energies are repre-
sented left and right, respectively; sources top and the fluxbot-
tom. The electric energy is irreversibly converted into thermal
by theJouleeffect, therefore the related arrow points towards
the thermal energy side. Inside the domain, electric energyis
reversibly converted into thermal and vice versa by three sep-
arated effects: Seebeck(thermal into electric),Peltier (electric
into thermal) andThomsonin both ways.

3. FEM formulation

The aim of this section is to develop a variational formula-
tion within the FE framework to permit the implementation of
the thermoelectric problem into a computer code. For this pur-
pose, consider a thermoelectric body of domainΩ and bound-
ary Γ governed by balance and transport equations obtained in
the previous sections. In order to avoid a mixed Finite Element
Method (FEM) formulation, the hyperbolic partτ ς̇ from the
thermal transport equation (10)–bottom is introduced in the en-
ergy balance (4)–right, and the expression of the pure parabolic
heat fluxq is recovered

τ ρ c T̈ + ρ c Ṫ = −∇ · q − j · ∇V − τ ∂t { j · ∇V}

q = −κ ∇T + α T j
(15)

The governing equations are complemented byDirichlet (on
boundariesΓV, ΓT ) andNeumann(on Γ j , Γq) boundary condi-
tions for electric and thermal fields

V = V̄ onΓV ; j · n = jc onΓ j

T = T̄ onΓT ; q · n = qc onΓq
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whereV̄, T̄, jc andqc are prescribed voltage, temperature, elec-
tric flux and thermal flux, respectively, and the outward normal
is denoted byn. Boundaries satisfy the conditionsΓV ∪ Γ j = Γ,
ΓV ∩ Γ j = 0 andΓT ∪ Γq = Γ, ΓT ∩ Γq = 0.

3.1. Weak forms
According to standard variational methods [22], the weak

forms are obtained by multiplying the balance equations (4)–
left and (15)–top by variations of the degrees of freedomδV,
δT and integrating overΩ

∫

Ω

δV ∇ · j dΩ = 0

∫

Ω

δT ∇ · q dΩ +
∫

Ω

δT j · ∇V dΩ +
∫

Ω

δT ρ c Ṫ dΩ

+

∫

Ω

δT τ ∂t { j · ∇V} dΩ +
∫

Ω

δT τ ρ c T̈ dΩ = 0

(16)

The τ andρ–terms are added to the formulation developed in
[15]. The divergence theorem is now applied to the first term of
both equations, and0 boundary conditions are introduced.

−

∫

Ω

∇δV · j dΩ +
∫

Γ

δV jc dΓ = 0

−

∫

Ω

∇δT · q dΩ +
∫

Ω

δT j · ∇V dΩ +

∫

Ω

δT τ ∂t { j · ∇V} dΩ +
∫

Ω

δT τ ρ c T̈ dΩ +

∫

Ω

δT ρ c Ṫ dΩ +
∫

Γ

δT qc dΓ = 0

(17)

3.2. Discretization
The continuum domainΩ is discretized with elementsΩe,

see Figure2. Therefore,Ω = ∪nel
e=iΩe wherenel is the total num-

ber of elements, each one delimited bynpe = 8 nodes. In turn,
each node relates to two degrees of freedom (voltage, tempera-
ture) per node. For an elemente, degrees of freedom and spatial
coordinatesx are approximated using 3–D isoparametric shape
functionsNe

V ≈ Vh = NeVe ; T ≈ Th = NeTe

∇V ≈ ∇Vh = BeVe ; ∇T ≈ ∇Th = BeTe

Ṫ ≈ Ṫh = NeṪe ; T̈ ≈ T̈h = NeT̈e

x ≈ xh = Nexe

(18)

whereVe = {V1
e , ...,V

npe
e }, Te = {T1

e , ...,T
npe
e } andBe is the dis-

cretized gradient matrix of the element

Bt
A =

[

∂NA

∂x1

∂NA

∂x2

∂NA

∂x3

]

(19)

where (·)t denotes matrix transpose. Similarly, the variations
are discretized as

δV ≈ δVh = NeδVe ; δT ≈ δTh =NeδTe

∇δV ≈ ∇δVh = BeδVe ; ∇δT ≈ ∇δTh=BeδTe

(20)

Introducing these discretizations into the transport equations
(10)–top and (15)–bottom

je = −γ Be Ve− α γ Be Te

qe = −κ Be Te − α γ Ne Te Be Ve − α
2 γ Ne Be T2

e

(21)

Introducing now (18) to (20) into (17) theGalerkinforms are
obtained

−

∫

Ωe

Bt
e je dΩe+

∫

Γe

Nt
e jc dΓe = 0

−

∫

Ωe

Bt
e qe dΩe+

∫

Ωe

Nt
e je Be Ve dΩe +

∫

Ωe

τ Nt
e ∂t

{

je Be Ve
}

dΩe+

∫

Ωe

τ Nt
e ρ c Ne T̈e dΩe

+

∫

Ωe

Nt
e ρ c Ne Ṫe dΩe+

∫

Γe

Nt
e qc dΓe = 0

(22)

3.3. Non–linear transient solution form

In the present work a non–linear, transient hyperbolic prob-
lem is studied. The non–linearities are due to: (i)Jouleheat-
ing, (ii) material dependence on temperature and (iii) coupling
between electric and thermal fluxes. The transient behavioris
relevant only for the thermal field, sinceρ

Ω
in (1) is assumed to

be zero.
In order to solve the transient problem, the time interval of

interest is divided into small increments,∆t, and the N–β or
HHT method is introduced to replace time derivatives by dis-
crete forms. Then for each time point theNewton–Raphson
method is used to solve the resulting non–linear algebraic prob-
lem. These transient algorithms have been widely used in struc-
tural and solid mechanics (see [22]) and will not be described in
detail here. Basically, the assembled non–linear FE equations
are written in a residual formR and linearized by

Rk
A = −

∂RA

gB

∣

∣

∣

∣

∣

k

dgk
A (23)

where A, B are the global numbering of two nodes,k the
Newton–Raphsoniteration counter andgA derivatives of the

x2

x3

jc = j3

V = 0

Th

Tc

1.4

1.14
j q

p–type

Figure 3: Thermoelement geometry and applied boundary conditions.
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degrees of freedom at nodeA: value asUA = {VA,TA}
t, first

derivative asU̇A = {V̇A, ṪA}
t, and second derivative as̈UA =

{0, T̈A}
t. The algorithms for time integration are taken as

−
∂RA

∂gB

∣

∣

∣

∣

∣

∣

k

= c1 K AB+ c2 CAB + c3 M AB (24)

The parametersc1, c2 andc3 are given in Table1 in terms ofβ̄, γ̄
for the N–β algorithm and in addition ¯α for the HHT algorithm.

Parameters

Method c1 c2 c3

N–β 1
γ̄

β̄∆t

1

β̄∆t2

HHT ᾱ
ᾱγ̄

β̄∆t

1

β̄∆t2

Table 1: Tangent matrix parameters for Newmark and HHT algorithms.

The consistent tangent, capacity and mass matrices, are derived
for each iteration

K AB = −
∂RA

∂UB
; CAB = −

∂RA

∂U̇B
; M AB = −

∂RA

∂ÜB
(25)

Finally, the solution is updated bygk+1
B = gk

B+dgk
B. Note that to

ensure a correct derivation of the tangent matrix, theNewton–
Raphsonshould exhibit a quadratic asymptotic rate of conver-
gence.

From (22), the assembled residuals for each field at each
global node are formulated as

RV
A = −

∫

Ω

Bt
A jA dΩ +

∫

Γ

NA jc dΓ

RT
A = −

∫

Ω

Bt
A qA dΩ +

∫

Ω

NA jA BA VA dΩ +
∫

Ω

NA τ ∂t
{

jA BA VA
}

dΩ +
∫

Ω

NA τ ρ c T̈A dΩ +
∫

Ω

NA ρ c ṪA dΩ +
∫

Γ

NA qcdΓ

(26)

whereBA is the discretized gradient vector at nodeA. From
(25)–left and (26), the tangent stiffness matrices are

KVV
AB = −∂VB{R

V
A} =

∫

Ω

Bt
A ∂VB{ j} dΩ

KVT
AB = −∂TB{R

V
A} =

∫

Ω

Bt
A ∂TB{ j} dΩ

KTV
AB = −∂VB{R

T
A} =

∫

Ω

Bt
A ∂VB{q} dΩ −

∫

Ω

NA ∂VB{ j} BB VB dΩ −
∫

Ω

NA jA BB dΩ −
∫

Ω

NA τ ∂VB{ j} BB V̇B dΩ −
∫

Ω

NA τ ∂t{ j} BB dΩ

KTT
AB = −∂TB{R

T
A} =

∫

Ω

Bt
A ∂TB{q} dΩ −

∫

Ω

NA ∂TB{ j} BB VB dΩ −
∫

Ω

NA τ ∂TB{ j} BB V̇B dΩ

(27)

Similar tangent matrices were obtained in [15] for the steady–
state problem, for which both theories (parabolic and hyper-
bolic) are equivalent. Using (21) and the chain rule

∂VB{ j} = −γ BB

∂TB{ j} = −α γ BB − ∂T{α} NBγ BB TB

− ∂T{γ} (BB VB + α BB TB) NB

∂VB{q} = α NB TB∂VB{ j}

∂TB{q} = α NB TB∂TB{ j} + α jB NB − κ BB

+ ∂T{α} NB TB jB NB − ∂T{k} BB TB NB

(28)

From (25)–middle and (26), the capacity matrices are

CVV
AB = −∂V̇B

{RV
A} = 0 ; CVT

AB = −∂ṪB
{RV

A} = 0

CTV
AB = −∂V̇B

{RT
A} = −τ

∫

Ω

NA ∂tV̇B
{ j} BB VB dΩ

− τ

∫

Ω

NA jB BB dΩ

CTT
AB = −∂ṪB

{RT
A} = −τ

∫

Ω

NA ∂tṪB
{ j} BB VB dΩ

−

∫

Ω

NA ρ c NB dΩ

(29)

where the derivatives are obtained applying the chain rule to the
discretized transport equations (21)

∂tV̇B
{ j} = −γ BB ; ∂tṪB

{ j} = −α γ BB (30)

Again the symbol∂tV̇B
implies second partial derivative with

respect to the time and the temporal derivative of the voltage.
From (25)–right and (26), the mass matrices are obtained by

MVV
AB = −∂V̈B

{RV
A} = 0 ; MVT

AB = −∂T̈B
{RV

A} = 0

MTV
AB = −∂V̈B

{RT
A} = 0

MTT
AB = −∂T̈B

{RT
A} = −

∫

Ω

NA τ ρ c NB dΩ

(31)

The final assembled matrix problem is given by
[

c1KTT+ c2CTT+ c3MTT c1KTV+ c2CTV

c1KVT c1KVV

] {

dT
dV

}k

=

{

RT

RV

}k

{

T
V

}k+1

=

{

T
V

}k

+

{

dT
dV

}k

(32)

The present formulation is implemented as a user element in the
non–linear finite element codeFEAP, see [16]. Each element
uses a standard (in the FEM sense) eight–node isoparametric
element with two degrees of freedom per node: voltageVA and
temperatureTA.
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Figure 4: Voltage (left) and temperature (right) distributions along thermoelement for cases I (top row) and II (bottomrow) and for three time instants. Analytical
results with different line types, finite element with circles.
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Figure 5: Thermal fluxes in cases I (left) and II (right) and for three times. Analytical results represented with different line types, finite element with circles.

4. Validations

The aim of this section is to validate the FE developed in Sec-
tion 3 by means of four cases for which analytical solutions are
found in the literature, modified or developed. These solutions
are 1–D simplifications of the coupled partial differential equa-
tions (13), (14) and are summarized in Table2. Due to difficulty
in developing analytical solutions, the temperature dependence
of the electric and thermal conductivities is not included in the
validations. However, for the steady–state problem, this depen-

dence has been verified in [23] using experimental results.

For all cases, a p–type thermoelement device manufactured
by MELCOR [24] with properties given in (11) is modeled. The
thermoelement is a parallelepiped of dimensions 1.4×1.4×1.14
[mm]. For a p–type thermoelement, the electric flux direction
is co-linear with the heat flux. The boundary conditions are
discontinuous: initially the temperature isT = 0 everywhere.
For t > 0 the boundary temperatures are set toTc = 30 on the
cold face and toTh = 50◦C on the hot face. The boundary
voltage is set toV = 0 [V] on the cold face. Figure3 shows the
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geometric dimensions and the boundary conditions.

Case Simplifications Effects

I τ = 0 ; j = 0 ; α, γ, κ = cte F, S
II τ = 0 ; j , 0 ; α, γ, κ = cte F, S, J
III τ = 0 ; j , 0 ; α(T) ; γ, κ = cte F, S, J, Th
IV τ , 0 ; j , 0 ; α(T) ; γ, κ = cte F, S, J, Th, ss

Table 2: 1–D validation cases, simplifications and includedeffects: F -Fourier,
S - Seebeck, J -Joule, Th - Thomson, ss - second sound

For cases II, III and IV, an electric flux in thex3 direction
is prescribed using the special interface element developed by
the authors in [23], see Figure2. The applied intensity is 5.2
[A] is an average of the ones specified by the manufacturer and
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Figure 6: Analytical temperature solution fort = 0.06, τ = 0.02 [s],C = 1/6
(top). N–β and HHT parameters to studyGibbsphenomena (middle), see Table
3. Effect of theCourantnumber in Testb by trial and error (bottom).

corresponds to an electric fluxj3 = 2.65× 106 [A /m2].
The constant parameters forα, γ, κ are obtained from (11)

using an average temperatureTm = (Th + Tc)/2.
For all cases, the electric strong form is directly given by

(13), however, the thermal strong form for each case must be
obtained by introducing the simplifications from Table2 into
(14).

I : κ ∂xx{T} = ρ c ∂t{T}

II : κ ∂xx{T} = ρ c ∂t{T} − j2/γ

III : κ ∂xx{T} = ρ c ∂t{T} − j2/γ + th j ∂x{T}

IV : κ ∂xx{T} = ρ c ∂t{T} − j2/γ + th j ∂x{T} +

τ ∂t { j ∂x{V}} + τ ρ c ∂tt{T}

(33)

The fourth and fifth terms on the right side of case IV (sec-
ond line) represent the second sound effects: irreversibility, (8)–
right, and hyperbolicity, respectively.

4.1. Cases I to III

For these cases,τ = 0 and the thermal strong forms (33)
are diffusive: second order parabolic partial differential equa-
tions. For I, the situation is linear and homogeneous; for II
linear and non–homogeneous and for III non–linear and non–
homogeneous.

Analytical solutions for the thermal field in cases I and II
are given in [25], while the electrical fields can be calculated
from (13), see the Appendix. For III, the thermal and electrical
solutions are given in [26].

Numerical solutions are obtained using a structured (coarse)
mesh of 11 elements in thex3 direction. Only one element is
used in thex1 and x2 directions since the problem is funda-
mentally 1–D. A time step of∆t = 0.1 and the standard N–β
parameters̄β = 0.25, γ̄ = 0.5 are used.

Figure4 shows the voltage (left) and temperature (right) dis-
tributions along thex3 direction for case I (top), and for cases
II and III (bottom). Solutions att = 0.05, 0.3, 5 [s] are repre-
sented: the analytical ones with lines and the FEM results with
circles. For case I, theT distributions are quadratic in nature
during the initial transient response due to the boundary con-
ditions. At near steady–state (e.g.,t = 5) they become nearly
linear, since this problem is of theLaplace–type: the lack of
electric current implies the absence of aJouleeffect. TheV
distributions are proportional toT, with α being the slope, see
(13).

For case II, near quadratic distributions appear for the
steady–state due to theJouleeffect: this is aPoisson–type prob-
lem. Now,V distributions are not proportional toT, since the
potential drop increases due to electric energy being converted
into thermal energy. Results for case III are very similar, since
the Thomsoneffect is not relevant under the applied intensity,
see [15]. As expected for these simple cases, the agreement
between analytical and FEM distributions is very good.

Figure 5 shows thex3 thermal flux vs. length. Analytical
and FE results differ slightly at the edges, since the mesh is not
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Figure 7: Voltage (left) and temperature (right) vs. thermoelement length at several time instants. For voltage, only finite element results. For temperature, analytical
results are shown with different line types and corresponding finite element results with circles.

highly refined to capture the0 boundary condition. For short
times, the flux distributions are very similar in both cases,since
the T distributions have the same shape. Near steady–state, a
constant distribution is obtained for case I (from the linear T
distribution) and a linear for case II (from a quadraticT). In
addition, for case II the heat flux changes sign due to the second
term in the right–face of (15)–bottom prevailing over the first
one. Note that the prescribed electric flux is negative, according
to the flux direction into the p–type thermoelement. Again, case
III is similar to case II and is not shown.

4.2. Case IV

Case IV is a non–linear and non–homogeneous hyperbolic
problem. The analytical solution for the temperature is given
in [13] and is based on aLaplacetransform solution technique.
However, several differences between this solution and our nu-
merical results are found, thus, a new corrected comparisonso-
lution is deduced and summarized in the Appendix. Further-
more, in the present work the heat flux is calculated using a
semi–analytical procedure that combines the analytical temper-
ature solution with finite differences to obtain the gradient in
(15)–bottom. No analytical results for voltage are generated
due to the necessity of using numerical techniques in all steps.

FEM

Semi-analytical
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Figure 8: Thermal flux vs. thermoelement length fort = 0.06. Semi–analytical
result represented by solid lines and finite element by circles.

Differences between the parabolic and the hyperbolic models
appear in the early times where theV, T distributions appear as
piecewise functions with sharp discontinuities near the edges.
This occurs since both energies travel as finite velocity waves,
see Figure6. In addition, strong changes of temperature oc-
cur when discontinuous initial boundary conditions are used,
inducing aGibbsphenomena. For larger times, the parabolic
model dominates and, therefore, the numerical algorithm must
be:

• robust and efficient to automatically solve both parabolic
and hyperbolic problems depending on the time instant.

• able to have controllable numerical dissipation to mitigate
theGibbsphenomena.

For a linear problem and according to [10], no numerical os-
cillations will appear if the dynamic algorithm is regularized
by the relationship∆t ≤ Ch/v, whereC is theCourantnum-
ber [27] andv =

√

κ/ρcτ, the linear wave velocity. The cases
considered in the present work are highly non–linear, therefore
the spectrum of the algorithm is not evident enough for a good
estimation of the ratio∆t/h. In our analyses a structured mesh
of 200 elements (h = 8.1429× 10−6) in thex3 direction is used.
Since a precise spectral analysis is not an objective of thispa-
per, a valueC = 1/6 is chosen selected based on a series of
numerical tests. If smaller values ofC (e.g., 1/10 and conse-
quently smaller∆t) are used the oscillation appear again, as
seen in Figure6 bottom. Larger values ofC will artificially
smear the distribution at the front itself.

In order to evaluate the performance of the time integration
scheme, N–β and HHT algorithms are compared using param-
eters that produce different spectral radii ¯ρ, see [28] and Table
3. According to [29], ρ̄ should stay close to unity for small
to intermediate time steps and decrease to ¯ρ ≈ 0.5 only when
∆t/T̂ → ∞, whereT̂ is the undamped natural period.

Figure6 top showsT vs. lengthx3 for an assumedτ = 0.02
(as in most of this section) att = 0.06; for shorter times the
comparison analytical solution does not converge; the numeri-
cal one does although with increasingGibbsnoise. The analyt-
ical solution (solid line) and the FE (dashed) are obtained with
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N–β and HHT algorithms (these are unconditionally stable for
the parameters tested when applied to linear problems).

Test Algorithm ρ̄ β̄ γ̄ ᾱ

a N–β 1 1/4 1/2 -
N–β 3/2 9/14 16/49 -
N–β 1/2 4/9 5/6 -

b N–β 0 1 3/2 -

HHT 3/2 9/14 16/49 6/7
c HHT 1/2 4/9 5/6 2/3

Table 3:Newmark–β and HHT parameters used for numerical testing.

For N–β, the use of standard parameters (testa) results in
numerical oscillations since this algorithm is non–dissipative.
The HHT algorithm (testc) slightly oscillates due to its low
numerical damping. Therefore, in the remainder of the present
work the parameters of testb will be used, since according to
[28] this choice results in the highest numerical dissipation.

Figure7 shows theV (left) andT (right) distributions along
the thermoelement at several instants of time. In the first, it can
be observed the transition from very small times and hyperbolic
solution to higher ones and parabolic, the last with almost linear
distribution between boundary values. Notice in the curve for
t = 0.06 the electric wave fronts from left and right at around
0.28 and 0.8 [mm], with a non–linear distribution inside the
wave and linear between the fronts. Fort = 0.13 the both waves
almost collide at around 0.63 [mm], point shifted to the right.
This is so since theT boundary condition is higher in the left:
the energy and consequently velocity are also higher in the left
wave.

In the T distribution a similar transition from hyperbolic to
parabolic can be seen. The collision between the thermal waves
is again clear fort = 0.13 at the same thermoelement point, a
logical result since the thermal and electric waves are coupled.
For t = 0.06 it can be appreciated that inside the wave zone
the slope of the distribution is higher than the obtained with a
parabolic model, with the consequence of a higher energy con-
fined in a smaller volume. The agreement between analytical
and numerical results is very good, except for a small region
around the wave front att = 0.06; this is due to the intrinsic os-
cillations from the discrete time integration scheme and isvery
difficult to avoid

Figure 8 compares the semi–analytical and FEM thermal
fluxes fort = 0.06. Two peaks due to the discontinuous bound-
ary conditions at the wave front are evident, representing the
propagation of this wave. Even if a nil flux at the thermoele-
ment center could be expected, it has a constant negative value.
The reason is found in (15) bottom: the first right–term is zero
due to a constantT distribution where the wave is not present
(see Figure7), distribution that is due to the electric coupling,
see the last term in (15) top. But the second term in (15) bot-
tom will be negative due to the prescribedj. The agreement is
again very good, even at the peak maximums, although it has
to be considered that both maximums can be affected by the
respective choices of the numerical parameters.

As mentioned before, the behavior is hyperbolic in the initial

instants and becomes parabolic later. This is clearly seen in Fig-
ure9 top, where the heat flux is plotted for several times. For
t < 0.06 the peaks described in the previous figure are visible,
but for larger times they become smoother. Att = 0.13 both
waves collide, and after that the flux will be linear as in Figure
5. The mathematical explanation of this attenuation can be seen
in (15)–top: the first term in the left hand side is hyperbolic, the
second parabolic and the last in the right dispersive. In theini-
tial instants the hyperbolic term is dominant; physically this can
be interpreted as a ballistic motion of either electrons or holes.
The wave is constantly attenuated by the dissipation introduced
by the last term up to a time in which the influence of theτ
terms vanish, and the first time derivative is the dominant term.

The last attenuation is obviously affected by the value of the
constantτ, see Figure9 bottom, where it can be seen that for
largerτ the behavior will be more hyperbolic (more difficult to
simulate) and vice–versa. This figure is a test for the robustness
of the finite element performance, but even forτ = 0.06 the
simulation is satisfactory as long as the ratio∆t ≤ Ch/v is used.

5. Conclusions

This article has presented a non–linear and transient finite
element formulation to simulate thermoelectric behavior under
hyperbolic heat conduction. The formulation has been imple-
mented into the computational codeFEAP. Numerically, non–
linearities and transient hyperbolicity have been addressed by
Newton–Rhapsonand byNewmark–β and HHT algorithms, re-
spectively. Analytically, four 1–D solutions have been ob-
tained to validate the finite element results; the first threesolve
parabolic problems and both result types agree very well, using
standard parameters ofNewmark–β. The fourth validation con-
sists on a hyperbolic problem with discontinuous initial bound-
ary conditions. In this example, voltage and temperature distri-
butions present sharp discontinuities, and the numerical results
numerical oscillations. To mitigate thisGibbsphenomena three
numerical test have been developed:Newmark–β with standard
parameters, HHT andNewmark–β with β̄ = 1, γ̄ = 3/2. The
latter test provides the best results since this parametrization
gives the highest numerical dissipation. In addition, the time
steps and element sizes have been regularized using a linearre-
lationship with aCourantnumberC = 1/6. ThisC has been
chosen by means of trial and error, since the problem is highly
non–linear and a spectral analysis is not one of the current work
objectives. Physically, the obtained results show a wave prop-
agation of temperature, of thermal flux and of voltage (due to
the thermoelectric coupling). This numerical tool can be ap-
plied to the design of micro–devices for novel applicationswith
fast processes, where the second sound effect could be relevant.
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Appendix A. Analytical solutions

The analytical solution of case III is given in [26]. In this ap-
pendix specially developed solutions for I, II, IV are presented.

The temperature distribution along the thermoelement for I,
II are reported in [25]. The voltage distributions are calculated
by means of (13) and the thermal flux by (15)–bottom.

Case I

V(x3, t) = −α


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(A.1)

where∆T = Th − Tc, Λ = β(nπ/L)2, β = κ/ρc, Sx ≡
sin(nπx3/L), Cx ≡ cos(nπx3/L) and L is the thermoelement
length. In addition

cn =
2
L

∫ L

0

(

Tc −
∆T
L

x3

)

Sx dx3 (A.2)

Case II

V(x3, t) =
j3
γ
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(A.3)

where Lx = L − x3, A1 = j3/2κγ, A2 = ∆T + j23L2/2βρcγ,
A3 = j23/2βρcγ and

cn =
2
L

∫ L

0

(A2

L
x3 + Tc − A3x2

3

)

Sx dx3 (A.4)

Case IV

The temperature distribution along the thermoelement was
reported in [13] using theLaplacetransform technique. How-
ever, we believe there are several errors in this work, for which
the result is developed again. From the reference, we use the
dimensionless parametersξ = x3/L andη = tκ/ρcL2 but (14)
is rewritten in an amenable form to be solved by theLaplace
technique

∂ξξ{T} + F1 ∂ξ{T} + F2 − ∂η{T} − τ F3 ∂ηη{T} +

τ F4 ∂η

{

F2
Aκ
L2
−
ακA
thL2

F1∂ξ{T}

}

= 0

T(ξ, 0) = 0 ; T(0, η) = Th ; T(1, η) = Tc

(A.5)

Note that the boundary conditions have been included. Regard-
ing [13], F1 = −thIL/κA, F2 = I2L2/κγA2 have been modified
andF3 = κ/ρcL2, F4 = 1/ρcAare added. Applying theLaplace
transform

W(ξ, s) = P11eλ11ξ + P12eλ12ξ +
F2

s
(

τF3s2 + s
)

W(ξ) = 0 ; W(0) =
Tc

s
; W(1) =

Th

s

(A.6)

wheres is time in theLaplacedomain. The boundary condi-
tions in (A.6) are different from those in [13]: in this reference
they are not transformed. Then, the following parameters are
modified
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s
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(

thL2 + AακτsF4

)

; B1 = −t2hL4
(

s+ F3s2τ
)

(A.7)
Finally, (A.6) are inverted using theRiemann–sum approxi-

mation as in [13].
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