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Information Fusion in Multi-agent 
System Based on Reliability Criterion 

Martin Mellado and Krzysztof Skrzypczyk* 

Abstract. The paper addresses the problem of information fusion in Multi-Agent 
System. Since the knowledge of the process state is distributed between agents, 
the efficiency of the task performance depends on a proper information fusion 
technique applied to the agents. In this paper we study the case in which each 
agent has its own sensing device and is able to collect information with some cer-
tainty. Since the same information can be detected by multiple agents, the global 
certainty about the given fact derives from the fusion of information exchanged by 
interconnecting agents. The key issue in the method proposed, is an assumption 
that each agent is able to asses its own reliability during the task performance. The 
method is illustrated by the pick-up-and-collection task example. The effective-
ness of the method proposed is evaluated using relevant simulation experiments.  

1 Introduction 

In Multi-Agent Systems (MAS), a primary task the system is intended to perform 
is distributed between a number of entities (agents). The beginnings of this branch 
of science were inspired by Artificial Intelligence in the 1950's. It was recognized 
that there are a number of tasks that MAS can perform more efficiently than cen-
tralized, single unit systems. Thanks to one of the features of MAS - modularity, 
even the domain of complex problems which are sometimes unpredictable can be 
solved by a number of simple entities, specialized in solving a particular part of 
the primary problem [12]. The benefits that these systems can offer are obvious 
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and compelling. On the other hand, there are a lot of challenges that must be met 
in order to design effective and robust systems  that are able to solve problems or 
execute tasks. These challenges were discussed in [12] and it is enough to point 
out the problems like  coordination [2], [4],[5], [13], [14] task division [3], [7], 
[10],[17], cooperation [1], [7], [8], [15] etc. The potential advantages of MAS 
were quickly noticed by researchers who deal with problems related to Robotics. 
They have discovered that some specific tasks whose execution requires building 
and operating complex, powerful robotic units, can be performed more effectively 
by simpler, highly specialized robots. There are a number of problems that have 
become benchmarks and test-beds for the quality assessment and analysis of Mul-
ti-Robot Systems (MRS) functioning. This paper addresses one of the most impor-
tant issues related to MAS which is fusion of information provided by multiple 
agents. The knowledge of the process state is distributed between agents, the effi-
ciency of the task performance depends on a proper information fusion technique 
applied to the agents. In this paper we study the case in which each agent has its 
own sensing device and is able to collect information with some certainty. Since 
the same information can be detected by multiple agents, the global certainty 
about the given fact derives from the fusion of information exchanged by inter-
connecting agents. The key issue in the method proposed, is an assumption that 
each agent is able to assess its own reliability during the task performance. The 
method is illustrated by the pick-up-and-collection task example. However an 
application of the fusion technique discussed in this paper is not narrowed down 
only to the problem defined. It can be used in any system that is able to assess its 
own performance quality. A good example is the system of detecting and recogni-
tion objects by a number of cameras observing the same scene. Each of camera is 
usually mounted in an opto-electronic gimbal [16].  The effectiveness of the me-
thod proposed is evaluated using relevant simulation experiments. 

2 System Description 

The subject of this paper is the information fusion method in MAS. In order to 
present our approach we use the framework of the system dedicated for perform-
ing pick-up-and-collection task which consists of collecting a number of objects 
scattered inside a workspace of limited area. Figure 1 illustrates the principal idea 
of  organizing the system. As was mentioned, there  is an unknown number of 
objects to be collected, scattered over an area being the workspace of the system. 
The system consists of a specified number of robotic-units also called agents. 
Each agent can be defined by the following features [12]: 

• limited sensing abilities,
• possibility of communication with limited number of other agents,
• a set of actions that an agent is able to take,
• reasoning about those actions based on its own knowledge.



Since agents can communicate with each other they can exchange information 
about objects that are detected by their sensing devices and this way increase their 
knowledge of the number and location of objects sensed by other team mates. The 
subject of the paper is the method of agents sensing fusion which results in im-
provement of the process global knowledge. 

Fig. 1. Diagram that illustrated organization of the MAS being the subject of the discussion 

2.1 Workspace 

The workspace is a constrained, unstructured, flat area where a number of objects 
the robots are intended to collect are scattered.  The objects are defined by a set of 
indices: , 1,2, … ,  (1) 

where  is the total number of objects located inside the workspace. It has to be 
stressed that this number is not known to any agent. The location of each object is 
defined by a pair of coordinates  , , ,   . No data of these positions 
are provided to particular agents. 

2.2 Agents Description 

The system consists of   robotic agents that are equipped with a  sensory system 
that allows them to detect objects  and determine the location of detected ob-
jects. Let us define the team of the robotic agents as a set: 

, 1,2, … , (2)



a pose  of each agent is determined by a triple , , , , Θ , , where the ele-
ments denote coordinates of the center and heading of the agent defined in the 
workspace coordinate frame. 

2.3 Sensing Abilities 

Each robotic agent is provided with perception devices that allow it to detect ob-
jects in its vicinity. Therefore, let us define a set of objects detected by the  
agent as a set of indices: , , (3)

The perception of the agent is limited by the range of its sensors. The range of the 
sensors is denoted by , , which means that only those objects can be detected by 
the agents satisfying the following: 

, , , , , , (4) 

Each agent is able to assess its detection quality. It is defined by certainty factor 
which varies in range from 0 to 1. The design of detection model and certainty 
evaluation is not the subject of this paper. For the purpose of the study we assume 
that detection certainty of the agent is influenced by two factors. The first one is 
related to its perception abilities which (it this study) decreases with the distance ,  between the  agent and  object. The second factor influencing the cer-
tainty is a random process related to the sensing devices inaccuracy, noise etc. The 
influence level of particular factors is weighted by coefficients  and  the sum 
of which is equal to one. Using those coefficients we can simulate the sensing 
reliability of the given agent. In the study presented the detection certainty of the 

 object by the  agent is modeled as: ̂ , , , 1 2 , (5) 

where 1  and 0,1  is a random number that characterize the in-
fluence of inaccuracy and uncertainty. The component ,  is related to perception
abilities of the  agent and is defined as: 

, 1 11 , ,  (6) 

Balancing the influence of the random and detection part of the model we can 
simulate reliability of particular agents. 

2.4 Communication 

Agents are provided with communication devices that allow the exchange of 
information and coordination of mutual actions. It is also assumed that the 



communication abilities of agents are limited. The limitations for the purpose of 
this study are narrowed down to the range of the communication devices. That 
means the given agent is able to communicate only with those agents that are clos-
er than some threshold value. Let us define the set, which determines the those 
agents that  agent is able to communicate with: Φ , (7)

It must be stressed that two agents are in communication only when the transmis-
sion of data can be made in both directions. The agent can receive information and 
its transmission can be received by the other one. This happens only if the follow-
ing is satisfied: j Φ , ,  (8)

where /  denotes the range of communication devices of the  and  agent, 
while the value ,  in (8) is the distance between the  and  agent.

3 Agent Reliability Assessment 

As was mentioned before, the information fusion idea is based on the assumption 
that each agent is able to evaluate (during the task performance) its reliability 
related to the acquired sensory data correctness. In this section the method of re-
liability assessment will be presented. Let us first distinguish the discrete moment 
in the MAS operation and let us denote it by 0,1,2, … .In the beginning of the 
MAS operation ( 0) the reliability of  agent is equal to some predefined 
value: 0 0,1 (9) 

Let us assume that  agent in the moment  detects the set of  objects defined by 
(3). We will refer to this set hereafter as: , ,  (10) 

After detecting the objects defined by (10),  the certainty factor is determined for 
each object detected according to the function (5), let us denote this estimated 
value as: ̂ , ,  (11) 

While performing the task and picking up the objects (10) the agent is able to 
confront the real state of the process with its predictions. Let us introduce the fac-
tor that defines an error of the certainty assessment done by the  agent with 
respect to the  object detected: 

, ̂ , ,  (12) 



where , 0,1  in (12) denotes a detection correctness of the  object. If the 
object was detected correctly ,  takes the value 1 and 0 otherwise. Using the 
value of  (12) we can determine the agent reliability based on a single picking up 
operation. The reliability value is calculated as a function of the (12). In this re-
search an sigmoid function was applied to assign the value of reliability on the 
basis of the detection correctness error. Hence the reliability factor defined for  
agent using the  picking up experiment is defined as: 

, 1 11 , (13) 

where  parameter tunes the steepness of the curve around the threshold . This 
parameter defines the maximal acceptable  error (12), by which it is possible to set 
the agent reliability at the level of 1. Applying the equation (13) to each object 
from the set (10) it is possible to determine the reliability of the agent at the  
stage of the system operation. In this study it is obtained by averaging results: 1 , , (14) 

The detection and recognition process is performed on the basis of the data col-
lected in the single operation cycle of the sensory system.  Therefore calculating 
the agent reliability as the average given by (14) seems to be valid approach. Fi-
nally, the reliability of the  agent at the  stage of the process can be eva-
luated as an exponential moving average with a time window of length . It can be 
determined recursively using the following formula: 01 1 , 0 

(15) 

where  is a constant smoothing factor which value can be from 0 to 1. It 
represents the weighting factors applied to the values calculated in the past. The 
higher value of  the faster discounting older values is. In this study this coeffi-
cient is expressed in terms of the time window length: 2 1 (16) 

Applying the above reasoning to every agent, we can assess their reliability at 
each stage of the process. 

4 Data Fusion 

As was stated in the previous sections in the MAS information about the process 
performed is distributed among multiple agents. Due to different perception 



abilities, location and possible malfunctions of the sensory devices, the informa-
tion about the same part of the process (in the case of this study - objects) can be 
different. Since agents are able to communicate each other and exchange data, the 
information fusion can be made. Various information about the same part of the 
process can be used to increase the agents certainty. In the case discussed, agents 
exchange information about the objects detected as well as the certainty of the 
detection fact. Since they share the common resources, the same object can be 
detected by multiple agents. So the question arises how make a fusion of informa-
tion collected by different agents. In this study an application of the reliability 
factor was applied. It was assumed that each agent is able to assess its reliability 
by confronting its certainty estimation with the real state of the process. Let us 
define the set  of agents, and their certainties related to the fact of detecting the 
object : ̂ , ,  (17) 

Using the reliability notion, it is possible to make  fusion of certainty by weighted 
averaging the data provided by the agents. Hence the common certainty of agents 
defined in , about the object  is calculated as: 

, 1∑ , , ̂ , (18)

The reliability of each agent is a function of the weighting coefficient. The higher 
reliability the greater influence of the information collected by the agent on the 
final certainty value. 

5 Simulation 

In order to verify and evaluate the quality of the method presented, a simulation 
experiment was arranged. Two robotic-agents are placed inside an rectangular 
workspace of size 500x500[m]. Each agent is equipped with a sensory system 
which is able to detect objects in the area defined by the angle of view and the 
range of the sensors.  The values of the range and angle are set to (90[m],75[deg]) 
and (110[m],95[deg]) for the first and second agent correspondingly. Inside the 
workspace there are 100 objects placed on locations selected in a random way. 
Figure 2 presents the experiment arrangement. The goal of the agents is efficient 
collecting objects. The agents are able to communicate each other and exchange 
information about the objects detected. Moreover it is assumed that agents ex-
change  information about their reliability self-assessment. 



Fig. 2. The simulation experiment arrangement 

The aim of the first part of the simulation experiment was to verify the proce-
dure quality of the reliability assessment. The experiment was as follows. The 
agent was repeating the procedure detect-collect 15 times. The reliability of the 
agent was modeled according to the (5) by changing the influence of the random 
component. The simulation was performed for three values of 0.7,0.5,0.05. 
The results of the experiment are presented in the fig.3. 

Fig. 3. The agent reliability assessment 
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6 Conclusion 

This paper addressed the problem of information fusion in MAS. The method of 
combining data provided by intercommunicated agents is discussed. The approach 
presented is based on reliability of particular agents. The level of reliability is 
evaluated by each agent while performing the task by confronting its data col-
lected with the real state of the process. This approach is very simple to implement 
what is its great advantage. The functioning of the data fusion algorithm is illu-
strated using an example of pick up and collection task. Nevertheless the method 
is flexible and can be applied to any MAS in which agents are able to assess its 
reliability using different sensory systems, the vision systems for instance. Some 
relevant simulation examples are presented to prove the effectiveness of the 
approach presented. 
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