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Abstract

Nowadays several technologies coexist in the same area composing a hetero-
geneous system. Moreover, this fact is expected to become more and more
accentuated with all new technologies that are currently being standardized.
So far, generally users are who select the technology they are going to connect
to, either configuring the user equipment or using different equipments. Nev-
ertheless, this approach does not take the maximum advantage of the available
resources. To this aim, a new set of strategies is necessary. These strategies
must manage the radio resources of all technologies commonly and jointly, and
they must ensure the satisfaction of users Quality of Service (QoS).

Following this idea, this Thesis proposes two new algorithms. The first one
is a Joint Dynamic Resource Allocation (JDRA) algorithm capable of allocat-
ing resources to users and distributing users among technologies at the same
time. The algorithm is formulated as a multi-objective minimization problem
that is solved using Hopfield Neural Networks (HNNs). HNNs are interesting
because they are supposed to find suboptimal solutions in very short times.
Nevertheless, actual implementations of HNNs in computers lose this fast re-
sponse. For that reason, this Thesis analyses the causes and studies possible
improvements.

The second algorithm is a Joint Call Admission Control (JCAC) algorithm
that admits and rejects users taking all technologies into account at the same
time. The main difference with other proposed algorithms is that they decide
on call admission in each technology separately. Thus, a previous mechanism
is needed to select which technology users are going to connect to. On the
other hand, the technique proposed in this Thesis is capable of deciding on
call admission in the whole heterogeneous system. Therefore, users are not
attached to any technology prior to admission.

As a result, this Thesis paves the way to an efficient resource management
in heterogeneous systems with new ideas and techniques. The functions of the
Radio Resource Management (RRM) are divided into the JDRA and JCAC
algorithms so they could work together.
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Resumen

Hoy en d́ıa existen varias tecnoloǵıas que coexisten en una misma zona for-
mando un sistema heterogéneo. Además, este hecho se espera que se vuelva más
acentuado con todas las nuevas tecnoloǵıas que se están estandarizando actual-
mente. Hasta ahora, generalmente son los usuarios los que eligen la tecnoloǵıa
a la que se van a conectar, ya sea configurando sus terminales o usando termi-
nales distintos. Sin embargo, esta solución es incapaz de aprovechar al máximo
todos los recursos. Para ello es necesario un nuevo conjunto de estrategias.
Estas estrategias deben gestionar los recursos radio eléctricos conjuntamente y
asegurar la satisfacción de la calidad de servicio de los usuarios.

Siguiendo esta idea, esta Tesis propone dos nuevos algoritmos. El primero
es un algoritmo de asignación dinámica de recursos conjunto (JDRA) capaz de
asignar recursos a usuarios y de distribuir usuarios entre tecnoloǵıas al mismo
tiempo. El algoritmo está formulado en términos de un problema de opti-
mización multi-objetivo que se resuelve usando redes neuronales de Hopfield
(HNNs). Las HNNs son interesantes ya que se supone que pueden alcanzar
soluciones sub-óptimas en cortos periodos de tiempo. Sin embargo, imple-
mentaciones reales de las HNNs en ordenadores pierden esta rápida respuesta.
Por ello, en esta Tesis se analizan las causas y se estudian posibles mejoras.

El segundo algoritmo es un algoritmo de control de admisión conjunto
(JCAC) que admite y rechaza usuarios teniendo en cuenta todas las tecnoloǵıas
al mismo tiempo. La principal diferencia con otros algoritmos propuestos es
que éstos últimos toman las decisiones de admisión en cada tecnoloǵıa por se-
parado. Por ello, se necesita de algún mecanismo para seleccionar la tecnoloǵıa
a la que los usuarios se van a conectar. Por el contrario, la técnica propuesta en
esta Tesis es capaz de tomar decisiones en todo el sistema heterogéneo. Por lo
tanto, los usuarios no se enlazan con ninguna tecnoloǵıa antes de ser admitidos.

Como resultado, esta Tesis prepara el camino hacia una gestión eficiente de
recursos en sistemas heterogéneos con nuevas ideas y técnicas. Las funciones
de la gestión de recursos radioeléctricos se dividen entre los algoritmos JDRA
y JCAC de forma que puedan trabajar los dos juntos.
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Resum

Hui en dia ni hi ha diverses tecnologies que coexistixen en una mateixa zona
formant un sistema heterogeni. A més, este fet s’espera que es torne més accen-
tuat amb totes les noves tecnologies que s’estan estandarditzant actualment.
Fins ara, generalment són els usuaris els que elegixen la tecnologia a què es van
a connectar, ja siga configurant els seus terminals o usant terminals distints.
No obstant, esta solució és incapaç d’aprofitar al màxim tots els recursos. Per
a això és necessari un nou conjunt d’estratègies. Estes estratègies han de ges-
tionar els recursos ràdio elèctrics de conjuntament i assegurar la satisfacció de
la qualitat de servici dels usuaris.

Seguint esta idea, esta Tesi proposa dos nous algoritmes. El primer és un
algoritme d’assignació dinàmica de recursos conjunt (JDRA) capaç d’assignar
recursos a usuaris i de distribuir usuaris entre tecnologies al mateix temps.
L’algoritme està formulat en termes d’un problema d’optimació multi-objectiu
que es resol usant xàrcies neuronals de Hopfield (HNNs). Les HNNs són inte-
ressants ja que se suposa que poden aconseguir solucions subòptimes en curts
peŕıodes de temps. No obstant, implementacions reals de les HNNs en ordi-
nadors perden esta ràpida resposta. Per això, en esta Tesi s’analitzen les causes
i s’estudien possibles millores.

El segon algoritme és un algoritme de control d’admissió conjunt (JCAC)
que admet i rebutja usuaris tenint en compte totes les tecnologies al mateix
temps. La principal diferència amb altres algoritmes proposats és que estos
últims prenen les decisions d’admissió en cada tecnologia per separat. Per
això, es necessita algun mecanisme per a seleccionar la tecnologia a què els
usuaris es van a connectar. Al contrari, la tècnica proposta en esta Tesi és
capaç de prendre decisions en tot el sistema heterogeni. Per tant, els usuaris
no s’enllacen amb cap tecnologia abans de ser admesos.

Com resultat, esta Tesi prepara el camı́ cap a una gestió eficient de recursos
en sistemes heterogenis amb noves idees i tècniques. Les funcions de la gestió
de recursos radioelèctrics es dividixen entre els algoritmes JDRA i JCAC de
forma que puguen treballar tot junts.
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Chapter 1

Introduction

1.1 Background

Mobile wireless systems are in constant evolution due to the continuously
evolving requirements and expectations of both users and operators. Users
expect high quality communications and full access to digital contents with
the same transmission capacity as wired networks, independently of the num-
ber of users active in the system. According to this user demand for wireless
connectivity, new standards have been designed and launched to the market
in the last years to satisfy these increasing requirements. General Packet Ra-
dio System (GPRS), Universal Mobile Telecommunications System (UMTS),
High Speed Downlink Packet Access (HSDPA), Worldwide Interoperability for
Microwave Access (WiMAX), Wireless Local Area Network (WLAN) or Blue-
tooth are some examples of current standardized technologies. Each Radio
Access Technology (RAT) is specially suited for one type of wireless network,
ranging from Wireless Wide Area Networks (WWAN) down to Wireless Per-
sonal Area Network (WPAN). In addition to the usage scenario, conventional
mobile networks were devised to fulfill the specific Quality of Service (QoS)
requirements of each service, whereas other technologies paid more attention
to system simplicity and flexibility.

Currently it is quite common to have several independent RATs giving
coverage to the same area. Moreover, users are who decide upon the technology
they get connected to, either configuring the User Equipement (UE) or using
different UEs for each technology. Nevertheless, users should not get involved
in this type of decisions, or at least not separately, since they do not have a
global view of the different RATs. Thus, the future points to a multi-RAT
UE capable of getting automatically connected to the most proper RAT. This
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multi-access wireless system, also referred to as heterogeneous wireless system,
could make the most of the individual coverage and instantaneous capacity of
each technology taking into account the RAT availability, signal quality and
type of service to provide the most appropriate resources for the variety of
different users.

The notion of being always best connected, which was first introduced in
[3], is an extension for heterogeneous systems of the notion of being always
connected. Now, users not only should be able to be connected anywhere and
anytime, but also they should be served with the best available connection,
which can be only accomplished with the interworking of the different tech-
nologies. For that reason, the standardization bodies are doing their best to
make the interworking possible. For instance, the 3rd Generation Partnership
Project (3GPP) organization not only allows UMTS to interwork with GPRS
(two 3GPP RATs) but also establishes the basis for a WLAN interworking
(a non-3GPP RAT). In addition, the Institute of Electrical and Electronics
Engineers (IEEE) Standards Association is working on the 802.11u standard
(scheduled for March 2010), which provides WLAN with the capability of inter-
working with other external networks. Nowadays RAT interworking is becom-
ing a reality that requires more advanced mechanisms that result in a higher
resource usage and quality.

In wireless systems the concept of QoS poses several constraints to net-
works management to assure an optimum distribution of the scarce radio re-
sources among active users. In this framework, the concept of Radio Resource
Management (RRM) encompasses various techniques specially designed to ful-
fill the negotiated QoS to the end users. Multi-access wireless networks, as
distinguished from existing wireless networks, require some kind of overall re-
source management to select the best RAT, dynamically allocate resources
among them, control the congestion and manage handovers. The Common
Radio Resource Management (CRRM) concept is widely used to refer to these
tasks.

In any Radio Access Network (RAN) users share a set of available resources
being the RRM entity who decides on the distribution policy. An additional
functional unit, the CRRM entity, is responsible for the interworking of the
RANs not only of the same RAT but also of different RATs [4]. The RRM
most important functions are: initial RAT and cell selection, Call or Connec-
tion Admission Control (CAC), congestion control, power control, scheduling
or resource allocation, handover and vertical handover. These functions must
be distributed into the RRM and the CRRM entities. The CRRM/RRM in-
teraction degree defines which entity manages each function. The following
interaction degrees were defined in [5]:
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• Low interaction degree: the RRM entities provide all the functionalities
and the CRRM entity only establishes some policies that configure the
resource management behavior. Considering this approach, Zhuang et
al. proposed a functional architecture for QoS management in a hybrid
UMTS-WLAN network [6].

• Intermediate interaction degree: the CRRM entity manages the initial
RAT selection and vertical handover functions. The local RRM entities
provide some RRM measurements, such as the list of candidate cells for
the different RATs and cell load measurements, so that the CRRM can
take into account the resource availability in each RAT.

• High interaction degree: in this case, the CRRM entity is involved in most
of the functionalities, leaving only the power control and scheduling for
the RRM entities. Thus, CRRM is involved in each intra-system handover
procedure requiring a more frequent measurement exchange. Similarly,
joint congestion control mechanisms could be envisaged to avoid overload
situations in any of the underlying RANs.

• Very high interaction degree: this approach introduces the joint schedul-
ing in the CRRM entity. The RRM entities only manage the power
control functions. This solution requires that the CRRM entity make
decisions at a very short time scale in the order of milliseconds, with the
possibility of executing frequent RAT changes for a given terminal.

1.2 State of the art

The following sections provide a short analysis of the state of the art on the
main RRM functions.

1.2.1 Initial RAT and cell selection

These two functions, together with CAC, must be performed each time a new
call or connection arrives to the heterogeneous system, although they should be
also executed after call departures in order to accommodate comfortably active
calls. Pérez-Romero et al. proposed different policies [7] to sort, in order of
preference, the list of candidate RATs the user could get connected to. As an
example, they proposed selecting GPRS for voice and indoor users and UMTS
for web and outdoor users whenever possible. This policy is motivated by the
good performance of UMTS for high data rate users as compared with GPRS
and by the bad behavior of UMTS for indoor users. Piqueras et al. proposed
a dynamic pricing model, where the UE decides on the RAT to get connected
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to [8]. Prices change dynamically as the load of each RAT varies, making new
users prefer the RAT with less load. Nevertheless, the main drawback of these
two works is that quality expectations of users are not considered. With this
aim, Pérez-Romero et al. defined a fittingness factor that reflects the degree of
adequacy of each RAT to each user [9]. The fittingness factor takes into account
two concepts: (a) the capabilities of the RATs and the user terminals, i.e. if a
RAT can provide the service that the user is asking for and if the user terminal
can get connected to the RAT, and (b) also the suitability of each possible con-
nection in terms of channel quality and bit rate. Although all abovementioned
algorithms only consider one cell per RAT, algorithms [8] and [9] can also select
the best-suited cell inside the selected RAT. Conversely, [7] needs an additional
process for cell selection once the selected RAT is known. Nevertheless, cell
selection is a well-known and solved problem in current cellular networks.

Apart from these works, Giupponi et al. proposed a RAT and cell selection
scheme with a fuzzy neural approach [10]. This algorithm uses some measures
of signal strength, resource availability and mobile speed as inputs. The fuzzy
neural controller obtains the suitability of selecting each cell and the allocated
bandwidth. Nevertheless, all possible situations must be studied to train the
system with them. Although it is not actually an algorithm, Houzé et al.
proposed the definition of a Common Pilot Channel (CPC) to broadcast some
RAN-specific information needed by the UE to perform an optimum RAT selec-
tion [11]. The CPC should be received anywhere independently of the RANs
coverage and, since sent data is location-related, the UEs should be able to
know their own position. UEs are who make the decision about RAT selection.
Although CPC could seem useful, UEs do not have the global view of the het-
erogeneous network that the CRRM entity has. Moreover, the management
of the CPC presents some additional problems. For instance it is unclear who
should be responsible for the CPC maintenance or how home wireless networks
data should be broadcasted through the CPC so that connections could be
routed through them when users arrive home.

So far, Unlicensed Mobile Access (UMA) is the only mechanism being im-
plemented to dynamically select the best-suited RAT. UMA is the commercial
solution of the 3GPP standard called Generic Access Network (GAN) [12, 13].
In the UMA solution, dual UEs can migrate from HSDPA network to a WLAN
Access Point (AP) and vice versa. Thus, anytime a UE finds an AP, it tries
to get a WLAN connection since this technology is supposed to provide much
better throughput capacity than HSDPA. This philosophy is, in some way,
similar to the policies proposed in [7].
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1.2.2 Call or connection admission control

The aforementioned algorithms [7–13] are focused on selecting the proper RAT
and cell for users. Thus, new calls need additional processes performed inde-
pendently in each RAT to decide on the final admission. CAC algorithms keep
the target users’ QoS at desired levels by limiting the number of ongoing calls
in the system. With this in view, they must control signal quality, handover
failure probability and/or some packet-level QoS parameters such as packet
delay, delay jitter or packet dropping rate [14]:

• Controlling signal quality becomes essential in interference-limited sys-
tems like Code Division Multiple Access (CDMA) systems. In these
cases, CAC algorithms measure the interference [15], the Signal to Noise
and Interference Ratio (SNIR) [16] or the system load [17] to decide on
call admission. New calls are accepted if the measured level is lower (or
greater in case of SNIR) than a predefined threshold. Moreover, in Time
Division Multiple Access (TDMA) systems, controlling signal quality is
recommended, and thus these CAC algorithms, for networks with low
frequency reuse factors that increase system capacity but reduce signal
quality [14].

• The handover failure probability can be controlled prioritizing handover
calls over new calls. The most extended approach to reduce handover calls
dropping is the band guard technique proposed by Hong and Rapaport
[18]. This method reserves certain amount of resources for handover calls
only, whereas the rest can be shared by both, new and handover calls.
An enhanced version was proposed by Ramjee et al. [19]. This technique,
called Fractional Guard Channel Policy (FGCP), accepts new calls with
probability β, where β decreases with the number of occupied channels.
Conversely, handover calls are always accepted if there is any free channel.
FGCP minimizes the blocking probability given a target probability of
handover failure.

• Packet-level QoS parameters reflect the quality perceived by the end-
user at the application level more accurately than interference, SNIR or
load; especially for interactive or real-time services. Zhao et al. [20]
proposed a CAC algorithm that tries to meet the packet delay and delay
jitter constraints of users in wireless Asynchronous Transfer Mode (ATM)
networks. Similarly, the algorithm proposed by Koutsakis et al. [21]
is focused on the packet dropping rate of video calling services. Both
algorithms admit new calls only if these packet-level constraints can be
guaranteed.
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These approaches fit well with the intermediate CRRM/RRM interaction
degree. Although they are also valid for high and very high interaction degrees,
in these cases it is preferred to perform a Joint Call Admission Control (JCAC)
in the CRRM entity where the RAT selection and CAC are executed jointly.
Luo et al. proposed the use of JCAC to make the best out of the overall re-
sources [22], but Yu and Krishnamurthy were the first to propose an actual
JCAC [23]. They used a semi-Markov decision process to formulate the prob-
lem and linear programming to solve it. Although this algorithm is only for
CDMA and WLAN systems, results show the high benefit of a JCAC. Nev-
ertheless, their proposal have several drawbacks. Firstly, they define different
QoS requirements depending on the technology. More specifically, they try to
guarantee an average delay and bit rate for users connected to WLAN and a
minimum SNIR for users connected to the CDMA network. This definition of
the QoS requirements produces an heterogeneous treatment of users.

1.2.3 Resource allocation

Generally, radio resources can be distributed following two main approaches:
Fixed Resource Allocation (FRA) and Dynamic Resource Allocation (DRA).
The first one is the most extended in the classic circuit-switched networks
conceived for voice conversations, which is the case of Global System for Mobile
communications (GSM). The second one is the best suited for present and
future packet-switched networks, where the bursty nature of new services traffic
makes the FRA schemes underutilize the available resources. Nevertheless, the
DRA approach requires a smart scheduling algorithm to guarantee the users’
satisfaction in terms of QoS. The objective of the DRA algorithm is to select the
optimal amount of radio resources to be allocated to each user. Several DRA
algorithms for a unique RAT have been already proposed in the literature (see
examples in [5, 24–27]).

Some resource allocation techniques allocate resources to those users ex-
periencing best channel quality [5, 24]. This kind of policy can maximize
the average system throughput, but at the expense of an unfair distribu-
tion that implies relatively bad QoS for users with poor channel quality. A
wide range of more sophisticated algorithms are based on the Generalized
Processor Sharing (GPS) idea [25], where resources are distributed among
users proportionally to some predefined weights. Within this group, Modi-
fied Largest Weighted Delay First (MLWDF) [26] and its improvement, Cross-
Layer Scheduling Algorithm (CLSA) [27], are noteworthy. Both techniques
take into account some weighting coefficients that prioritize users according
to their service, current QoS and perceived channel quality. For that reason,
these algorithms exhibit better performance than those prioritizing users ac-
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cording to only one of these characteristics. Moreover, MLWDF and CLSA
were designed to provide either bit rate or delay-based QoS.

These techniques can be used within low to high CRRM/RRM interaction
degrees since the DRA is performed separately in each RAT. However, within
a very high interaction degree, a Joint Dynamic Resource Allocation (JDRA),
or joint scheduling, is also possible. As well as with JCAC, JDRA increases the
efficiency of the available resources. To this date, only few works have dealt
seriously with this specific topic, and all of them are derived from this Thesis.

1.2.4 Handover

User mobility may make the best RAT or cell change over time. Therefore, the
initial selection might not be optimum in the future. In general, handover (or
intra-system handover) is understood as the change process of the cell the UE
is connected to, but considering the same RAT. Present cellular system stan-
dards include the necessary mechanisms to perform intra-system handovers. A
handover occurs when the signal quality of the current cell decreases under the
quality perceived from a contiguous cell. Usually a hysteresis margin is used
to avoid continuous changes near the cell boundaries. Otherwise, the vertical
handover (or inter-system handover) also implies a RAT change. Vertical han-
dovers are similar but including RAT changes. The new RAT can be selected
with the help of an initial RAT selection algorithm, just like if a new call was
asking for admission. In case of very high interaction degree, JDRA algorithms
by themselves are capable of automatically selecting the best RAT for each
user and, hence, can perform vertical handovers if necessary. Moreover, the
UEs for these scenarios are expected to be capable of being connected to all
RATs at the same time, thus RAT changes can be performed almost instanta-
neously. For the rest of interaction degrees, some vertical handover procedures
have been proposed in the literature (see examples in [23, 28–31]).

1.3 Challenges

The problem of managing resources acquires additional complexity in the frame-
work of heterogeneous networks. Focusing on the main objective of CRRM,
i.e. increasing the QoS perceived by users, the very high interaction degree
can improve the system performance as compared with the rest of interaction
degrees. Thus, initial RAT selection, CAC, resource allocation and handovers
should be carried out jointly to make the best out of the available technologies
and resources. While many initial RAT selection algorithms have been pro-
posed in the literature, so far JCAC and JDRA topics have been somewhat
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forgotten by the scientific community. This fact could be explained because
JCAC and JDRA represent a second step in the process of coupling of several
RATs and the first one, that is initial RAT selection, still needs more work and
efforts.

Consequently, this Doctoral Thesis has identified the following two main
challenges in resource management:

• The design of a JDRA algorithm capable of allocating resources to users
and distributing users among RATs at the same time. Therefore, this
algorithm should be in charge of the resource allocation and vertical han-
dover functions. Moreover, since it is capable of distributing users, the
initial RAT selection function can be also delegated to it.

The JDRA is a hard optimization problem in which the best bit rate
and RAT must be selected for each user. Although many algorithms
for DRA have been proposed for resource distribution in single technolo-
gies (see examples in [5, 24–27]), these are not effective in a multi-access
scenario. Single-RAT algorithms are focused on maximizing the total
throughput while providing the QoS that users require. Throughput can
be easily maximized if the channel quality of each user is known, since
users with best channel quality consume less resources. Therefore, the
total throughput is maximized by allocating the maximum bit rate to
these users. This simple algorithm for single-RAT becomes useless in
a multi-access scenario since the throughput maximization depends on
the distribution of users among RATs. The complexity increases when
the QoS provision is also considered. There are different approaches to
identify the quality users perceive, but all of them use certain parameters
of the communication procedure. For instance channel quality, interfer-
ence, bit rate or delay are some of the most used parameters. The JDRA
must ensure certain target level for these parameters to obtain the desired
QoS. Transport level parameters, like bit rate or delay, better reflect the
actual QoS that end users perceive although link level parameters, like
channel quality or interference level, are easier to introduce in the JDRA
algorithm. In short, the main challenges of the JDRA algorithms are:

– Users distribution among RATs.

– Resource allocation among users.

– Users QoS fulfilment.

• The design of a JCAC algorithm capable of admitting and rejecting users
taking the overall heterogeneous network into account.
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Figure 1.1: Thesis objectives and their relation with the RRM functions.

Initial RAT selection techniques, like those exposed in Section 1.2.1,
are followed by CAC algorithms performed independently in each RAT.
This fact means that if the selected RAT cannot accept the new call
then the call should be rejected although other RAT could serve it or
even although the new call could be accepted releasing some resources
in the selected RAT by means of vertical handovers. This global vision
of the overall heterogeneous network can be only achieved with a JCAC
mechanism. Therefore, and similarly to JDRA algorithms, single-RAT
CAC algorithms are not effective in a multi-access scenario. JCAC al-
gorithms must consider the availability of resources in all RATs and the
RAT changes that could free resources for the new calls. Moreover, QoS
support must be also introduced, paying special attention to transport
level parameters. Therefore, the JCAC challenges are:

– Consideration of all RATs at the same time.

– Users QoS support.

1.4 Objectives

This Thesis is focused on the development of a new JDRA and a new JCAC
techniques. The JDRA technique not only includes the resource allocation
in all RATs but also the vertical handover control and initial RAT selection.
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In turn, the JCAC technique controls the admission of new calls. Figure 1.1
represents the functions that both techniques provide inside the CRRM entity.

1.4.1 JDRA algorithm

The JDRA problem can be formulated as a multi-objective optimization prob-
lem. Many types of algorithms have been proposed in the literature to solve
optimization problems, such as genetic algorithms, game theory, linear pro-
gramming or Hopfield Neural Networks (HNNs). Within this group, HNNs
are identified as fast hardware optimizers that could obtain a solution in few
microseconds [32]. This fast response is a consequence of the simplicity of each
individual neuron and their parallel interworking. Thus, problems that are
more complex need more neurons, i.e. more hardware, but maintain the fast
response of simpler problems.

HNNs have been widely used in a variety of scientific domains [33–35] and,
thanks to their fast response, HNN-based algorithms have been recently pro-
posed to obtain fast and quasi-optimum solutions to the DRA problem. The
first study that introduced a HNN-based algorithm in a wireless system was
presented by Del Re et al. in [36]. The research work carried out by Lázaro
and Girma in [37] was built on this algorithm. They proposed the usage of
HNNs for the dynamic distribution of frequency channels over the cells of a
GSM system together with a guard channel technique for handovers. Ahn and
Ramakrishna [32] were the first authors to use HNNs for solving the DRA
problem. In the main, their algorithm aimed at maximizing the allocated re-
sources and obtaining a fair distribution among users. Garćıa et al. [38] applied
this philosophy to the distribution of resources in a CDMA system with the
objective of satisfying the bit rate expectations of users.

The aforementioned works have shown the utility of HNNs to allocate dy-
namically resources to users. Thus, starting from the original work of Ahn
and Ramakrishna [32], this Thesis aims at proposing a new HNN-based algo-
rithm to distribute jointly resources among users to satisfy their objective QoS.
Moreover, this Thesis looks for a feasible implementation of HNNs and, hence,
of this algorithm.

1.4.2 JCAC algorithm

In general, any CAC algorithm may be based on a deterministic or a probabilis-
tic bound [39]. A deterministic guaranteed service provides for the worst-case
requirements of flows. These requirements are usually computed from param-
eterized models of traffic sources. For instance, sources may be required to
provide peak-rate characterizations of their traffic. The CAC algorithms then
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check that the sum of all peak rates is less than the link capacity. More sophisti-
cated versions of this approach may consider some tolerable buffer delay. Then
this algorithm may be replaced by some leaky bucket approach. Deterministic
bound has two main drawbacks. First, usually current traffic is very bursty
what makes the link capacity be underutilized. Second, wireless systems are
characterized by a very variable channel and hence link capacity. Obviously it
is not affordable to ensure the QoS at the cell edge and for peak-rates.

The idea pursued with the probabilistic bound is to ensure QoS only with
certain probability. Users do not usually require their peak-rates at the same
time and they are not located at the cell edge simultaneously. In fact, the
probability of this happening may be negligible. Therefore, with much less
resources users can be sufficiently satisfied. The Equivalent Bandwidth (EBW)
concept has been successfully applied to ATM networks. EBW may be defined
as the maximum aggregate bit rate required by a set of users with certain
probability ε. Thus, if the ATM link capacity exactly equals the EBW then
users would have enough capacity with probability ε. Nevertheless, EBW lacks
a proper modeling of the link variability that characterizes wireless systems.

This Thesis will propose the Equivalent Resource Consumption (ERC), a
EBW generalization, as the probabilistic bound for any communication system,
including wireless systems. Moreover, the JCAC algorithm will be based on
the ERC and hence will inherit all its benefits.

1.5 Thesis outline

Previous section has presented two well-differentiated objectives. For that rea-
son, this Thesis is divided into parts. The work performed towards each objec-
tive is described in different parts. Moreover, an additional part includes some
final results of both algorithms and the main conclusions. The outline of this
Thesis is as follows:

Part I focus on the JDRA algorithm.

Chapter 2 describes the HNNs that will be used in the next chapter to
implement the JDRA algorithm. This chapter starts defining these
networks as they were originally defined by Hopfield. Nevertheless,
this definition is not generally used since it requires of an analog cir-
cuit. Usually HNNs are implemented in computers hence, becoming
discrete in time. After defining these discrete-time HNNs, this chap-
ter presents two techniques for reducing the response time of these
networks. Moreover, Section 2.3.5 shows the performance of both
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techniques working together, something that has been never studied
before.

Chapter 3 presents the design of the JDRA algorithm. To this aim, first
of all, the users QoS and any resource quantity are written in terms
of bit rate. This transformation makes possible a common treatment
of both different types of QoS and technologies. After this first step,
this chapter describes the HNN-based JDRA algorithm. Finally,
this algorithm is tested within a simulation environment that uses
a completely new mobility model to generate hotspots.

Part II focus on the JCAC algorithm.

Chapter 4 defines the ERC as an EBW generalization. The definition
uses probabilistic density functions that are not always available.
For that reason, this chapter also presents an approximation with
histograms and studies the accuracy of this approach. Finally, this
chapter shows how the ERC can be used to decide on call admission
in one technology.

Chapter 5 uses the ERC to make a common treatment of all technolo-
gies, thus, making possible the definition of the JCAC algorithm.
The algorithm is introduced in two steps. The first one describes
the main idea this algorithm is based on. The second one explains
how this idea should be used in real systems. Finally, the ERC-based
JCAC algorithm is analyzed by means of computer simulations.

Part III concludes this Thesis.

Chapter 6 joins the two algorithms developed in Parts I and II to test
their performance working together.

Chapter 7 states the main conclusions arisen during the development of
this Thesis and describes the next steps that should be accomplished
in order to continue with the work started here.

1.6 Publications

The work developed during this Thesis made possible the publication of the
following journal and conference papers.
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Chapter 2

Hopfield neural networks

HNNs have gained much relevance as a good tool to solve optimization problems
mainly thanks to their fast response time. From Hopfield neuron model, any
problem that could be written in terms of a second order Lyapunov function
can be solved with a quasi-optimal solution using HNNs. However, HNNs
have also acquired many detractors because of the poor quality of the obtained
solutions. HNNs are not the best method for solving optimization problems
since there are many other techniques that can obtain better solutions (genetic
algorithms, simulated annealing, etc.). Consequently, when the response time
is of not much significance, other methods are preferred. Nevertheless, in the
DRA case it is more interesting to obtain fast solutions although they are not
completely optima. For that reason, much of the DRA algorithms proposed
in the literature are heuristics with poor performance but low computational
cost. Here, HNNs become useful since they conserve the fast response time and
their solutions may outperform those of heuristics.

Before describing the JDRA algorithm, this chapter studies the HNNs and
their implementability to achieve fast and stable solutions. The Hopfield model
will be introduced in Section 2.1 with special mention to the fast convergence
and stability. Sections 2.2 and 2.3 will analyze implementability problems of
HNNs and study an alternative implementation in digital devices. These two
sections aim at making possible the implementation of any HNN.

2.1 Hopfield model

Hopfield modeled the neurons behavior with an analog circuit composed of re-
sistors, operational amplifiers and current generators [40]. His model is shown
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+
-

Figure 2.1: Neuron model of a network with N neurons.

schematically in Figure 2.1. Resistors Rij represent the synaptic unions be-
tween neurons. These unions can also be written in terms of conductance
Tij = 1/Rij . Ui and Vi are the neuron input and output respectively and Ii is
a bias current. If the Kirchoff laws are applied to the input of neuron i, then:

Ci
dUi
dt

+
Ui
Ri

=
N∑
i=1

TijVi + Ii, (2.1)

where Ci is the parasitic capacitance at the operational amplifier input and Ri
is:

1
Ri

=
1
ρi

+
N∑
j=1

1
Rij

, (2.2)

where ρi is the parasitic resistance at the operational amplifier input. The
operational transfer function, represented by gi, i.e. Vi = gi(Ui), is supposed
to be continuous and monotonic increasing. Its output is bounded between the
lower and upper saturation levels of the operational amplifier. For the sake of
simplicity, those levels are usually supposed to be 0 and 1. The transfer function
is generally approximated by either the step, linear or sigmoidal function (see
Figure 2.2). These functions are:

step function: Vi =


0, Ui < 0,
0.5, Ui = 0,
1, Ui > 0,

(2.3)

linear function: Vi =


0, Ui < − 0.5

αi
,

αiUi + 0.5, − 0.5
αi
≤ Ui ≤ 0.5

αi
,

1, Ui >
0.5
αi
,

(2.4)

sigmoidal function: Vi =
1

1 + e−αiUi
, (2.5)
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Figure 2.2: Transfer functions with αi = 1 for the linear function and αi = 4
for the sigmoid.

where αi is the i-th neuron gain. The actual transfer function is more similar
to the linear function around Vi = 0.5 and more similar to the sigmoid near the
saturation levels. Nevertheless, the sigmoid is usually selected as the transfer
function whereas the other two are used as approximations of the first one.
This fact is due to the non-differentiability of the step and linear functions at
some points1, what makes more difficult to study the convergence and stability
of these networks.

Hopfield used the following Lyapunov function, also known as energy func-
tion, to prove the stability of these networks [40]:

E = −1
2

N∑
i=1

N∑
j=1

TijViVj +
N∑
i=1

1
Ri

∫ Vi

0

g−1
i (V )dV −

N∑
i=1

IiVi. (2.6)

Making Tij = Tji, the time derivative of the energy function E is:

dE

dt
= −

N∑
i=1

dVi
dt

 N∑
j=1

TijVj −
Ui
Ri

+ Ii

 , (2.7)

1Operational amplifiers are real circuits and hence they have continuous and differentiable
transfer functions.
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and from (2.1):

dE

dt
= −

N∑
i=1

dVi
dt
Ci
dUi
dt

= −
N∑
i=1

Ci

(
dVi
dt

)2
dUi
dVi

. (2.8)

Since for the sigmoid case, gi is strictly monotonically increasing then
dUi/dVi > 0 and, since Ci > 0, then dE/dt ≤ 0. Thus, E always decreases or
remains unchanged. If the latter happens then dVi/dt = 0 and consequently
the network has reached equilibrium. This fact, together with the boundedness
of E, proves that HNNs always converge to a stable state. The boundedness of
E is important because on the contrary E could decrease without limits. With
a lower bound, the energy cannot decrease more than that bound and hence
at some point necessarily dE/dt → 0. The boundedness can be demostrated
proving the boundedness of each term of (2.6) separately. The first and third
terms are polynomial, thus they are upper and lower bounded in the interval
of interest [0, 1]. The second term is:

N∑
i=1

1
Ri

∫ Vi

0

g−1
i (V )dV =

N∑
i=1

1
Ri

∫ Vi

0

1
αi

ln
(

V

1− V

)
dV =

=
N∑
i=1

Viln(Vi) + (1− Vi)ln(1− Vi)
αiRi

.

(2.9)

This term has a minimum at Vi = 0.5 and two maxima at Vi = 0 and
Vi = 1, see Figure 2.3. Consequently, it is also bounded.

2.1.1 Convergence points

Optimization problems need to be written as an energy function before being
solved using HNNs. The most common method to do this is to identify some
binary variables in the problem which will be represented by neurons. For
example, the M -Queens Problem (MQP) tries to find the distribution of M
queens in an M ×M chessboard so that they could not attack each other. The
chessboard can be represented by an M ×M matrix of neurons where neuron
(i, j) approaches 1 if there is a queen at the i-th row and j-th column and
approaches 0 if no queen goes there. Thus, the desired solutions are always at
the extremes where Vij ∈ {0, 1}.

In general, the desired solutions of a HNN with N neurons are located at
the corners of an N -dimensional hypercube. Moreover, at any time t the vector
of neuron outputs represent a point inside this hypercube, thus the hypercube
is the search space of the solution. From (2.8) it was previously concluded
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Figure 2.3: Second term of (2.6).

that the energy converges at those points where neuron outputs also converge.
Nevertheless, it is not obvious to know if those convergence points are located
at the corners. In order to clarify this, it is necessary to look deeper at the
time derivative of neuron outputs:

dVi
dt

=
α

eαUi + 2 + e−αUi
dUi
dt

. (2.10)

If neuron outputs converge then either dUi/dt = 0, Ui → ∞ or Ui → −∞.
In the last two cases, the corresponding neuron output is approaching one
extreme since Vi → 1 when Ui →∞ and Vi → 0 when Ui → −∞. Nevertheless,
if dUi/dt = 0 then the equilibrium may not be located at the extremes, more
specifically:

dUi
dt

=
1
Ci

 N∑
j=1

TijVj −
Ui
Ri

+ Ii

 = − 1
Ci

∂E

∂Vi
, (2.11)

thus the energy may converge to those points with null gradient, i.e. to critical
points. Moreover, it is also possible a mix of these cases where some neurons
approach the extremes while others converge due to a null gradient. In that case
the equilibrium is not a critical point of the energy function in RN but a critical
point in the subspace where all neurons approaching to the extremes are fixed.
This fact makes impossible to prevent the existence of critical points in the
hypercube. Nevertheless, a good design of the energy function can eliminate
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any minima which are the most problematic critical points. Note that the
desired solutions are at the corners thus a good design would make the energy
minimum only if Vi = 0 or Vi = 1 and not between those points.

2.1.2 Energy second term and the extensively used neu-
ron model

An applicability problem of the Hopfield model is the second term of (2.6).
This term is hard to add to energy functions that describe real problems. The
same Hopfield [33] proposed to eliminate it when he applied his model to the
Traveling Salesman Problem (TSP). In fact, if αi → ∞ then the second term
is negligible. Moreover, operational amplifiers have very high gains of the order
of 10,000 or 100,000. Thus, making αi =∞ seems a good approximation.

The main problem of supposing αi =∞ is that both the linear and sigmoidal
functions become the step function. This fact changes the evolution of the
neuron outputs. With α < ∞, neurons can evolve inside the entire interval
[0, 1] but with the step function Vi ∈ {0, 1} only. Thus, the neural network does
not approach the minimum step by step but neuron outputs change abruptly
changing also abruptly the energy gradient and hence the evolution of neuron
inputs Ui. Moreover, neuron outputs do not evolve together but only when
inputs cross 0, i.e. if at time t the i-th neuron input is 0, it is probabilistically
impossible that another neuron input j 6= i could be also 0, thus two neuron
outputs never change simultaneously. Due to this fact, the neural network can
only evolve to adjacent hypercube corners, what highly increases the probability
of evolving to local minima2 [41].

Maybe due to the poor outcomes of this model, the step function is not
generally used in the literature although the second term of (2.6) is always
eliminated. Thus, the energy function results in:

E = −1
2

N∑
i=1

N∑
j=1

TijViVj −
N∑
i=1

IiVi, (2.12)

whereas the transfer function are either the linear or sigmoidal functions. It is
worth noting that this model cannot be exactly implemented using the Hopfield
neuron model. Nevertheless, the error is negligible and can be assumed if
network parameters are well selected (high αi and Ri). However, it is important
to not be mistaken and mix both models, like other authors have previously
done [32]. The most common error is to eliminate the integral in the energy

2These local minima are different from those caused by null energy gradient mentioned
in the last paragraph of Section 2.1.1. These are corners with a minimum energy in a
neighborhood inside the hypercube. The gradient may not be null.
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function but not suppress also the term where it cames from, i.e. the Ui/Ri
term in (2.1). This mistake leads to the erroneous dynamics [32]:

dUi
dt

= − 1
Ci

(
∂E

∂Vi
+
Ui
Ri

)
, (2.13)

what moves the neural network away from the desired behavior expressed in
(2.11).

2.1.3 Implementation

Both the Hopfield model and the approximated model of Section 2.1.2 were de-
fined keeping in mind their implementation with analog devices, i.e. resistors
and operational amplifiers. Thus, they are continuous-time and continuous-
state models. These analog circuits are somewhat difficult of implementing.
First, they can become too large with many neurons and, second, the resistor
values may not be exactly the same as Rij what may change the energy func-
tion. Moreover, implementing these circuits is too complex for only testing an
algorithm. Consequently, HNNs are usually simulated with computers. Nev-
ertheless, computer simulations lose the continuity in both time and neuron
states, although, thanks to floating point computation, neuron states can be
supposed continuous. Convergence points can be found solving iteratively the
differential equation of (2.11) using the Euler’s technique:

Ui(t+ ∆t) = Ui(t)−∆t
1
Ci

∂E

∂Vi
, (2.14)

where ∆t is a time step. This new parameter must be selected very carefully.
If ∆t is too high then the Euler’s technique does not approach the actual differ-
ential equation of (2.11). This fact may prevent the network from converging.
On the other hand, a low ∆t needs many iterations of (2.14) before reaching
equilibrium so that HNNs lose their fast response. Consequently, the value of
∆t is a tradeoff between performance and response time. Despite the impor-
tance of this parameter, there is no technique for selecting it. The designer
must guess its value with a try and error method.

2.2 Discrete-time Hopfield neural networks

Since HNNs have been only implemented in computers or other digital devices,
it would be possible to define HNNs for such devices instead of thinking on the
analog circuit of Figure 2.1. Other authors have defined HNNs this way. This
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new approach makes HNNs more versatile since they are not limited by their
hardware implementation.

Let H be a discrete-time HNN of N neurons uniquely defined by the pair
(T, i) where T is an N ×N symmetric matrix with elements Tij and i is an N -
dimensional vector with elements Ii. From this pair, an energy function (2.12) is
associated with each HNN H. The network state at iteration t is defined by the
neuron outputs Vi(t) that are updated by ∆i(t). Thus Vi(t+1) = Vi(t)+∆i(t).
The updates are:

∆i(t) = β(t)di(t), (2.15)

where vector d(t) with components di(t) is the updating direction and β(t) is
the updating step at time t. In order to prevent from moving out the hypercube,
the updating direction and step must satisfy that:

−Vi(t) ≤ β(t)di(t) ≤ 1− Vi(t), ∀i. (2.16)

Comparing (2.14) and (2.15) the updating direction and step can be identify
as the gradient and the time step ∆t respectively3. These discrete-time HNNs
are widely used in the literature. Note that in this case ∆t is fixed and so it is
the updating step.

2.2.1 Optimum neuron outputs update

Most authors use a fixed updating step following the idea of the Euler’s tech-
nique and ∆t explained in Section 2.1.3. Nevertheless, since selecting the best
∆t is not an easy task, the definition of (2.15) allows selecting dynamically an
updating step for each iteration t. This section finds a variable updating step
called optimum directional update. This update can be defined as the neuron
states increment that reduces the energy at maximum following certain direc-
tion. Thus, if the direction is the vector d(t), the energy value after updating
neuron outputs is:

E(t+ 1) =− 1
2

N∑
i=1

N∑
j=1

Tij (Vi(t) + β(t)di(t)) (Vj(t) + β(t)dj(t))−

−
N∑
i=1

Ii (Vi(t) + β(t)di(t)) ,

(2.17)

The objective is to find the optimum β(t), βo(t), so that the neuron incre-
ment βo(t)d(t) is the optimum directional update for the direction d(t). The

3This is not completely true in the hypercube borders due to (2.16)
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Figure 2.4: Shapes of the energy in function of the signs of S1 and S2.

energy of (2.17) is a quadratic function with respect to β(t). Thus, it has a
critical point which can be either a minimum or a maximum. The variation of
the energy through this direction is:

dE(t+ 1)
dβ(t)

=
N∑
i=1

di(t)
∂E

∂Vi
(t)−

N∑
i=1

N∑
j=1

Tijβ(t)di(t)dj(t), (2.18)

hence the critical point satisfies that:

dE(t+ 1)
dβ(t)

= 0⇒ β(t) =
S1(t)
S2(t)

, (2.19)

S1(t) = −
N∑
i=1

di(t)
∂E

∂Vi
(t), (2.20)

S2(t) = −
N∑
i=1

N∑
j=1

Tijdi(t)dj(t). (2.21)

From (2.19) four cases can be identified depending on the signs of S1(t) and
S2(t) (see Figure 2.4). If S2(t) > 0 then the critical point is a minimum and
(2.19) gives the maximum energy decrement. If S2(t) < 0 the critical point is
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a maximum. In this case βo(t) must point to the opposite direction where the
critical point is located and it can be as large as desired. Note from Figure 2.4
that the sign of βo(t) must be the same as the sign of S1(t).

Additionally, βo(t) must satisfy the constraint (2.16) so that all neurons
remain inside the hypercube. Thus:

Vi(t) + βo(t)di(t) ≤ 1, ∀i : βo(t)di(t) > 0, (2.22)

Vi(t) + βo(t)di(t) ≥ 0, ∀i : βo(t)di(t) < 0. (2.23)

Since βo(t) has the same sign as S1(t), previous equations are equivalent to:

Vi(t) + βo(t)di(t) ≤ 1, ∀i : S1(t)di(t) > 0, (2.24)

Vi(t) + βo(t)di(t) ≥ 0, ∀i : S1(t)di(t) < 0. (2.25)

Let define l(t) as a vector of limits with elements li(t) where:

li(t) =


1− Vi(t)
|di(t)|

, S1(t)di(t) > 0,

− Vi(t)
|di(t)|

, S1(t)di(t) < 0,
(2.26)

then βo(t) is:

βo(t) =



−min
i
{|li(t)|}, S1(t) < 0, S2(t) < 0,

min

{
S1(t)
S2(t)

,min
i
{|li(t)|}

}
, S1(t) > 0, S2(t) > 0,

min
i
{|li(t)|}, S1(t) > 0, S2(t) < 0,

−min

{
−S1(t)
S2(t)

,min
i
{|li(t)|}

}
, S1(t) < 0, S2(t) > 0.

(2.27)

A similar idea was proposed by Talaván and Yáñez [42]. They used the
direction di(t) = −∂E/∂Vi(t). Thus, this section is a generalization of the idea
of Talaván and Yáñez, necessary for the following sections.

2.3 Energy gradient projections

Usually the solution of a specific problem must strictly satisfy certain condition.
Examples of these problems are the Traveling Salesman Problem (TSP) [33]
and the M -Queens Problem (MQP) [35]. In all these problems, some neuron
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subsets can be identified so that the desired solution has only one neuron active
in each subset.

For instance, for the case of the HNN defined for the MQP, only one queen
can be in each row of the M ×M chessboard. Therefore, any solution of this
problem must satisfy that the sum of all neuron outputs of each row is exactly
1. Moreover, only one queen can be in each column. Thus, the sum of all
neuron outputs of each column must be exactly 1 too. In general, in many
optimization problems valid solutions must satisfy some strict constraints that
can be written as linear equations.

Consequently, in real problems a set of linear constraints is incorporated
in the energy function adding some additional constraint violation terms [33].
Despite being a common practice, some authors demonstrated that the inclu-
sion of the violation terms results in more likely invalid solutions [43] and even
in a change of the network behavior [44]. The underlying problem that causes
these convergence problems lies in the fact that the cost terms runs contrary
to the constraint terms.

In order to tackle this problem, some authors proposed to confine the HNN
to the feasible constraint subspace, hence ensuring the final solution validity
[45, 46]. Chu [45] proposed to project the energy gradient, which indicates
the direction of movement, modifying the neuron inputs in such a way that
the neuron outputs are always in the constraint plane. Although this seminal
work was the first one bringing forward the usage of projection-based HNNs, it
assumed a continuous-time neural network and no reference was done to more
realistic computer implementations, which are inherently discrete in time. The
main consequence is that discrete-time implementations continuously separate
from the feasible subspace due to large computational errors when neurons are
near the extremes. Moreover, the projection matrix was explicitly calculated
from the constraints matrix, without considering issues of practical relevance
such as computational efficiency and numerical robustness. On the other hand,
Smith et al. [46] defined an iterative mechanism based on the integration of
the projection of the neuron outputs (instead of projecting the energy gradient)
together with an annealing technique for escaping local minima by permitting,
in a controlled way, increments of the energy function. Comparing this mecha-
nism with [45], both of them use the same calculation method for the projection
matrix. However, Smith et al. incorporated more effective means to guarantee
stability and convergence to feasible solutions, but at the expenses of extremely
increasing the computational burden.

This section presents a new computationally efficient subspace projection
method. This method will obtain an updating direction so that it will be pos-
sible to apply the ideas of previous section to compute the optimum neuron
updates. The proposed method performs projections by means of the orthogo-
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nalization with respect to an appropriate basis of vectors. This basis is dynam-
ically augmented in order to guarantee that the modified neuron state vector
does not exit the space of allowed solutions. This numerical procedure for the
projection is computationally efficient.

Concerning the implementation of this Fast Hopfield Neural Network (F-
HNN), it is worth highlighting that, although some authors state that the HNN
response could be attained in few microseconds [32], this order of magnitude
corresponds with the analogue implementation of continuous HNNs. The main
reason of the fast response is the parallel interworking of neurons. An imple-
mentation on a computer can exploit the increasing potential of parallelism
offered by current processor architectures. The proposed F-HNN method re-
tains this inherent capability of parallelization so that fast response times can
be expected. Even in a sequential implementation, the method presents ad-
vantages.

2.3.1 Projections computation

Let H be a discrete-time HNN with N neurons. Let assume that any feasible
solution of this problem satisfies the following M constraints:

Av = b, (2.28)

where A is a M × N matrix and b is a vector with M elements. This sys-
tem defines a subset F of network states inside the hypercube where the M
constraints are satisfied, i.e.:

F =
{

v : Av = b,v ∈ [0, 1]N
}
. (2.29)

Although the initial state v(0) belongs to F , the direction of movement
(generally minus energy gradient) may move the network state away this subset.
Obviously, if the problem is well defined, the stable state belongs to F and thus
the network must return to it. Figure 2.5 represents this idea. The typical
path is an illustrative neuron evolution followed by a HNN. Nevertheless, if
the stable state is inside the subset F , reaching it could be faster if the search
space is reduced to this subset. Alternatively to the typical path, a new path
could be followed which entirely belongs to F .

Let define F as the extension of F to all RN , i.e.:

F = {v : Av = b} , (2.30)

and let define F0 as the set parallel to F that has the coordinate origin, i.e.:

F0 = {v : Av = 0} . (2.31)
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Figure 2.5: Representation of the subset F inside an hypercube and the
typical path followed by a HNN and the alternative path that belongs to F .

Then, if the neuron outputs at some time t, v(t), belong to F and the
updating direction belongs to F0 then v(t + 1) ∈ F independently of the
updating step since:

Av(t+1) = A (v(t) + β(t)d(t)) = Av(t)+β(t)Ad(t) = b+β(t)0 = b. (2.32)

Moreover, if the updating step is selected following the explanation of Sec-
tion 2.2.1 then v(t + 1) ∈ F , since the neuron outputs will always belong to
the unit hypercube. As previously mentioned, other works use the direction of
minus energy gradient as the updating direction. Then, the path followed by
neuron outputs is something similar to the typical path depicted in Figure 2.5.
It is also possible to project the energy gradient into the set F0 to define a
new updating direction. In this case, the alternative path is similar to that of
Figure 2.5. Let define P as the projection matrix that projects any point onto
the set F0, i.e.:

APv = 0, ∀v ∈ RN . (2.33)

Then the updating direction of the alternative path is:

d(t) = P (Tv(t) + i) . (2.34)

This direction satisfies that S1(t) ≥ 0 since the angle between d(t) and the
direction of minus energy gradient is always less or equal than 90◦ and thus:

S1(t) = d(t)′ (Tv(t) + i) = ||d(t)|| ||Tv(t) + i|| cos γ ≥ 0, (2.35)

where ||x|| is the norm of x and γ is the angle between d(t) and the direction
of minus energy gradient. Consequently βo(t) will be always non-negative.
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2.3.2 Projections in the hypercube facets

The main challenge of the projections approach is how to deal with projections
in the hypercube facets. Inside the facets, at least one neuron is at one of
the extremes 0 or 1. For instance, if neuron i is at the extreme Vi(t) = 0 at
some time t, that neuron should not be modified if the updating direction is
di(t) < 0. This fact is equivalent to changing the updating direction from d(t)
to d̂(t), where the components of d̂(t) are:

d̂j(t) =

{
dj(t), j 6= i,

0, j = i.
(2.36)

Since Ad(t) = 0, then, in general, Ad̂(t) 6= 0 due to the change per-
formed in (2.36). This fact means that the next neuron state will not belong
to F . Obviously, neuron outputs must leave neither the unit hypercube nor
the constraints subspace. Both requirements can be accomplished adding new
constraints to matrix A. More specifically, (2.36) can be understood as a new
linear constraint of the form d̂j(t) = 0. Therefore, it is possible to build a ma-
trix B with all the new constraints. Then, the projection matrix P̂ is computed
from the combination of matrices A and B, so that:[

A
B

]
P̂v = 0, v ∈ RN . (2.37)

Finally, the updating direction is now:

d(t) = P̂ (Tv(t) + i) . (2.38)

Continuing with the previous example, this updating direction not only
belongs to subset Fo but, additionally, has its i-th component null.

2.3.3 Practical realization of the projection

Although it has been made so far in other works dealing with projected HNN,
explicitly computing the projector matrix, P, for the projection in (2.34) is not
practical, because of the computational inefficiency but also due to potential
difficulties related to numerical errors. A better approach can be derived from
a subspace analysis. The subspace F0 is the null space of matrix A. It is worth
noting that the null space of a matrix is the orthogonal complement to the row
space of that matrix (the subspace spanned by its rows). In this setting, P
is the orthogonal projector onto the null space of A. Orthogonal projectors
admit a simple representation. Let Q be an N ×M matrix whose columns
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2.3 Energy gradient projections

constitute an orthonormal basis of the row space of A, that is Q′Q = I and
span(Q) = span(A′). Then, the projector can be written as P = I − QQ′.
With this representation, the projection of vector x can be done with:

Px =
(
I−QQ′

)
x = x−QQ′x. (2.39)

That is, first the vector is projected onto the subspace spanned by the
columns of Q (the row space of A), then this projection is removed from the
original vector. This procedure is extensively used in many areas of numerical
linear algebra, and is often referred to as the orthogonalization of a vector with
respect to a set of orthonormal vectors.

An interesting property of orthogonal projectors is that, in case of parti-
tioning the columns of Q in two sets (Q = [Q1 Q2]) then the projection can
be written as:

Px = (I−Q2Q′2) (I−Q1Q′1) x. (2.40)

Thus, orthogonalization can be first applied with just a subset of vec-
tors and, then, the final result is obtained after orthogonalizing the previous
outcome with respect to the rest. Note that the order is irrelevant because
(I−Q2Q′2) (I−Q1Q′1) commute, since Q′2Q1 = 0. In the limit, the orthogo-
nalization can be carried out one vector at a time. This procedure is known as
Modified Gram-Schmidt, as opposed to the Classical Gram-Schmidt procedure
of (2.39).

In the context of F-HNNs, the explicit computation of the projector P is
replaced by the initial computation of Q, that is, the orthogonalization of the
rows of A. This can be done, for instance, by means of Gram-Schmidt proce-
dures for computing the QR matrix decomposition. This initial step has also
the advantage that it will eventually detect redundant constraints, since when
the result of an orthogonalization is the zero vector it means that the original
vector already belonged to the subspace. On the other hand, the property of
(2.40) allows dynamically including additional constraints as necessary. This
is essential for adding new constraints as explained previously.

2.3.4 Different projection alternatives

Fast HNN (F-HNN)

This is the projection based HNN proposed in this Thesis, which can be sum-
marized as follows:

• Step 1: initialize matrix A and derive Q. Define a random vector v(t)
for t = 0, so that v(0) ∈ [0, 1]N and Av(0) = b.
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• Step 2: calculate the energy gradient as ∇E(t) = −Tv(t)− i.

• Step 3:

– obtain the updating direction as d(t) = −∇E + QQ′∇E.

– check that all neurons will be confined in the hypercube (see proce-
dure described in Section 2.3.2).

– if all neurons are confined go to Step 5. Otherwise, go to Step 4.

• Step 4: while there is any neuron not confined in the hypercube

– add new constraints to A and derive the new columns of Q, Q2.

– actualize d(t)← d(t)−Q2Q′2d(t).

– actualize Q← [Q Q2].

• Step 5: calculate S1(t), S2(t), l(t) and β(t) following the reasoning de-
scribed in Section 2.2.1 (equations (2.20), (2.21), (2.26) and (2.27) re-
spectively).

• Step 6: update neuron states as v(t+ 1) = v(t) + β(t)d(t).

• Step 7: t← t+ 1. Go to Step 2 until termination criterion is met.

All this procedure is shown in Figure 2.6.

HNN with Gradient Projections (GP-HNN)

As described at the beginning of Section 2.3, Chu [45] proposed the projection of
the energy gradient considering a continuous HNN. However, Chu did not take
into account all the implications brought by the discrete-time implementation
of his proposal.

The GP-HNN method is the discrete counterpart of [45] and can be under-
stood as a simplification of the F-HNN method, since a fixed updating step
has been assumed, ∆t. Therefore, the GP-HNN procedure is almost the same
as F-HNN except that Step 5 is removed and β(t) = ∆t. Obviously, ∆t must
be carefully selected to guarantee the fast convergence to the minimum of the
energy.

Smith HNN (S-HNN)

The proposal of Smith et al. [46] can be summarized in the following steps:
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Figure 2.6: Flowchart representation of F-HNN.
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• Step 1: initialize matrix A and derive Q. Define a random vector v(t)
for t = 0, so that v(0) ∈ [0, 1]N . Obtain s = A′(AA′)−1b and initialize
U = 1 and L = 1.

• Step 2: calculate the energy gradient as ∇E(t) = −Tv(t)− i.

• Step 3: update k(t) = 1− 2e−t/τ , and generate a random α(t) ∈ [k(t), 1].

• Step 4: calculate x = v(t)−∆tα(t)∇E.

• Step 5: perform the projection and clipping procedure of the following
steps:

– find the projection of x onto the constraint subspace: xp = x −
QQ′x + s.

– introduce xp inside the unit hypercube modifying all its elements
following:

xpi ←


U, xpi ≥ U,
L, xpi ≤ L,
xpi − L
U − L , otherwise.

(2.41)

– x ← xp and e = |Ax − b|. If ei < tol, ∀i = 1 · · ·N , go to Step 6.
Otherwise, start Step 5 again.

• Step 6: update neuron states as v(t+ 1) = x and actualize U ← U + ε0
and L← L+ ε0 according to the periodicity described in [46].

• Step 7: t ← t + 1. Repeat from Step 2 until k(t) = 1 and dVi(t)/dt = 0
for all i.

Comparing this procedure and the one proposed in [46], it can be noticed
that in Step 5 the Gram-Schmidt procedure has been used instead of the direct
projection, according to the explanation given in Section 2.3.3. This has been
made in order to increase the efficiency of the procedure and allow a fair com-
parison among the three alternatives. It is also important to highlight that, by
means of Step 3 and Step 4, an annealing-like procedure is implemented allow-
ing punctual increments of the energy function. This mechanism was devised
by Smith et al. to avoid local minima and increase the convergence probability.
Step 5 is a projection and clipping procedure that converges to a point inside
the unit hypercube and the constraints subspace. Updating U and L as shown
in Step 6 makes the clipping more severe with each new iteration, hence forcing
the neural network to converge.
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This Thesis uses the same constant parameters defined in [46], namely,
∆t = 10−4, ε0 = 10−5, τ = 40. The value of ∆t is the same used in GP-HNN.
Additionally, a tolerance value must be defined to detect the convergence of
the procedure. For the case of this study tol = 10−4.

2.3.5 Study of the different alternatives using the MQP

This section compares the different approaches using the MQP. As previously
mentioned in Section 2.3, for the MQP, neurons are usually organized in ma-
trix form. Nevertheless this does not invalidate the vector notation of previous
sections. In fact, the matrix form aims only at making easy writing and under-
standing the different terms of the energy function. Therefore, it is important
to remember that, although some equations of this section use two indices to
refer to a specific neuron output, the set of all neurons will be still grouped
into the column vector v(t), just as in previous sections. The energy function
used to solve this problem is [35]:

E (v(t)) =
A

2

Q∑
i=1

 Q∑
j=1

Vij(t)− 1

2

+
A

2

Q∑
j=1

(
Q∑
i=1

Vij(t)− 1

)2

+
B

2

Q∑
i=1

Q∑
j=1

Vij(t)


Q∑

1≤i−k≤N
1≤j−k≤N

k 6=0

Vi−k,j−k(t)



+
B

2

Q∑
i=1

Q∑
j=1

Vij(t)


Q∑

1≤i−k≤N
1≤j+k≤N

k 6=0

Vi−k,j+k(t)

 .

(2.42)

The first term aims at allowing only one neuron active per column and,
hence, only one queen in each column of the chessboard. Similarly, the second
term tries to force only one neuron active in each row. The last two terms are
focused on the diagonals of the chessboard. Whereas rows and columns must
have exactly one queen each, diagonals can have one or zero queens. These
terms are minimized in those situations.

The three approaches described in Section 2.3.4 are studied in this section.
The performance of all approaches was tested in terms of number of iterations
needed to reach equilibrium, probability of reaching a good solution and com-
putational cost. These performance indicators were obtained using computer
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Figure 2.7: Average number of iterations of the three projection-based HNN
alternatives.

simulations for different number of queens. More specifically, 5000 different ini-
tial states were used for each queens quantity ranging from Q = 4 to Q = 16.
The linear constraints were the sum of rows and columns equal to 1. Thus the
first two terms of (2.42) were always equal to 0.

Figure 2.7 shows the average number of iterations until an equilibrium state
is reached. The differences between the algorithms are noteworthy. GP-HNN
needs a number of iterations 10 times lower than S-HNN, whereas F-HNN needs
10 times less than GP-HNN and 100 times less than S-HNN. The good perfor-
mance of F-HNN highlights the benefit of using a variable updating step. The
high number of iterations of S-HNN is mainly due to the simulated annealing
procedure since the system must be slowly ”cooled”.

The probability of reaching a good solution of the MQP is very similar for
all the approaches. Specifically, S-HNN reached a good solution the 52.7% of
times, GP-HNN reached them the 56.0% of times and F-HNN did it the 54.0%
of times. It is worth noting that S-HNN has the worst behavior in spite of using
a simulated annealing procedure. This fact is due to two main causes. First,
the simulated annealing procedure is not as good as it could seem initially.
The ”cooling” procedure needs too many iterations to converge respect to the
improvement in the probability of good solutions. Second, the mechanism of
projection and clipping used by S-HNN for confining the neuron states into the
constraints subspace produces severe instabilities. Although this procedure
converges to a point, this point may be very different in two contiguous HNN
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Figure 2.8: Average simulation time of the three projection-based HNN
alternatives.

iterations. For that reason the clipping is more and more severe with every new
iteration, what forces the neural network to converge. The main problem of
this procedure is that the convergence may be forced even if the neuron states
are far from a good solution. Another issue is that these probability values are
not very high, what reflects the existence of many local minima in the energy
function.

Finally, Figure 2.8 depicts some illustrative results of the computational
cost of all the approaches. The three techniques were simulated in the same
computer (Intel Core 2 Duo processor T7500 working at 2.2 GHz and with 4
GB of physical RAM) using a prototype in Matlab. As it can be observed,
S-HNN improves its performance respect to Figure 2.7 and gets very close to
GP-HNN. Therefore, although S-HNN needs many more iterations to converge,
each iteration can be resolved faster. Nevertheless, this fact does not suffice for
S-HNN to be the best approach. F-HNN still has the best behavior reducing
more than 10 times the time needed by the other techniques.

2.4 Conclusion

This chapter has introduced the HNNs as they were conceived by Hopfield and
has presented a possible implementation. Nowadays, digital devices are pre-
ferred instead of the original analog circuit of Hopfield. Nevertheless, digital
devices need to sample the time variable. This fact may drastically increase
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the response time of these networks. The optimum neuron outputs update
computed in Section 2.2.1 can reduce the number of iterations, but if this tech-
nique is combined with gradient projections the improvement can be notably
higher. All this chapter was devoted to show that HNNs can be implemented
and, hence, the JDRA algorithm of next chapter too.

This chapter has compared three different projection techniques, showing
that the one combined with optimum updates, the F-HNN, is much better
than the other two. Nevertheless, this study is not finished yet. F-HNNs
should be compared with a HNN implemented with optimum updates only
and a HNN with no improvement. Every new method (optimum updates and
projections) added to HNNs reduce the number of iterations required to reach
the equilibrium but, obviously, at the expenses of an increased computational
cost in every iteration. During the development of this Thesis, a preliminary
study of these three techniques showed that for the case of the MQP all three
had a similar behavior in terms of response time. That is why this study has
been left for the next chapter, where these techniques are compared using the
JDRA algorithm (see Section 3.6).
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Chapter 3

HNN-based JDRA
algorithm

Previous chapter has presented the HNNs and several implementation issues.
These type of networks can give good solutions in short times, especially if they
are implemented over devices capable of working in parallel. This chapter will
use these networks to define an energy function to solve the Joint Dynamic
Resource Allocation (JDRA) problem efficiently.

Let I be the number of users demanding resources at a specific resource
allocation time. All users will be distributed among K RANs that may belong
to different radio technologies or not. The resources of all RANs are divided
into minimum resource quanta, e.g. time slots in GPRS or 256 Spreading
Factors (SFs) in UMTS. Due to this division, for the k-th RAN only one finite
set exists, Rk, with all the feasible resource quantities that may be allocated
to one user. For example, in GPRS only 0 up to 8 time slots can be allocated
to one user, hence the finite set is Rk = {0, 1, 2, 3, 4, 5, 6, 7, 8}. Let Jk be the
number of elements of Rk. The optimization problem consists in finding the
best combination of RAN and quantity of resources that must be allocated to
each user in order to satisfy its QoS requirements and system constraints.

3.1 QoS provision

Depending on the type of service, quality requirements can be concreted differ-
ently, for instance in terms of maximum packet delay or minimum bit rate. In
order to have a common definition for all QoS requirements, this section will
introduce the concept of minimum target bit rate. This minimum bit rate has
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to fulfill the user-specific QoS requirements. Therefore, it must be calculated
independently for each user and type of QoS.

3.1.1 QoS based on minimum bit rate

If the i-th user requires a minimum instantaneous bit rate of Ri, then the
minimum target bit rate for that user is:

Rmin,i = Ri. (3.1)

Nevertheless, this tight condition is usually relaxed for actual services. For
example, data transfer services using File Transfer Protocol (FTP) may require
not an instantaneous minimum bit rate but an average one, Ri. In this case
Rmin,i can be calculated using a leaky-bucket approach. Ri∆t tokens are gen-
erated each resource allocation time, being ∆t the resource allocation period.
On the other hand, Ri(t)∆t tokens are spent each period, where Ri(t) is the
bit rate allocated to the i-th user at time t. Each available token can be under-
stood as a bit that must be transmitted to reach the average minimum bit rate
Ri. The quantity of bits the system owes the i-th user is calculated as follows:

bowed,i (t+ ∆t) =

{
0, bi(t) = 0,
bowed,i (t) +

(
Ri −Ri(t)

)
∆t, otherwise,

(3.2)

where bi(t) is the quantity of bits stored in the buffer of the i-th user at time
t. From this definition, it is assumed that bowed,i is reset at the beginning of
every data burst. Thus, Ri is actually the minimum average bit rate per burst.
The objective is that the quantity of owed bits are at most 0 at the burst end.
If so, the average bit rate allocated to the user would be greater or equal to Ri.
Rmin,i is the minimum bit rate that accomplishes this objective. Thus, if at
time t the user is served with Rmin,i until the burst end, then the burst would
last bi(t)/Rmin,i additional seconds and:

bowed,i

(
t+

bi(t)
Rmin,i

)
= 0 = bowed,i (t) +

(
Ri −Rmin,i

) bi(t)
Rmin,i

. (3.3)

Finally, from (3.3):

Rmin,i =
bi(t)Ri

bi(t)− bowed,i(t)
. (3.4)

It is worth noting that (3.4) makes sense only if bi(t) > bowed,i(t). If the
quantity of owed bits is greater than those available for transmission then it
would not be possible to achieve the objective bit rate Ri. In that case, the
allocated bit rate should be the greatest one in order to approach Ri as much as
possible. Consequently, Rmin,i can be defined asRmin,i =∞ if bi(t) ≤ bowed,i(t).
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3.1.2 QoS based on maximum delay

For delay-sensitive services, data packets must be transmitted before certain
maximum delay, Dmax,i for user i. Following a first-in first-out packet queue
policy, although a packet arrives to the buffer, it will not be transmitted until
all packets previously generated are sent. Thus, in order to transmit this packet
within the Dmax,i target seconds, the bit rate must be high enough to transmit
also all previous packets, that is, higher or equal to:∑Pi

s=1 βs,i
Dmax,i

, (3.5)

where Pi is the number of packets in the buffer and βs,i is the size in bits of
the s-th packet of the i-th user. Therefore, Rmin,i can be obtained following:

Rmin,i =

 max
p=1···Pi

∑p
s=1 βs,i

Dmax,i −Dp,i
, Dmax,i > max

p=1···Pi
Dp,i,

∞, otherwise,
(3.6)

where Dp,i is the time that the p-th packet of user i has been in the buffer.

3.2 Resources to bit rate mapping

Each RAN may have different amounts of resources available for distribution.
Besides, the type of resource can be highly different from one RAT to another.
Therefore, it is quite important to calculate the quantity of resources that
each user requires by converting Rmin,i to amount of resources or vice versa.
Nevertheless, this is not a trivial issue since, in wireless systems, the user
effective throughput, i.e. the average number of bits that a source can correctly
transmit in a time interval, not only depends on the quantity of resources
allocated to the user but also on the channel quality or SNIR. With worse
channel conditions, for example with more interference or noise, the bit or
frame error probability increases and, at some levels, communication can be
unfeasible. For that reason, wireless systems have several Transport Modes
(TMs) (coding rate and modulation) allowing low error protection and hence
high bit rates for high SNIR and high error protection with low bit rates for
low SNIR. Each TM implies a fixed nominal bit rate at the Medium Access
Control (MAC) level per resource unit (r.u.). For example, the r.u. in GPRS
is a time slot and the bit rate at the MAC level is proportional to the number
of time slots allocated to each user. The process of selecting the most proper
TM, i.e. the TM with the highest effective throughput for a given SNIR, is
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Figure 3.1: Effective throughput for the GPRS CS and the corresponding Q
function [1].

known as Link Adaptation (LA). This Thesis assumes perfect LA. Therefore,
the highest bit rate for any SNIR is always allocated to the users.

Let define Qk(Cik) as the effective bit rate that the i-th user is capable
of achieving with a r.u. of the k-th RAN. Cik is the channel SNIR, which
measures the received signal quality. Qk can be understood as a kind of Look-
Up Table (LUT). Supposing a perfect LA, Qk can be obtained as:

Qk(Cik) = max
s=1···Sk

Lsk
Lsk +Osk

Brsk (1− Ersk(Cik)) , (3.7)

where Sk is the number of TMs of the k-th RAN and Brsk, Ersk, Lsk and Osk
are respectively the bit rate per r.u., the error rate, the payload length and the
header length of the s-th TM of the k-th RAN. Figure 3.1 shows an example
of function Qk for GPRS.

Once the required Rmin,i and the current SNIR perceived by the user are
known, the amount of r.u. to be reserved to the i-th user can be easily obtained
dividing Rmin,i by Qk(Cik).

3.3 HNN for JDRA

Previous works (see [32] and [38]) used 2-Dimensional (2D) HNNs for solving
the DRA problem. This Thesis uses a natural evolution of these networks
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Figure 3.2: HNN and equilibrium example. 4 users ask for resources in 3
RANs. The first two RANs have 5 different resource quantities whereas the

last RAN has only 4.

introducing the different RANs in a third dimension. Therefore, neurons are
organized in a 3-Dimensional (3D) grid where the fact that the neuron at
position (i, j, k) is active represents the allocation of the j-th resource quantity
in the k-th RAN, i.e. the j-th element of Rk, to the user i. At the equilibrium
the rest of neurons of user i must be inactive. Figure 3.2 shows an example
with 4 active users demanding resources in 3 different RANs.

3.3.1 Energy function

Let define the following objective function that the HNN will minimize:

E1 = −µ1

2

I∑
i=1

K∑
k=1

Jk∑
j=1

BijkVijk−
µ2

2

I∑
i=1

K∑
k=1

Jk∑
j=1

Qk(Cik)ρjk
max
lmn
{Qn(Cln)ρmn}

Vijk, (3.8)

where Vijk is the output of the neuron located at position (i, j, k), Bijk is the
benefit (see Section 3.3.2 for more details) the i-th user perceives in terms of
QoS from the allocation of the j-th resource quantity of the k-th RAN, ρjk is
the j-th resource quantity of the k-th RAN and µ1 and µ2 weight each term. As
explained before, Qk(Cik)ρjk is the effective bit rate transmitted to user i for
a given ρjk, whereas maxlmn{Qn(Cln)ρmn} is constant in a resource allocation
period regardless the value of i, j and k and aims at normalizing the cost of
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the second term. Minimizing (3.8), the resources allocated to each user will be
determined pursuing two objectives, first maximizing the benefit from users’
perspective and second maximizing the total throughput of the heterogeneous
system. Note that this maximization is possible due to the negative sign of
both terms.

Nevertheless, additional constraints have to be taken into account. First
and most importantly, RAN resources are finite and, hence, the total amount
of allocated resources must be controlled. To this aim a new term has to be
added to (3.8):

E2 = E1 +
µ3

2

I∑
i=1

K∑
k=1

Jk∑
j=1

ξijkVijk, (3.9)

where ξijk = 0 if the k-th RAN has enough resources to allocate the j-th
resource quantity to the i-th user given the current load determined by neu-
ron outputs and ξijk = 1 otherwise (see Section 3.3.3 for further details). In
other words, this term penalizes allocations that imply exceeding the maximum
available resources in any RAN.

Additionally, some resource quantities may not be allowed to some users.
Let define ψijk as a permission table where ψijk = 1 if the j-th resource quantity
of the k-th RAN should be prohibited to the i-th user and ψijk = 0 otherwise.
Then, the following objective function takes this effect into account:

E3 = E2 +
µ4

2

I∑
i=1

K∑
k=1

Jk∑
j=1

ψijkVijk. (3.10)

Thanks to this term, the heterogeneous system can define different user
priority sets (Gold, Silver and Bronze users) limiting the maximum allowed
bit rate according to the user quota. Moreover, when a user starts a vertical
handover procedure the connection could migrate from the original RAN to the
new serving one. This process takes some non-negligible time. During RAN
changes users cannot consume any resource for data transmission. Therefore,
the permission table can be modified in accordance with this wasted time so
that the user in a vertical handover is not capable of using some of the highest
resource quantities. The amount of resource quantities prohibited will depend
on the RAN reconfiguration time.

Finally, some additional terms must be introduced to ensure a rapid con-
vergence to correct and stable neuron states. Neuron outputs Vijk must be 0
or 1 at the equilibrium and furthermore, only one neuron must be active, i.e.∑K
k=1

∑Jk
j=1 Vijk = 1, for each user. These two constraints can be introduced
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in the energy function with the two terms proposed in [32] resulting finally:

E =− µ1

2

I∑
i=1

K∑
k=1

Jk∑
j=1

BijkVijk −
µ2

2

I∑
i=1

K∑
k=1

Jk∑
j=1

Qk(Cik)ρjk
max
lmn
{Qn(Cln)ρmn}

Vijk

+
µ3

2

I∑
i=1

K∑
k=1

Jk∑
j=1

ξijkVijk +
µ4

2

I∑
i=1

K∑
k=1

Jk∑
j=1

ψijkVijk

+
µ5

2

I∑
i=1

K∑
k=1

Jk∑
j=1

Vijk (1− Vijk) +
µ6

2

I∑
i=1

1−
K∑
k=1

Jk∑
j=1

Vijk

2

.

(3.11)

This energy function has been used in this Thesis to solve the JDRA prob-
lem. The weighting coefficients µ1 to µ6 must be carefully selected. Section 3.4
focuses on their calculation.

3.3.2 Benefit function

Once the QoS is homogenized in terms of minimum bit rate, Rmin,i, the benefit
that users perceive depends on two main factors. Firstly, the higher the bit rate
the higher the benefit and secondly, the lower the quality the user is perceiving,
i.e. higher delay or lower average bit rate, the higher the achievable benefit in
order to introduce some kind of priority between users.

First factor

As a consequence of this first factor, the benefit must bea monotically increasing
function. In addition, a great difference in the benefit must exist between the
bit rates capable of satisfying the users, i.e. those greater than the minimum
target bit rate, and those that are unable to do so. This Thesis proposes the
following benefit function to accomplish the requirements of this first factor:

B∗ijk =
S (Qk(Cik)ρjk, si, ri)− S(0, si, ri)

S (Rmax, si, ri)− S(0, si, ri)
, (3.12)

S(x, s, r) =
1

1 + e−s(x+r)
, (3.13)

si =


2 ln(9)
Rmin,i

, Rmin,i ≤ Rmax,i,

2 ln(9)Rmin,i

R2
max,i

, Rmin,i > Rmax,i,
(3.14)
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Figure 3.3: Rmin,i effect on B∗ijk for Rmax = Rmax,i = 300 kb/s.

ri =


−Rmin,i

2
, Rmin,i ≤ Rmax,i,

−Rmax,i +
R2

max,i

2Rmin,i
, Rmin,i > Rmax,i,

(3.15)

Rmax = max
ijk
{Qk(Cik)ρjk} , Rmax,i = max

jk
{Qk(Cik)ρjk} . (3.16)

Note that S is the sigmoidal function. With this definition, B∗ijk takes val-
ues in the interval [0, 1] for all the resources quantities. Moreover, the si and ri
parameters were chosen to increase B∗ijk significantly if Qk(Cik)ρjk ≥ Rmin,i.
Figure 3.3 shows some examples of benefit functions with Rmax = Rmax,i = 300
kb/s and different values of Rmin,i. The figure shows how the sigmoidal func-
tion is scaled over the bit rate axis from a step function centered at 0 kb/s (for
Rmin,i = 0 kb/s) to another step function centered at 300 kb/s (for Rmin,i =∞
kb/s). Thus, when the QoS requirements cannot be satisfied and Rmin,i =∞,
then B∗ijk = 0 for Qk(Cik)ρjk < Rmax,i and B∗ijk = 1 for Qk(Cik)ρjk = Rmax,i.
Consequently, the allocation which maximizes the benefit is the maximum re-
source quantity.

Second factor

The second factor aims at increasing the fairness among users by making that
two users with different qualities have different maximum benefits. Thus, users
must be weighted inversely to their quality. Taking both factors into account,
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the benefit is defined in this Thesis as:

Bijk =
min {Rmax, Rmin,i}

min
{
Rmax,max

i
{Rmin,i}

}B∗ijk. (3.17)

Bijk preserves the properties of B∗ijk and additionally introduces weights
for each user favoring those users with higher needs.

3.3.3 Resource saturation control

The saturation control mechanism uses the indicator ξijk to know which re-
source allocations may be supported. The ξijk indicator is calculated for each
user i assuming that the rest of users, l 6= i, maintain the resource allocation
of the current neuron outputs. Thus:

ξijk =



1, ρjk +
I∑
l=1
l 6=i

Jk∑
m=1

ρmkVlmk > ρmax,k,

0, ρjk +
I∑
l=1
l 6=i

Jk∑
m=1

ρmkVlmk ≤ ρmax,k,

(3.18)

where ρmax,k is the maximum quantity of resources available in the k-th RAN.
If ξijk = 1 then ρjk cannot be supported for the i-th user with the current
resource distribution. In that case, ξijk increases the energy function and,
consequently, the HNN tends to decrease Vijk, what finally means not allocating
ρjk to the i-th user.

3.4 Weighting coefficients

In order to obtain the weighting coefficients, the worst cases should be analyzed.
For such cases, the chosen weights must ensure the desired behavior of the
algorithm. First of all, µ1 and µ2 can be selected with certain freedom whereas
the remaining weights will depend on these. In order to correctly select µ1

and µ2, it is necessary to decide upon the desired algorithm behavior. If QoS
satisfaction is more important than throughput maximization, then µ1 > µ2.
Furthermore, the greater the difference between these two weights, then the
greater the significance of QoS satisfaction for the algorithm.
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3.4.1 Fifth term

This term only aims to enhance the convergence speed of the neural net-
work and must not prevent the change in neuron output, from 0 to 1 or
vice versa, if the rest of the terms point to this. Let define (i, jhigh, khigh)
and (i, jlow, klow) as two neurons belonging to the same user with bit rates
Rhigh = Qkhigh(Cikhigh)ρjhighkhigh and Rlow = Qklow(Ciklow)ρjlowklow respectively,
Rhigh > Rlow, and if neither of these exceeds the maximum resources, the
energy gradient of both neurons is:

∂E

∂Vijhighkhigh

= −µ1

2
Bijhighkhigh −

µ2

2
Rhigh

Rmax
+
µ5

2
(
1− 2Vijhighkhigh

)
+ C, (3.19)

∂E

∂Vijlowklow
= −µ1

2
Bijlowklow −

µ2

2
Rlow

Rmax
+
µ5

2
(1− 2Vijlowklow) + C, (3.20)

where in C are grouped the rest of terms which are equal to both neurons.
The optimum allocation is Rhigh since this maximizes the throughput. In the
worst case scenario, both bit rates are equally valid for the QoS satisfaction,
i.e. Bijhighkhigh = Bijlowklow . Assuming that Vijhighkhigh = 0 and Vijlowklow = 1,
to ensure the correct allocation of Rhigh:

∂E

∂Vijhighkhigh

<
∂E

∂Vijlowklow
⇒ µ5 <

µ2

2
min {Rhigh −Rlow}

Rmax
. (3.21)

3.4.2 Third term

In order to allocate a bit rate not exceeding the maximum resources, at least
one neuron must be favored (either increasing faster or decreasing slower) over
the neurons exceeding the maximum resources. Supposing that all bit rates
are in the permission table of user i, then in the case of the favored neuron
(i, jfav, kfav), the energy gradient would be:

∂E

∂Vijfavkfav
= −µ1

2
Bijfavkfav −

µ2

2
Rfav

Rmax
+
µ5

2
(1− 2Vijfavkfav) + C, (3.22)

where Rfav = Qkfav(Cikfav)ρjfavkfav . On the other hand, the energy gradient of
the neurons exceeding the maximum resources (i, jexc, kexc) would be:

∂E

∂Vijexckexc

= −µ1

2
Bijexckexc −

µ2

2
Rexc

Rmax
+
µ3

2
+
µ5

2
(1− 2Vijexckexc) +C, (3.23)

where Rexc = Qkexc(Cikexc)ρjexckexc . As such, the condition needed to guarantee
the allocation of the correct bit rate is:

∂E

∂Vijfavkfav
<

∂E

∂Vijexckexc

. (3.24)
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The worst case scenario can be found where Bijfavkfav = 0, Bijexckexc = 1,
Rfav = 0, Rexc = Rmax, Vijfavkfav = 0 and Vijexckexc = 1. In this case:

µ3 > µ1 + µ2 + 2µ5. (3.25)

3.4.3 Sixth term

Despite the existence of enough resources, users should never have more than
one resource quantity allocated, or in terms of the neural network, more than
one neuron active. The sixth term is minimum when all the neuron outputs of
a user sum one. At these points this term and its derivative are zero. As the
first two terms continuously increase the neuron outputs and in the event that
neither the third nor the fourth term can reduce them, then all neurons begin to
increase their value pushing the outputs away from the desired value for the sum
of neurons output. Considering δ as the maximum desired distance from the
desired sum value, then equilibrium is achieved when

∣∣∣1−∑K
k=1

∑Jk
j=1 Vijk

∣∣∣ <
δ. For satisfactory performances, δ should be lower than 1 or even lower than
0.5. With this objective in mind, the following condition needs to be satisfied
for the worst case scenario:∣∣∣−µ1

2
− µ2

2

∣∣∣ < µ6δ ⇒ µ6 >
µ1 + µ2

2δ
. (3.26)

3.4.4 Fourth term

This term must decrease the neuron output if ψijk = 1, even if the other terms
increase it. The worst case is Bijk = 1, Qk(Cik)ρjk = Rmax and ξijk = 0. Here
the energy gradient results in:

∂E

∂Vijk
= −µ1

2
−µ2

2
+
µ4

2
+
µ5

2
(1− 2Vijk)−µ6

(
1−

K∑
n=1

Jn∑
m=1

Vimn

)
> 0. (3.27)

Since µ6 > µ5, the worst case for the neuron outputs is Vijk = 0, ∀j, k.
Finally, µ4 can be obtained as:

µ4 > µ1 + µ2 − µ5 + 2µ6. (3.28)

3.5 Simulation environment

3.5.1 Technologies used in the simulations

The proposed JDRA algorithm was tested in an artificial environment by means
of computer simulations. The simulated heterogeneous network comprised two
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RATs: HSDPA and 802.11e WLAN. 802.11e WLANs use convolutional codes
to protect data from errors. Furthermore, the Packet Error Rate (PER) de-
pends not only on the channel quality but also on the payload length. Assuming
a Viterbi decoding at the receiver, the PER of the s-th TM is [47]:

PERs (Lsk, Cik) = 1− (1− Pus (Cik))Ls , (3.29)

where Pus is the bit error probability of the s-th TM. The optimum payload
length that maximizes the throughput for each TM is [47]:

L∗sk (Cik) = −Osk
2

+
1
2

√
O2
sk −

4Osk
ln 1− Pus (Cik)

. (3.30)

Finally, from (3.7) and (3.30), function Qk is for WLAN:

Qk (Cik) = max
s=1···Sk

L∗sk (Cik)
L∗sk (Cik) +Osk

Brsk (1− Pus (Cik))L
∗
sk(Cik) . (3.31)

The available resources in WLAN are slots of channel occupancy which are
collision free thanks to the use of the HCF Controlled Channel Access (HCCA)
mechanism.

HSDPA uses turbo codes instead of convolutional codes to protect data
from errors. The Block Error Rate (BLER) depends also on the block size
and on the channel quality. Nevertheless, each TM has a fixed block size and,
hence, the BLER for a specific TM is only a function of the channel quality.
HSDPA has a wide range of possible TMs, from which 30 have been defined
in the standard as Channel Quality Indicators (CQIs). Only these 30 TMs are
used in this Thesis. The BLER of the s-th CQI can be approximated as [48]:

Ersk (Cik) =
(

10
2
Cik−1.03s+17.3√

3−log(Cik) + 1
)− 1

0.7

. (3.32)

Users are supposed to be time multiplexed. Thus, the 15 available codes1

are always allocated to a unique user each 2 ms. This assumption implies that
the actual BLER differs from the one obtained in [48], since BLER is a function
of the SNIR per code. If more codes are allocated then more SNIR is needed
to maintain the same SNIR per code. Therefore, allocating 15 codes, (3.32)
has to be modified to:

Ersk (Cik) =

10
2
Cik−10 log

(
15
Nsk

)
−1.03s+17.3

√
3−log(Cik) + 1

−
1

0.7

, (3.33)

1Actually, there are 16 codes but one of them is reserved for control

52



3.5 Simulation environment

Table 3.1: Number of codes and bit rate of each CQI.
CQI Nsk Br∗sk(kb/s) CQI Nsk Br∗sk(kb/s) CQI Nsk Br∗sk(kb/s)

1 1 68.5 11 3 741.5 21 5 3277.0
2 1 86.5 12 3 871.0 22 5 3584.0
3 1 116.5 13 4 1139.5 23 6 4859.5
4 1 158.5 14 4 1291.5 24 7 5709.0
5 1 188.5 15 5 1659.5 25 10 7205.5
6 1 230.5 16 5 1782.5 26 13 8774.0
7 2 325.0 17 5 2094.5 27 15 10877.0
8 2 396.0 18 5 2332.0 28 15 11685.0
9 2 465.5 19 5 2643.5 29 15 12111.0
10 3 631.0 20 5 2943.5 30 15 12779.0

where Nsk is the number of codes of the s-th CQI, shown in Table 3.1. More-
over, if all the codes are allocated to a unique user, bit rates of the considered
TMs also differ from the standard. Note that the new bit rates are:

Brsk = Br∗sk
15
Nsk

, (3.34)

where Br∗sk is the s-th CQI bit rate, shown also in Table 3.1. Finally function
Qk is for HSDPA:

Qk (Cik) = max
s=1···30

Brsk (1− Ersk (Cik)) . (3.35)

Since the JDRA algorithm allocates all codes to any user every 2 ms, then
the quantity of available resources is 500 periods of 2 ms each second, where
one resource element is one period of 2ms.

3.5.2 Reference algorithms

The proposed JDRA algorithm was compared with different combinations of
RAT selection policies and uni-RAT DRA algorithms. The UMA solution and
Maximum Bit Rate (MBR) policy were used for RAT selection. As explained
in Section 1.2.1, UMA terminals select WLAN when they are in the coverage
area of an AP. With the MBR policy, the user connects to the RAN that
could transmit with the highest bit rate given the current channel quality of
the user. Once users are distributed among the available RANs using UMA or
MBR policy, a DRA algorithm was applied to perform scheduling and allocate
resources inside each RAN. As DRA algorithms, MLWDF, CLSA (both were
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introduced in Section 1.2.3) and the proposed HNN for only one technology
were selected. This choice was motivated because MLWDF and CLSA take
simultaneously into account channel quality, QoS satisfaction and the type
of service of the user. Besides, it was important to make a fair comparison
including other algorithms that were also able to cope with a composite of bit
rate and delay-based services.

Finally, combining all the possibilities, six different reference algorithms
were defined: UMA-MLWDF, UMA-CLSA, UMA-HNN, MBR-MLWDF, MBR-
CLSA and MBR-HNN.

3.5.3 Scenario

The simulation scenario comprised 7 cells with the cell under study in the
center, i.e. users are moving only inside the cell center whereas the other 6 cells
jam the cell center assuming that they constantly consume half the available
resources. Each cell had 2 RANs, one HSDPA and another WLAN, being
both, the HSDPA base station and the WLAN access point, at the cell center.
Users were time multiplexed in both technologies. The studied services were
web browsing and FTP data downloading, whose traffic models were extracted
from [49]. Two different user classes were defined for each service. The QoS
requirements for web users were a maximum delay of 30 s and 60 s for the
entire web page, whereas FTP users expect a minimum average bit rate per
burst of 150 kb/s or 50 kb/s depending on the service class. All users were
randomly assigned to one of these services and classes with equal probability.
Rmin,i was obtained from (3.4) and (3.6) for FTP and web users respectively.
Moreover, MLWDF and CLSA algorithms can use different weights for each
service. For these simulations, these weights were extracted from [27], i.e. 1 for
web and 0.8 for FTP. Regarding mobility modeling, two different areas were
considered, the cell with radius 500 m and a hotspot at the cell center with
radius 50 m. Users moved with a random constant speed uniformly distributed
between [0,50] km/h. Further details of the mobility model are provided in
Section 3.5.4.

The maximum transmitted power was set to 43 dBm for the HSDPA base
station and 20 dBm for the WLAN AP. Interfering cells were supposed to
transmit half the maximum power being, therefore, half loaded. Noise power
at the receiver was set to -102 dBm and -95 dBm for HSDPA and WLAN
respectively, as a consequence of the different bandwidth. The path losses of
each user were obtained as in [50], i.e. the values expressed in decibels for the
i-th user in both technologies were:

LHSPDA,i = 137.4 + 35.2 log (dHSPDA,i) , (3.36)
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LWLAN,i = 135 + 45 log (dWLAN,i) , (3.37)

where dHSPDA,i and dWLAN,i are the distances in km from the i-th user to the
base station and the AP. Additionally, the large-scale fading effect is modeled
using the Gudmundson approach [51], assuming a standard deviation of 8 dB.

The proposed HNN-based algorithm was run every simulation second. There-
fore, RAN changes may only occur every second at most. Besides, users were
supposed to spend 0.5 s completing a vertical handover procedure. For the
reference algorithms the RAT selection procedures were run also every second,
whereas DRA algorithms were run every 0.1 s for computational simplicity rea-
sons. In order to have access to the same set of solutions, the sets of resource
quantities were reduced to Rk = {0, 0.1Mk, 0.2Mk, · · · ,Mk} for both RATs,
where Mk is the quantity of available resources in one second.

Each simulation iteration corresponds to 0.1 s. Thus, traffic data generated
by users during each 0.1 s is supposed to be generated at the beginning of those
0.1 s. Additionally, users location is updated every 0.1 s too. Note that this
time period is enough, no smaller periods are necessary since no fast fading is
emulated in the channel. The fast fading is already taken into account with
the use of effective throughputs.

3.5.4 Mobility model

Mobility is one of the key characteristic of wireless systems. It produces most
of the effects that make quality fluctuate, like signal fading or handovers. Thus,
it is very important to emulate user mobility correctly, and to know which are
the characteristics of the mobility model used to perform system simulations.

Mobility is not only important in wireless systems but also in other areas
like transport, study of migratory birds or even hurricanes [52]. This fact has
originated the creation of a huge quantity of different mobility models with
different applications. In all them, the mobile entities are usually referred to
as mobile nodes or just nodes.

Mobility models

The mobility models used in simulations of wireless networks can be roughly
classified into independent or group-based. Independent models characterize
the movement of each node independently of the rest of nodes. On the other
hand, group models generate some dependence between the movement of cer-
tain nodes.

Some independent mobility models are:

• Random walk: Each node moves from its current location to a new loca-
tion by randomly choosing an arbitrary direction and speed from a given
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range. Such a move is performed either for a constant time or traveled
distance. Then new speed and direction are chosen. At the boundaries
nodes bounce off like billiard balls on a pool table. Further description
of this model can be found in [53]. This model is the simplest one and
many other variations have been proposed to perform a better emulation
of nodes mobility.

• Random waypoint [54]: In this model, nodes wait for some random time
and then chose a new destination moving towards it with random speed.
When the destination has been reached, the process starts again.

• Boundless simulation area mobility model [2]: The model exchanges the
planar rectangular simulation area by a boundless torus. This way, nodes
that reach one side of the simulation area continue traveling and reappear
on the opposite side.

• Smooth random mobility model [55]: This model is basically an extension
of the simple random walk model. Here two independent stochastic pro-
cesses are used to trigger direction and speed changes. The new speeds -
for example - are chosen from a weighted distribution of preferred speeds.
Upon such a trigger, the speed - or direction - changes are determined by
a Poisson process.

• Random Gauss-Markov mobility model [56]: This model enhances the
smooth random mobility model. Nodes next location are predicted -
or generated - by its past location and velocity. Depending upon the
parametrization, this allows modeling along a spectrum from random
walk to fluid-flow.

Group mobility models are usually an extension of the above models. An
exception to this is the fluid-flow mobility model. This model represents the
behavior of all nodes at the same time using flow equations. This approach
can be only used if the movement of individual nodes is not relevant. The
behavior of the generated traffic is similar to a fluid flowing through a pipe. As
a result, the fluid-flow mobility model represents traffic on highways very well
[52]. Some other group models are [52]:

• Exponential correlated random mobility model: A motion function cre-
ates a group behavior.

• Column mobility model: The set of mobile nodes form a line and move
forward in a particular direction.
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Figure 3.4: Typical path followed by a node. The thick line shows the
simulation area border.

• Nomadic community mobility model: A group mobility model where a
set of nodes move together from one location to another.

• Pursue mobility model: For each group all members follow a target node
moving around the simulation area.

• Reference point group mobility model: The group movement is based
upon the path traveled by a logical center. The logical center moves
according to an independent mobility model.

The mobility model that is finally selected has severe impact on the results
obtained from simulations. This fact can make the same scenario exhibit very
different performance depending on the mobility model. For that reason, stan-
dardization bodies propose their own models to test the performance of their
technologies. Then, different institutions can make reasonable fair studies that
could be compared. These models are usually a mix of the previous models
and try to take advantage of the main benefit of each model.

For instance, the European Telecommunications Standards Institute (ETSI)
proposes a model in [50] that was also used in the MORANS activity of COST
273 [57]. This model is the one used in this Thesis. The model is similar to
the random walk. Nodes movement is generated independently. At the initial
state, nodes are homogenously distributed among the simulation area and select
a random direction between 0 and 2π and a random speed between a minimum
and maximum speeds (between 0 and 50 km/h for the case of Section 3.5.3).

57



CHAPTER 3. HNN-BASED JDRA ALGORITHM

-2 -1 0 1 2

-1

0

1

Distance (km)

D
is
ta

nc
e

(k
m

)

1

2

5

3

6

4

5

7

5

6

3

4

2

5

Figure 3.5: Typical path followed by a node in a scenario with seven cells.
This figure shows seven cells that are replicated following the idea of the

boundless simulation area mobility model of [2].

After this initial state, nodes start moving with the selected direction. In every
simulation iteration, all nodes have some chance to change their direction. This
chance is calculated so that the mean time spent in the same direction is 5 s. In
the scenario presented in Section 3.5.3, the simulation iterations have a length
of 0.1 s. Hence the mean number of iterations without changing direction is
50. Therefore, the probability of changing direction must be 1/50, i.e. 0.02.
When a node changes its direction, a new one is selected from −π/4 to π/4
with respect to the current direction. Figure 3.4 shows an example of the path
followed by a node with the model presented in this section. This example is
particularized for the scenario explained in Section 3.5.3. Thus, the simulation
area is a circle of radius 500 m and nodes bounce when they arrive to the
border. Nevertheless, simulations carried out in Chapter 6 comprise seven cells
with nodes moving between them freely. In that case, the simulation area will
be a quadrilateral and instead of bouncing, nodes reappear in the opposite side
following the torus idea of [2]. Figure 3.5 depicts this scenario with a node
moving freely all around the cells.

Hotspot modeling

The simulation scenarios used in this Thesis have certain zones with more node
(or user) density than the rest of the simulation area. This zones have an ele-
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vated load and are known as hotspots. Among all the aforementioned mobility
models, only group-based models can somehow emulate hotspots. Nevertheless,
most of them do not provide a mechanism to control the size of the hotspot
or even the node density. Another important drawback is that if a node is
attached to some group, it remains attached to it until the end of the simula-
tion. That means that nodes can not exit the hotspot and come back. It is
important to use a model that allows nodes to behave that way, mainly for the
simulations performed in the following chapters with the JCAC algorithm. If
not, if the hotspot area is a zone with good quality, nodes within it will always
receive good quality and will never go to other areas with worse conditions.
Moreover, nodes moving throughout the simulation area will always perceive
bad quality. This fact will produce a big difference in the quality perceived
by different users what may have severe effects in the results and hence induce
wrong conclusions.

Another possibility is to create a small simulation area for the hotspot with
some predefined size and to generate as many nodes as necessary to have the
desired node density. This procedure is widely used (see [57] as an example)
but has the same problem explained before, i.e. nodes inside the hotspot will
never exit. Other mobility models, like [58] and [59], generate the movement
of nodes independently and emulate hotspots. With these models, nodes move
away the hotspot and come back independently of the rest of nodes. Neverthe-
less, hotspot size and node density cannot be controlled. Probably, the most
complete model is the one proposed by Hyytiä et al. [60]. This model is based
on the random waypoint. They proposed to increase the node density inside
the hotspot by decreasing the nodes speed when they enter the hotspot or by
increasing the waiting time of waypoints in the hotspot. This mechanism al-
lows nodes to enter and exit the hotspot. Moreover it is possible to compute
the speed reduction or waiting time increase needed to have certain node den-
sity in the hotspot area. The main problem of this model is that it inherits
all the drawbacks of the random waypoint model, most of all that nodes tend
to concentrate in the center of the simulation area [59]. This fact also affects
results and hence can induce wrong conclusions too [61].

So far the hotspot models currently available in the literature do not accom-
plish the two requirements exposed here at the same time, i.e. nodes should
enter and leave the hotspot and the node density should be completely con-
figurable. Therefore, this Thesis proposes a new model in order to satisfy the
necessities exposed here. The model is used over other mobility models and
allows nodes to move outside hotspots and node density to be defined in all the
simulation area.
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Figure 3.6: Simulation area with two zones with different node density.

Model description

This new approach is based on flow theory, although it is completely different
to the fluid-flow mobility model. The idea is to make a normal use of mobility
models but assuming that nodes may suddenly bounce off imaginary bounds.
This forced bouncing prevents nodes from moving outside certain zones and
hence, can create different node densities. The mobility models that are used
under this idea must create an homogeneous node density if they operate nor-
mally. That is the case of the random walk - with or without a boundless
simulation area - but not of the random waypoint. Thus, the mobility models
proposed by the ETSI in [50] and by the COST 273 in [57] are the preferred
option due to its wide usage.

In order to explain the model, let us start with a simpler case before moving
into the general case. Therefore, let us focus on the simulation area presented
in Figure 3.6. This area is divided into two square zones with a side in com-
mon. Zone A has more nodes than zone B. Nodes are moving with random
direction and speed. The quantity of nodes that will move from zone A to B
in certain time interval ∆t depends directly on the velocity component that is
perpendicular to the border between zones. Figure 3.6 shows this component
with dotted lines. Let us assume that the average speed in zone A is vA, then
the average perpendicular component is:

v⊥A =
1
π

∫ π
2

−π2
vA cos (γ) dγ =

2vA
π
. (3.38)

Thus, in average, the quantity of nodes that will move from zone A to B in
the time interval ∆t are half of those that, at most, are at a distance 2vA∆t/π
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from the border. Half of them because the other half is moving to the opposite
direction. Note that nodes follow random directions. This quantity is:

∆nA =
vA∆tδAL

π
, (3.39)

where δA is the node density in zone A and L is the length of one side of the
squares. Analogously, the quantity of nodes moving from zone B to zone A is:

∆nB =
vB∆tδBL

π
. (3.40)

If ∆nA = ∆nB the scenario of Figure 3.6 is in equilibrium. Nodes may
change their zone but node densities will not vary, i.e. the quantity of nodes
that move from A to B is exactly the same quantity of nodes coming back from
B to A. The only parameter available to force the equilibrium is the velocity.
Thus, nodes should have different speeds in each zone, depending on the desired
densities. If we want velocity and density to be independent, then, a new degree
of freedom must be introduced in these equations. Let ρA→B and ρB→A be the
probabilities that any node of zone A and B respectively do not bounce off the
border between zones. Then, the previous expressions must be rewritten as:

∆nA =
vA∆tδALρA→B

π
, (3.41)

∆nB =
vB∆tδBLρB→A

π
. (3.42)

Hence, the system is in equilibrium if:

ρA→B
ρB→A

=
vBδB
vAδA

. (3.43)

Then, if the previous expression is grater than 1, ρA→B can be set to 1 and
ρB→A can be computed from (3.43). On the other hand, if the expression is
lower than 1, then ρB→A is set to 1 and ρA→B is computed from (3.43). This
simple example is useful for introducing the idea of the model proposed here.
The heterogeneous node distribution is achieved forcing some nodes to bounce,
thus maintaining the high node density of certain zones. It is worth noting that
this is not a mobility model by itself. This approach just sets some probabilities
of bouncing at points where the product of velocity and node density changes.
Now, imagine that on the right of zone B there is an additional zone C. The
probability that a node in zone A reaches zone C is:

ρA→C = ρA→BρB→C . (3.44)
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Figure 3.7: Example of a node bouncing. The striped lines are the contour
lines of the product velocity-density. The dotted arrow shows the destination

after bouncing.

Thus, from 3.43:

ρA→C
ρC→A

=
ρA→B
ρB→A

· ρB→C
ρC→B

=
vBδB
vAδA

· vCδC
vBδB

=
vCδC
vAδA

. (3.45)

Consequently, the ratio between the probabilities of both directions depends
only on the densities and velocities at the zones in the extremes of the path
followed by the node. Note that this conclusion is only true if no zone in the
path has a null mean velocity or node density. This property can be used to
generate the movement of nodes in a simulation area with any density and
velocity distributions.

General case

Let A ∈ R2 be the simulation area and v(r) and δ(r) be the mean velocity and
node density respectively at point r = (x, y)′ ∈ A, where x′ is the transpose of
x. Then, if a node is at point r1 = (x1, y1)′ and, following the mobility model,
the node should move to r2 = (x2, y2)′ in the next simulation iteration, the
probability of this happening is:

ρr1→r2 = min
{
v(r2)δ(r2)
v(r1)δ(r1)

, 1
}
. (3.46)

Note that (3.46) is equivalent to the conclusions arisen from (3.45). The
main difference is that now zones are infinitesimally small having, thus, one
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zone at each point of the simulation area. For that reason the mean velocity
and density are now represented as functions of the node location.

If the node bounces off, then this may happen at any point between r1 and
r2. For the sake of simplicity this Thesis assumes that the bouncing always
occurs at the middle point, i.e. rm = (r1+r2)/2. The border that nodes bounce
off is tangential to the contour lines of the product velocity-density or, in other
words, perpendicular to the gradient of this product. Figure 3.7 depicts how a
node bounces with this model.

The gradient can be computed analytically although it is possible to ap-
proximate it with intervals, simplifying the calculus. Let us define the points
ra and rb as ra = (x2, y1)′ and rb = (x1, y2)′. Then, the gradient at rm can be
approximated by the vector:

∇ (v(rm)δ(rm)) ≈
(
gx(rm)
gy(rm)

)
, (3.47)

where:

gx(rm) =
v(ra)δ(ra)− v(r1)δ(r1)

x2 − x1
, (3.48)

gy(rm) =
v(rb)δ(rb)− v(r1)δ(r1)

y2 − y1
. (3.49)

The fastest way to compute the points nodes will reach after bouncing is
by means of a rotation. Using the rotation matrix:

R =
1√

g2
x(rm) + g2

y(rm)

(
gx(rm) gy(rm)
−gy(rm) gx(rm)

)
, (3.50)

the gradient will point towards the direction of the abscissa axis. Figure 3.8
shows an example of such rotations. Afterwards, the node movement after
bouncing is equivalent to a movement parallel to the ordinate axis. Then, the
rotation can be undone with the inverse of R. These three transformations can
be concatenated mathematically as the product of the following matrices:

T = R−1

(
0 0
0 1

)
R, (3.51)

T =


g2
y(rm)

g2
x(rm) + g2

y(rm)
− gx(rm)gy(rm)
g2
x(rm) + g2

y(rm)

− gx(rm)gy(rm)
g2
x(rm) + g2

y(rm)
g2
x(rm)

g2
x(rm) + g2

y(rm)

 . (3.52)

Thus, the point where nodes go after bouncing is:

r3 = r1 + T (r2 − r1). (3.53)
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Figure 3.8: Example of the methodology followed to obtain the destination of
nodes after bouncing.

Model performance

This section shows the performance of this model for the simulation scenario
of Section 3.5.3. The cell has revolution symmetry around the cell center. Its
simplicity makes easier to present results since they are only radius dependant.
The hotspot has a smooth border between 40 and 50 m where the node density
decreases from the maximum in the hotspot to its value outside the hotspot.
Mathematically, the objective node density is:

δ(d) =


U1, d ≤ d1,
U1−U2

2 cos
(
π(d−d1)
d2−d1

)
+ U1+U2

2 , d1 < d < d2,

U2, d ≥ d2,

(3.54)

where d1 = 40 m, d2 = 50 m and d is the distance to the cell center, i.e.
d = ||r|| =

√
x2 + y2. The quantities U1 and U2 are respectively the node

densities inside the hotspot and in the rest of the cell. For these simulations,
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Figure 3.9: Percentage of users in the hotspot as the simulation progresses.
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Figure 3.10: Node density normalized by the quantity of users U as a function
of the distance to the cell center.

they were computed so that 50% of the nodes were in the hotspot, i.e. d ≤ d2,
and the rest were outside the hotspot. These quantities are U1 = 7.67 · 10−5U
and U2 = 6.43 · 10−7U , where U is the number of nodes in the simulation area.

Figures 3.9, 3.10 and 3.11 show the performance of this model. Results were
obtained for 105 nodes moving during 100 simulation seconds (1000 simulation
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Figure 3.12: Node density normalized by the quantity of users U with the
form of a cross in a square simulation area.

iterations). In the initial state, half of the nodes were placed at the hotspot
(from 0 to 50 m) and the other half outside the hotspot (from 50 to 500 m).
Figure 3.9 represents the variation of this initial distribution as the simulation
progresses. The hotspot model presented here is capable of maintaining the
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Table 3.2: Weighting coefficients.
µ1 µ2 µ3 µ4 µ5 µ6

1500 500 2500 16000 15 7000

nodes distribution. On the other hand, if nodes move freely with the random
walk, the node density tends to be homogeneous, what makes the initial dis-
tribution vary. Figure 3.10 depicts the node density averaged over the 100
seconds of simulation. Moreover this figure shows the objective node density
too. Obviously, in the initial state, nodes are placed following this objective.
It is worth noting that with the hotspot modeling the objective is perfectly
matched. Figure 3.11 represents in detail the variation of the node density
around the hotspot border. As it can be seen, this model is capable of model-
ing smooth borders between zones. Obviously, any other node density function
could be implemented as the objective. For instance, Figure 3.12 shows a node
density with the form of a cross. Moreover, it would be also possible to define
a mean node speed dependant of the nodes location, like the case of simulation
areas with streets, highways and malls. In this latter case, a node could exit
the mall, enter the streets of a city and take the highway, increasing its speed
during the process.

3.6 Study of different HNN implementation al-
ternatives

This section continues with the study of the different alternatives for imple-
menting HNNs. This study started in Section 2.3.5 comparing different projec-
tion techniques using the MQP. This section will use the simulation scenario
described before and the energy function of (3.11) to compare F-HNNs, HNNs
with optimum updates and normal HNNs with no improvement. The objec-
tive of this section is to show if the reduction of the number of iterations is
worth the increase of the computational cost to complete each iteration. For
this study, the capacity of the RATs will be reduced to the 20%, i.e. WLAN
has only 0.2 seconds to serve users and HSDPA has only 100 periods of 2 ms
(instead of 500) every simulated second. This reduction allows the system to
be saturated with less users. Therefore, the neural networks have less neurons
what increase the response time of the algorithms. The weighting coefficients
of the energy function were obtained following the rationale of Section 3.4 and
are shown in Table 3.2.
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Figure 3.13: Average number of iterations.

Figure 3.13 depicts the average number of iterations needed by the three
techniques to reach an equilibrium state. The number of neurons that compose
the network depends on the quantity of active users demanding resources, with
more users the network has more neurons. The figure shows that the F-HNN
needs around 100 times less iterations than a normal HNN. The surprising
result is that the HNN with optimum updates needs 10 times more iterations
than the normal HNN. The explanation to this lies in the oscillation proba-
bility. The optimum updates make the HNN oscillate the 25% of times. That
means that these networks cannot reach equilibrium during the 105 maximum
iterations of the algorithm, hence, increasing the average number of iterations.
The oscillation probability of the normal HNN is 0.0074% and exactly 0% for
the F-HNN. Such low oscillation probability of the normal HNN does not ac-
tually mean that these networks oscillate but that maybe 105 iterations were
not enough. Nevertheless, the 25% of cases are too many cases for needing
more than 105 iterations. The main reason for oscillating is that the constant
parameters of the HNN are not constant anymore. More specifically, the third
term of (3.11) has the parameter ξijk which is not constant during all the itera-
tions. This fact makes the linear term of (2.12), i.e. the Ii, being not constant.
Then, if at a specific point the optimum updates state that it is possible to
perform a big jump in the direction of minus energy gradient, maybe at the
destination one or more ξijk change and then it is necessary to come back to the
original point. The projections performed by the F-HNN solve this problem.
The big difference between the normal HNN and the F-HNN is due to the low
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Figure 3.14: Average simulation time.

updating step needed by the former to be stable, in this case ∆t = 10−5. This
fact increases the number of iterations.

Figure 3.14 shows the average simulation time needed to reach equilibrium.
The normal HNN approaches a bit the F-HNN requiring only 20 times more
time. Moreover the HNN with optimum updates needs around 25 times more
time than the normal HNN. This fact shows that each iteration of the HNN
with optimum updates and the F-HNN has more computational cost than the
normal HNN. Nevertheless, recalling the results of Section 2.3.5, S-HNN needed
100 times more iterations but only 10 times more time what implies that S-HNN
iterations have 10 times less computational cost than F-HNN although S-HNN
also performs projections. Then, the fact that the normal HNN iterations are
only 4 times faster than those of the F-HNN seems strange. Since there are
no projection, the reader would expect a significantly higher reduction of the
iteration time with the normal HNN. This is due to the projection performed
in the specific case of the JDRA. The projection plays the role of the last
term of (3.11), i.e. all the neuron outputs of each user must sum exactly 1.
This projection is very simple because no neuron belongs to two users at the
same time. In order to maintain the same sum, the gradient can be projected
subtracting the mean of all the components of the same user. An example will
help understanding this procedure. Imagine that a user has two neurons with
outputs 0.8 and 0.2 which sum exactly 1. At the next iteration the gradient
for this neurons is -0.4 and -0.2 respectively. The mean of these components is
-0.3. Then neurons are updated following 0.8-(-0.4-(-0.3))=0.9 and 0.2-(-0.2-
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(-0.3))=0.1 which still sum 1. Calculating and subtracting the mean is much
faster than performing the projection from a projection matrix. Moreover,
adding more restrictions for the hypercube facets is as simple as not counting
that gradient component for computing the mean and making it equal to zero.

Additionally, there is another reason for the F-HNN to be so fast with the
JDRA. Thanks to the projection, the last term of (3.11) is always zero, then
it can be eliminated from the energy function. In that case only the fifth term
is quadratic. This term produces a matrix T with non-zero elements only in
the main diagonal. The objective of this term is to force the equilibrium at the
extremes where Vijk = 0 or Vijk = 1. This same effect can be achieved with a
null main diagonal in T. Therefore, this term can be also eliminated, leaving
a linear energy function. In this case the optimum update is much easier to
compute since always S2(t) = 0, what means that βo(t) must be as high as
possible.

3.7 Results

The results assessment has been divided into two parts. The first part is fo-
cused on the improvement achieved by a joint scheduling. Consequently, it
compares the proposed HNN-based algorithm with the UMA-HNN and MBR-
HNN algorithms. Next, the HNN algorithm is evaluated against the rest of
reference algorithms previously defined in Section 3.5.2.

3.7.1 Joint scheduling improvement

For this first study, the number of users per service and class ranged from 20,
for the least loaded case, up to 80 for the most loaded case. Moreover, the user
density was set in such a way that half of them were located in the hotspot in
average. Figure 3.15 shows the non-satisfaction probability, i.e. the probability
of not fulfilling the expected QoS, for the three algorithms studied in this section
and each service. The improvement of the JDRA is highly noticeable with
respect to the MBR policy, whereas the difference with UMA policy is quite
negligible. Depending on the service and the quantity of users UMA is sightly
better or worse. Figure 3.16 depicts the same non-satisfaction probability but
averaged over the four services. This figure shows that the difference between
UMA and the JDRA algorithm is even lower when considering all services
together. The good performance observed with the UMA policy is due to the
fact that the WLAN RAN is much less loaded than HSDPA. Consequently, this
policy is always the best since it unloads HSDPA from users as soon as they
are in the coverage area of the WLAN AP. Nevertheless, in a different scenario
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a) Web users with maximum delay of 30 s
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b) Web users with maximum delay of 60 s
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c) FTP users with minimum rate of 150 kb/s
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Figure 3.15: Non-satisfaction probability vs. quantity of users for each service.
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Figure 3.16: Non-satisfaction probability vs. quantity of users for all the
services.

the UMA policy may not be the best one. Figures 3.17 and 3.18 represent
the same quality indicator but with a fixed quantity of users per service in
the system, i.e. 60, and different probabilities of being in the hotspot. It
can be observed that the MBR policy outperforms UMA when more than the
80% of users are in the hotspot. Thus, if the WLAN coverage area is highly
loaded, the policy of allocating all users to it is not optimum as compared with
distributing them among the overlapping RANs. It is worth highlighting that
the proposed algorithm is the best one in all cases and, moreover, it extends
the good behavior outlined by the UMA policy with low loaded WLAN to more
saturated scenarios.

Finally, Figure 3.19 shows the average bit rate allocated to users in different
locations of the cell. Figure 3.19a can be understood as a scenario with a low
loaded WLAN RAN. In this case, the proposed algorithm and the UMA pol-
icy have almost the same performance being both more homogeneous than the
MBR policy. This fact means that the dependence of the bit rate allocated to
users and their position is stronger for the MBR case, hence this policy is less
fair and produces more differences between the QoS perceived by two different
users. On the other hand, Figure 3.19b can be understood as a high loaded
WLAN RAN case. Now, the UMA policy is the one with the most heteroge-
neous average bit rate whereas the proposed algorithm is clearly the fairest.
This fact can help understanding where the power of the JDRA algorithm is.
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a) Web users with maximum delay of 30 s
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b) Web users with maximum delay of 60 s
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c) FTP users with minimum rate of 150 kb/s
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d) FTP users with minimum rate of 50 kb/s
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Figure 3.17: Non-satisfaction probability vs. percentage of users in the
hotspot for each service.
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Figure 3.18: Non-satisfaction probability vs. percentage of users in the
hotspot for all the services.

a) 50% of users in the hotspot
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Figure 3.19: Average bit rate allocated to each user depending on the
distance from the cell center.
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In fact, this algorithm provides around 2 Mb/s in average to all users that are
closer than 250 m to the cell center, independently of their exact position.

3.7.2 JDRA algorithm evaluation

Now, the same scenarios (20 to 80 users per service and class equally split up
into the hotspot and the entire cell and 60 users per service and class with
different users distribution ratios between the hotspot and the entire cell) were
simulated with the rest of algorithms. Figures 3.20 and 3.21 show the non-
satisfaction probability for an increasing quantity of users. In these graphs,
three groups of lines can be identified: those belonging to the CLSA, those of
the MLWDF and that of the proposed JDRA algorithm. Within the first two
groups, the UMA policy is always slightly better than the MBR but, in general,
they are very similar. Regarding CLSA and MLWDF, none of them is the best
one in all situations. CLSA is better for high loaded cases whereas MLWDF is
better for low loaded cases. This is the main reason for comparing with both
algorithms. The proposed HNN-based JDRA is by far the best algorithm for
all cases. Figure 3.22 depicts the improvement achieved by the JDRA with
respect to the reference algorithms. This improvement is computed from the
non-satisfaction probability of the HNN-based JDRA algorithm, NSPHNN, and
the non-satisfaction probability of the reference algorithms, NSPref, as:

IMP(%) = 100
(

1− NSPHNN

NSPref

)
. (3.55)

In general, the improvement achieved by the JDRA is higher than the 75%,
except for the MLWDF in low load situations where these reference algorithms
reduce drastically their non-satisfaction probability due to their good perfor-
mance with delay-based services (see Figure 3.20).

Figures 3.23 and 3.24 show the non-satisfaction probability for 60 users
and for different proportions of users located in the hotspot. In these figures,
the same three groups can be identified, but with a slight difference. Now
the two algorithms that use CLSA (or MLWDF) have a similar performance
unless for high loaded hotspot cases. Then, UMA policy is significantly worse
than MBR. Something similar was previously pointed out in Figures 3.17
and 3.18. Note that the performance deterioration of users depends on their
service. For the UMA-CLSA algorithm web users are more affected than FTP
users, whereas for the UMA-MLWDF algorithm FTP users suffer the biggest
deterioration. Among all the algorithms, the proposed JDRA arises again as
the best one for all situations. Figure 3.25 depicts the improvement achieved
by the JDRA algorithm. Now, this improvement is always above the 70%.
Moreover, the improvement increases with the quantity of users located in the
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a) Web users with maximum delay of 30 s
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b) Web users with maximum delay of 60 s
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c) FTP users with minimum rate of 150 kb/s
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d) FTP users with minimum rate of 50 kb/s
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Figure 3.20: Non-satisfaction probability vs. quantity of users for each service.
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Figure 3.21: Non-satisfaction probability vs. quantity of users for all services.
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Figure 3.22: Improvement of the HNN-based JDRA respect the reference
algorithms.
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a) Web users with maximum delay of 30 s
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b) Web users with maximum delay of 60 s
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c) FTP users with minimum rate of 150 kb/s
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d) FTP users with minimum rate of 50 kb/s
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Figure 3.23: Non-satisfaction probability vs. percentage of users in the
hotspot for each service.
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Figure 3.24: Non-satisfaction probability vs. percentage of users in the
hotspot for all services.
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Figure 3.25: Non-satisfaction probability vs. percentage of users in the
hotspot for all services.
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hotspot, reaching levels of more than the 99%. It is worth noting that the more
users are in the hotspot, the more users have coverage of both technologies at
the same time. This fact means that any JDRA algorithm could optimize the
resource allocation to further levels than in other situations.

3.7.3 Evaluation of the HNN optimality

Previous sections have evaluated the HNN-based JDRA algorithm with other
resource allocation techniques. This section will evaluate how optimum the
solutions found by HNNs are, or more specifically, by F-HNNs. To this aim, all
the techniques studied before were compared with an integer program. There
are several methods to solve integer programs as for example branch and bound
[62] or cutting plane techniques. The technique used in this Thesis is branch
and bound. Integer programs are a special case of Linear Programs (LPs), even
more, integer programs are solved by solving many LPs. These techniques give
the absolute minimum of any problem expressed as linear equations but with
an extremely high computational cost. This is the main reason for not adding
this solution method in the previous sections. The required time makes this
unfeasible.

The integer program used to solve the JDRA is as follows:

Minimize LE,
K∑
k=1

Jk∑
j=1

Vijk = 1,

Vijk ∈ {0, 1},

(3.56)

where:

LE =− µ1

2

I∑
i=1

K∑
k=1

Jk∑
j=1

BijkVijk −
µ2

2

I∑
i=1

K∑
k=1

Jk∑
j=1

Qk(Cik)ρjk
max
lmn
{Qn(Clk)ρmn}

Vijk

+
µ3

2

I∑
i=1

K∑
k=1

Jk∑
j=1

ξijkVijk +
µ4

2

I∑
i=1

K∑
k=1

Jk∑
j=1

ψijkVijk.

(3.57)

Note that LE comprises the first four terms of the energy function defined in
(3.11). These terms are linear, and the other two are included in the constraints
of (3.56).

The procedure followed for this evaluation was running a simulation calling
all algorithms every resource allocation period with the same input data. Then,
the energy of the allocation of each algorithm was stored. This way the results
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Figure 3.26: PDF of the energy difference with respect to the integer program.
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Figure 3.27: PDF of the energy difference with respect to the integer program.

at each instant are completely comparable. For this simulation, the system was
loaded with 60 users per service locating half of them in the hotspot.

Figures 3.26 and 3.27 represent the Probabilistic Density Function (PDF)
of the distance of the energy obtained with all the algorithms with respect the
energy obtained with the linear program. As can be observed, the probability
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density of the HNN-based JDRA algorithm is closest to zero as compared with
the rest of algorithms. These figures give an idea of the optimality of the
solutions obtained using HNNs.

3.7.4 Parallel JDRA algorithm implementation

This section compares the performance of the F-HNN used to solve the JDRA
problem implemented in parallel and serial hardware. The serial hardware
was an Intel Pentium D Central Processing Unit (CPU) with a clock of 3.2
GHz and 2 GB of RAM. The parallel hardware was the Graphics Processing
Unit (GPU) Nvidia GeForce GTS 250 with a clock of 738 MHz and 512 MB
of RAM. This GPU is composed of 128 cores that can execute the same code
using the programming language CUDA of Nvidia. Both of them (the CPU
and the GPU) were in the same computer. Thus, this section compares two
implementations of the JDRA algorithm. This section will not explain the
details of the GPU implementation. This would require an entire chapter since,
previously, the reader should understand the GPU architecture and different
(and many) types of memory conflicts, common in multicore processing. Just
as an initial guide, it is worth highlighting the following differences between
CPUs and GPUs:

• CPUs are generally faster running code that cannot be parallelized, since
they use higher clock frequencies.

• CPUs memory has less latency. For that reason, GPUs should read and
write large amounts of data at once instead of many times reading and
writing few data.

• Conversely, GPUs have many types of in-chip memory. A perfect pro-
gram should read only once from RAM memory and use in-chip memory
afterwards. Nevertheless, the best way of managing these types of mem-
ory is not trivial, although they have a very significative effect in the
GPU performance. The programmer and not the compiler is who must
decide how to use this memory. This fact is what makes the use of GPUs
so complicated.

• The compiled programs are executed in the CPU. If the GPU is used,
the CPU initializes it and copies all the needed data from the CPU RAM
to the GPU RAM via the PCI Express port. After copying all, the CPU
starts the program in the GPU. When the computation ends, the CPU
must read the results from the GPU through the same port. This pro-
cedure requires an additional time that is not necessary if the program
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Figure 3.28: Average time spent to reach equilibrium as a function of the
number of neurons.

is completely executed in the CPU. Therefore, using the GPU may not
be always the best option. An advantage is that the CPU is freed dur-
ing the time the GPU is working and, hence, it can be used for other
computations.

• CPUs are well prepared for computing with double precision arithmetic,
whereas GPUs work better with single precision.

Up to 5 different simulations were carried out with different initial states
(user positions, buffer states, etc.) for all the 48 scenarios studied in this
section. These scenarios are different combinations of number of users (10,
50 and 100), bit rates (16, 32, 64 and 128) and RATs (5, 10, 15 and 20).
The simplest scenario requires only 800 neurons whereas the most complex one
requires 256000 neurons. Results are shown as a function of the number of
neurons.

Figure 3.28 depicts the average time that both implementations require to
reach equilibrium. As it can be observed, only for those situations with more
than 2500 neurons the GPU is faster than the CPU. Moreover, compared with
the CPU, the more neurons the network has, the faster the GPU is. This is due
to the number of iterations, that also increases with the number of neurons,
as shown in Figure 3.29. With many iterations, the GPU is used for longer
time, which makes the time spent in sending data to the GPU more and more
worthwhile. A curious difference of the CPU and GPU implementations is that
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Figure 3.29: Average number of iterations required to reach equilibrium as a
function of the number of neurons.
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the latter needs sightly less iterations to reach equilibrium. This fact is due to
the single precision arithmetic, which makes neurons reach the extremes faster.
On the contrary, with double precision, an extra iteration may be required for
each neuron. For many neurons, the CPU reaches the maximum number of
iterations, 105. This fact makes the final results of the CPU significantly bad.
Figure 3.30 show the average energy. In this figure, it is possible to see how the
average energy increases for the CPU when it reaches the maximum number of
iterations. With less neurons, the solutions obtained with the CPU and GPU
have the same energy, what reflects the fact that they reach identical solutions.

To sum up, the GPU is generally faster and reduces the execution time
more than one order of magnitude (and almost two) when sufficient iterations
are needed. Nevertheless, the additional computational cost for copying data
to the GPU makes the CPU more suitable for F-HNNs with few neurons.

3.8 Conclusion

This chapter has presented the JDRA algorithm proposed in this Thesis. This
algorithm distributes users of diverse types of service and classes among RANs
of different technologies and the RANs resources among users.

F-HNNs have been used to solve this complex problem. The neuron parallel
interconnection of these networks have made the definition of the algorithm
easier as shown in the rationale followed in Section 3.3.1. Moreover and most
importantly, F-HNNs have very fast response times what makes feasible a real-
time functioning of the algorithm.

The JDRA algorithm has shown a significant reduction of the non-satisfaction
probability of users as compared with other RAT selection techniques. More-
over, it approaches the UMA policy when optimum. The proposed algorithm
is also better than other DRA techniques proposed in the literature unless for
low loaded networks. Despite the sub-optimum nature of HNN solutions, in
some cases the MLWDF algorithm is near optimum, what justifies the slight
differences. Nevertheless, the region where MLWDF outperforms the proposed
algorithm is below a threshold of non-satisfaction probability of 0.05%. There-
fore, it is preferred the use of the HNN-based JDRA algorithm instead of
MLWDF since it reduces the non-satisfaction probability from 13% to 0.9% for
other cases.

Moreover this chapter has presented a hotspot modeling capable of creating
any general node density in a simulation area. The model is based on sudden
bounces that depend on the desired node density and average node speed.
Moreover, Section 3.5.4 has presented an easy way of obtaining the destination
of nodes after bouncing. Results show the accuracy of the model that perfectly

85



CHAPTER 3. HNN-BASED JDRA ALGORITHM

matches the desired node density. Even smooth borders are precisely emulated
allowing the definition of complex densities in the simulation area. This model
allows a fair study of any wireless system, since all nodes will have the same
movement pattern and will not be stuck in specific zones.

Finally, the JDRA algorithm has been implemented in a GPU with 128
cores. The results show the potential benefit of a parallel implementation with
F-HNNs.
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Chapter 4

Equivalent resource
consumption

4.1 Equivalent bandwidth

The EBW concept was conceived as a step forward to assist the CAC algo-
rithm with the decision making on call admission. The EBW concept was
introduced by three contemporaneous works [63–65], although the underlying
principle was described earlier by Hui [66]. From these works, EBW became an
important element of CAC with several applications reflected in the numerous
articles found in the literature (see, e.g. [67–74]). This popularity is due to its
capacity to simplify CAC for bursty-traffic services in wired ATM networks. In
these networks traffic generated by different sources may temporarily coincide,
requiring more bandwidth than the server is able to provide. In that case, the
ATM cells not transmitted are stored in the server buffer. If the bandwidth
requirements decrease, the buffer could be emptied but, otherwise, the buffer
could be filled up, hence discarding new incoming cells. The EBW was origi-
nally defined as the service rate which ensures a certain cell loss rate given a
finite-buffer server:

Pr{(Aggregate traffic generation rate− EBW)τ > Buffer size} = ε, (4.1)

where τ is a certain time interval and ε is the desired loss rate. The application
of the EBW concept to CAC is that simple: if the EBW obtained from (4.1)
of all the existing calls plus the new one is greater than the available band-
width, the incoming call is rejected. To calculate the EBW, the only unknown
variable in (4.1) is the aggregate traffic generation rate, i.e. the amount of traf-
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fic generated by all active users per time unit. Several approaches have been
proposed to model this aggregate traffic generation rate, such as binomial dis-
tribution [63, 67, 68], fluid-flow approximation [63], Gaussian distribution [69]
and large deviation approximation [65, 66]. Each model has its own drawbacks,
as highlighted in the second chapter of [39]. For instance, binomial distribution
defined in [68] underestimates the required bandwidth [70], whereas the same
approach in [63] and [67], as well as fluid-flow approximations [63], Gaussian
distributions [63] and large deviation approximations [71] overestimates it. On
the other hand, for small buffer sizes Poisson distribution is the best approxi-
mation [70]. Finally, it is appropriate to say that all these approaches can be
complemented with real measurements in order to dynamically determine the
parameters of the different probabilistic distributions [72, 73]. Thanks to this
measurement-based adjustment, EBW becomes more adaptable and feasible.

4.1.1 EBW generalization

The main works concerning EBW have been presented in Section 4.1. All
these contributions are characterized by the fact that they try to find out a
required service bit rate. Next, they compare this service rate with the fixed
maximum available bit rate of the system in order to decide on call admission.
On the contrary, in wireless systems the maximum bit rate is not fixed and
depends on the signal quality perceived by the user. Nevertheless, wireless
communication systems have a maximum quantity of resources for distribution
among users. In turn, each bit rate needs certain amount of resources to
make the transmission feasible. This quantity is not only conditional on the
actual bit rate, but also on other factors, such as user location, interference
conditions, etc. Obviously, a greater bit rate implies demanding more resources.
The type of shared resources varies according to the specific technology under
consideration, e.g., time slots in GSM, transmit power and spreading codes
in UMTS or the time of channel occupancy in WLAN. Evans and Everitt
[74] extended the probabilistic idea of the EBW to ensure a certain SNIR
level in downlink CDMA systems. This work is the first and most relevant
approach that obtained the ERC of users in wireless systems, specifically in
CDMA systems. The ERC concept defined in [74] is the quantity of resources
that ensures a target SNIR with a given probability. Therefore, ERC can
be understood as a generalization of the original EBW concept of (4.1) since
it represents a certain quantity of resources rather than a specific bit rate.
Nevertheless, this work approximates the ERC value by means of Gaussian
distributions without studying their performance. Moreover, this approach is
not general since it is useless for non-CDMA systems.
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4.1.2 Objective of this chapter

This chapter introduces a general ERC definition to clearly determine the quan-
tity of resources needed to guarantee the desired quality levels. This new ERC
calculation results in a more efficient CAC in multi-service wireless systems.
Besides, the definition is valid for any general wireless system and any QoS
criterion, not only for CDMA systems and SNIR level guaranty like in [74]. In
order to facilitate the implementation and increase the flexibility of the ERC
calculation, this Thesis analyzes the consequences of using histograms obtained
from real measurements of the system random variables, like the experienced
channel quality, instead of using ideal and continuous probabilistic distribu-
tions. Special attention is paid to the accuracy of this approach and moreover
an idea of its computational cost is also given. Finally, the performance of the
measurement-based ERC calculation is compared with the Gaussian approxi-
mation, deriving the cases in which each method is preferred.

As it has been mentioned, the ERC concept is useful to help on call admis-
sion in a unique RAT. After introducing and studying the ERC in this chapter,
Chapter 5 presents the ERC-based JCAC proposed in this Thesis.

4.2 ERC definition

The general definition of EBW has been shown in (4.1). Analogously, ERC can
be defined as:

Pr{Aggregate resources needs− ERC > 0} = ε. (4.2)

The aggregate resource needs is the random variable of the sum of all re-
sources that users require to satisfy their QoS. It is worth noting that, in
general, the amount of resources that several users need is less than the sum
of the resources needed by each user separately. This fact is mainly due to the
bursty nature of data traffic and channel quality fluctuations. Both quantities
are equal for static users and completely constant traffic generation. Therefore,
if the aggregate resource needs was calculated by summing all ERCs separately
obtained for each user, it would result in an underestimation of system capacity.
Therefore, it is necessary to compute an equivalent ERC value for all users.

Let ρi(t) be the resources that the i-th user needs at time t and fρi(υ) its
PDF. Then it is possible to calculate the aggregate resource needs, ρ(t), and
its PDF, fρ(υ), as follows:

ρ(t) = ρ1(t) + ρ2(t) + · · ·+ ρU (t), (4.3)

fρ(υ) = fρ1(υ) ∗ fρ2(υ) ∗ · · · ∗ fρU (υ), (4.4)

91



CHAPTER 4. EQUIVALENT RESOURCE CONSUMPTION

where U is the number of users and f ∗ g is the convolution of f and g. Note
that (4.4) assumes that the different ρi(t) are independent. Hence, the ERC is:

ERC = F−1
ρ (1− ε), (4.5)

where F−1
X is the inverse of the Cumulative Density Function (CDF) of X.

Therefore, in order to calculate the ERC, the PDF of every ρi(t) must be
calculated first.

4.2.1 ERC calculation

Network operators usually define QoS metrics in terms of guaranteed or min-
imum bit rate. In fact, although quality needs can be concreted in a different
way (for instance in terms of maximum packet delay or dropping rate) in order
to have a common definition of QoS an equivalent minimum target bit rate can
be calculated as shown in Section 3.1.

The ERC aims at determining the quantity of resources the users need, but
this quantity depends on the maximum bit rate per r.u. that each user can
reach, what in turn depends on the SNIR the user perceives (see Section 4.2.1).

The quantity of resources the i-th user needs at some time t is:

ρi(t) =
Rmin,i(t)
Ri(t)

, (4.6)

where Rmin,i(t) is the minimum target bit rate (or just target bit rate) for the
i-th user at time t and Ri(t) is the maximum bit rate per r.u. that the user
can reach at time t. Rmin,i depends directly on the type of service of the i-th
user. Thus, Rmin,i can either be constant for some services or have active and
inactive periods (or ON and OFF periods) where data may be processed by
the user. In the most general case, Rmin,i can have any value at any time.
Moreover, different users may have different Rmin,i in multi-service scenarios.
Since this latter case is more general, users are not supposed to have the same
statistics in the following rationale.

The maximum bit rate per r.u. of each user can be derived following (3.7).
As shown in Section , function Q(C) is the maximum bit rate per r.u. with
a SNIR of C. The subindex k in (3.7) made reference to the different RANs
or RATs. Since this chapter is not aware of the interaction of different RATs,
the subindex disappears, that is, the techniques proposed here are for only one
RAT. It will have sense again in Chapter 5. Thus, the bit rate per r.u. of the
i-th user is:

Ri (t) = Q (Ci (t)) , (4.7)

92



4.2 ERC definition

where Ci(t) is the SNIR perceived by the i-th user at time t. If the mathemat-
ical expression of the SNIR PDF is known, what can be obtained from users’
measurement reports, then the following theorem gives the necessary tools to
calculate fRi(r) from fCi(c).

Theorem 4.1 (extended from theorem 3, section 2.5 of [75]). Let X be a
random variable with PDF fX . Let g(x) be a continuous function differentiable
for all x unless for a set D of measure zero. Let either g′(x) > 0, ∀x /∈ D, or
g′(x) < 0, ∀x /∈ D. Then Y = g(x) is also a random variable with PDF:

fY (y) =

{
fX
(
g−1 (y)

) ∣∣∣ ddy g−1 (y)
∣∣∣ , α < y < β, g−1 (y) /∈ D,

0, otherwise,
(4.8)

where α = min {g (−∞) , g (+∞)} and β = max {g (−∞) , g (+∞)}.
Proof. Since g is continuous, it is measurable. Moreover, since random vari-
ables are measurable functions over the sample space and the composition of
measurable functions is also measurable, function Y = g(X) is also a random
variable.

First, let define G as the set of all the images of g, i.e. g : R → G ⊆ R.
Let also define G∗ as the set of images of g where g is differentiable, i.e. G∗ =
G \ g(D). The proof is divided into three steps: points of set G∗, points of set
G \G∗ and points of set R \G.

Points of set G∗. Let focus on the case that g′(x) > 0. Let FX and FY be
the CDFs of X and Y respectively. Then, for all y = g(x):

FY (y) = Pr {Y ≤ y} = Pr {g (X) ≤ g (x)} . (4.9)

Since g is continuous and g′(x) > 0, g is strictly increasing and invertible.
Therefore:

FY (y) = Pr {g (X) ≤ g (x)} = Pr {X ≤ x} = FX (x) = FX
(
g−1 (y)

)
, (4.10)

fY (y) =
d

dy
FY (y) =

d

dy
FX
(
g−1 (y)

)
= fX

(
g−1 (y)

) d
dy
g−1 (y) . (4.11)

Considering the case that g′(x) < 0 and following the same rationale:

fY (y) = −fX
(
g−1 (y)

) d
dy
g−1 (y) . (4.12)

Therefore, since d
dy g
−1 (y) < 0 when g is a strictly decreasing function, for

both cases:

fY (y) = fX
(
g−1 (y)

) ∣∣∣∣ ddy g−1 (y)
∣∣∣∣ . (4.13)
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Points of set G \G∗. The right side of (4.13) is not defined at these points.
For that reason g has been defined equal to zero in this set (note that the
definition could be any other finite value). The previous step of the proof has
demonstrated that fY is the PDF of Y in the set G∗. Now, the proof focuses
on demonstrating that fY defined as (4.13) satisfies the definition of any PDF
of Y in the set G. fY is a valid PDF of Y if and only if [75]:

Pr {a ≤ Y ≤ b} =

b∫
a

fY (y) dy. (4.14)

Let define the interval [a, b] ⊆ G in such a way that at least one point
y ∈ [a, b] is in the set G \ G∗. Since D is of measure zero, any subset of it is
also of measure zero. Therefore, the result of the integral (4.14) is independent
of the values of fY in the set G \G∗ since it is of measure zero [76].

Points of set R \ G. The demonstration for these points is quite obvious.
Since the set R \G is the complementary of G, the probability that Y falls in
it is zero. Therefore: ∫

y∈R\G

fY (y) dy = 0. (4.15)

Since by definition fY (y) ≥ 0 for all y, then fY (y) = 0 for all y ∈ R\G.

Then, from Theorem 4.1:

fRi (r) =

{
fCi

(
Q−1 (r)

) ∣∣ d
drQ

−1 (r)
∣∣ , 0 < r < Q (∞) , Q−1 (r) /∈ D,

0, otherwise.
(4.16)

Note that the points of D are the points of change between different TMs,
see Figure 3.1. Recalling (4.6), fρi(υ) can be computed from the following
theorem.

Theorem 4.2 (theorem 7, section 4.4 of [75]). Let X and Y be two independent
random variables with PDFs fX and fY respectively. Let Z = XY and W =
X/Y . Then the PDFs of Z and W are:

fZ (z) =

∞∫
−∞

fX (x) fY
( z
x

) 1
|x|dx, (4.17)

fW (w) =

∞∫
−∞

fX (xw) fY (x) |x| dx. (4.18)
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Thus, if fRmin,i(r) is the PDF of Rmin,i (what again can be calculated from
user activity) and assuming that Rmin,i and Ri are independent:

fρi (υ) =

∞∫
0

fRmin,i (rυ) fRi (r) rdr, (4.19)

since Ri(t) ≥ 0 for all t. Once all fρi are calculated, (4.4) and (4.5) give the
exact ERC of all users.

4.3 Measurement-based ERC calculation method

Some mathematical tools and the analytical obtaining of the ERC have been
presented in the previous section. Nevertheless, the needed mathematical ex-
pressions of the PDFs of the channel SNIR and target bit rate are not always
easy to obtain. Therefore, in this section PDFs are replaced with histograms
performed over a set of measures of the main variables Ci and Rmin,i. In ad-
dition to approximate PDFs with histograms, this section derives the error of
such approximations. Finally, the ERC value obtained from these histograms
is also studied.

4.3.1 Histogram definition

Given a specific Random Variable (RV), X, and a set of intervals IX =
{ImX , m = 0 · · ·NX − 1} being ImX the m-th interval and NX the number of
intervals, so that the following conditions are satisfied:

ImX ∩ IkX = ∅, ∀m 6= k, (4.20)

Pr

{
X /∈

⋃
m

ImX

}
= 0, (4.21)

the histogram of X, HX , is a vector whose elements satisfy:

HX (m) = fr {X ∈ ImX} , (4.22)

where function fr {x} is the relative frequency of event x in an experiment.
Therefore, and since (4.20) and (4.21) are satisfied:∑

m

HX (m) = 1. (4.23)

When the number of measurements of an experiment tends to infinity, the
relative frequency tends to the probability and:

HX (m) = Pr {X ∈ ImX } . (4.24)
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4.3.2 Histograms as PDF estimate

The PDFs of RVs can be approximated with histograms. A histogram sample,
HX(m), is the probability that the RV lies in the interval ImX (4.24). However,
how this probability is distributed along the interval is something ignored.
Nevertheless, it can be supposed or approximated in some way. A first approach
may suppose that HX(m) is homogeneously distributed along the interval ImX .
Despite this could seem to be a good approach, for the sake of simplicity HX(m)
is usually supposed to be concentrated in a unique point, generally the middle
point of ImX . Let define C (ImX ) as a closed interval with the same limits of
ImX , i.e C (ImX ) includes both limit points, and let define the set of interval
representatives P (IX) = {pmX : pmX ∈ C (ImX ) , m = 0 · · ·NX − 1}. Note that
pmX is a specific value of variable X included in C (ImX ) that represents the
interval ImX . The representative can be any point of the interval, although
among all the possibilities the following three sets are of main relevance:

P̃ (IX) =

p̃mX : p̃mX =

min
x∈C(ImX )

x+ max
x∈C(ImX )

x

2
, m = 0 · · ·NX − 1

 , (4.25)

P (IX) =

{
pmX : pmX = max

x∈C(ImX )
x, m = 0 · · ·NX − 1

}
, (4.26)

P (IX) =

{
pm
X

: pm
X

= min
x∈C(ImX )

x, m = 0 · · ·NX − 1

}
. (4.27)

Note that the representatives of P̃ (IX) are the middle points of intervals and
the representatives of P (IX) and P (IX) are respectively the upper and lower
bounds of intervals. P (IX) and P (IX) are necessary to obtain the accuracy
of this ERC calculation method.

Finally, the PDF and CDF of a RV X can be approximated using the set
of representatives P (IX) as:

f̂X (x, P (IX)) =
NX−1∑
m=0

δ (x− pmX)HX (m), (4.28)

F̂X (x, P (IX)) =

x∫
−∞

NX−1∑
m=0

δ (s− pmX)HX (m)ds =
∑
m

pmX≤x

HX (m) , (4.29)

where δ(x) is the Dirac delta of x.
Next theorem proves why the sets of intervals P (IX) and P (IX) determine

the accuracy of the measurement-based calculation of ERC.
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Theorem 4.3. Let X be a RV with histogram HX(m) over the set of intervals
IX . Then the CDF of X is bounded by:

F̂X
(
x, P (IX)

)
≤ FX (x) ≤ F̂X (x, P (IX)) . (4.30)

Proof. Without loss of generality, let assume that any set IX is ordered thus
· · · < pm−1

X < pmX < pm+1
X < · · · . Then:

F̂X (x, P (IX)) = F̂X (pmX , P (IX)) , for all pmX ≤ x < pm+1
X . (4.31)

Moreover:

FX (pnX) =
∑
m

pmX≤pnX

H (m) = F̂X
(
pnX , P (IX)

)
, (4.32)

FX

(
pn
X

)
=

∑
m

pmX≤pnX

H (m) =
∑
m

pm
X
<pn

X

H (m) =

=
∑
m

pm
X
≤pn−1

X

H (m) = F̂X

(
pn−1
X

, P (IX)
)
.

(4.33)

Since FX is increasing:

FX (x) ≥ F̂X
(
pmX , P (IX)

)
, for all x ≥ pmX , (4.34)

FX (x) ≤ F̂X
(
pm
X
, P (IX)

)
, for all x < pm+1

X
. (4.35)

Finally, from (4.31):

F̂X
(
x, P (IX)

)
≤ FX (x) ≤ F̂X (x, P (IX)) . (4.36)

Moreover, the CDF approximation calculated using any other set of repre-
sentatives is also between these two bounds. This last conclusion is somewhat
trivial to define a specific theorem but it is of main relevance together with
Theorem 4.3. First, because they demonstrate that these bounds enclose the
actual CDF and any of its approximations. Second, because it is also proved
that F̂X (x, P (IX))− F̂X

(
x, P (IX)

)
is the maximum error made by any CDF

approximation, provided a certain set of intervals.
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4.3.3 fρi
(υ) computation with histograms

Using the PDF approximation of (4.28) and Theorems 4.1 and 4.2, fρi(υ) can
be estimated hence obtaining the ERC value. Nevertheless, as demonstrated
before, the histogram approximation of the PDF entails a bounded error in
the calculation. This section studies how this error is transmitted from the
histograms of Ci and Rmin,i (obtained from real measures) to the approximated
PDF of ρi. This study is divided into two steps, first it is analyzed how Ri is
affected by Ci and, then, how ρi is affected by Ri and Rmin,i.

Assuming that 0 < r < Q (∞) and from the representatives set P (ICi) the
approximated PDF of Ri is:

f̂Ri (r, P (IRi)) = f̂Ci
(
Q−1 (r) , P (ICi)

) ∣∣∣∣ ddrQ−1 (r)
∣∣∣∣ =

=
∣∣∣∣ ddrQ−1 (r)

∣∣∣∣NCi−1∑
m=0

δ
(
Q−1 (r)− pmCi

)
HCi (m) =

=
NCi−1∑
m=0

δ
(
r −Q

(
pmCi
))
HCi (m) =

= f̂Ri (r,Q (P (ICi))) .

(4.37)

This equation allows drawing very relevant conclusions. First, the new set
of representatives P (IRi) is composed of the transformations of the elements
of P (ICi) with function Q. Moreover, the histogram values do not change, i.e.
HRi(m) = HCi(m), and the number of samples is the same, i.e. NRi = NCi .
Therefore the histogram of Ri can be easily derived from the histogram of Ci
by just calculating the new intervals with function Q and then assigning them
the same probability values.

Following a similar rationale, the approximated PDF of ρi is (see Ap-
pendix 7.2 for further details):

f̂ρi (υ, P (Iρi)) =

NRmin,i−1∑
n=0

NRi−1∑
m=0

δ

(
υ −

pnRmin,i

pmRi

)
HRmin,i (n) ·

·HRi (m) =
Nρi−1∑
k=0

δ
(
υ − pkρi

)
Hρi (k).

(4.38)

A direct comparison of last equality allows identifying the features of the
histogram of ρi. The number of histogram intervals increases notably, specif-
ically Nρi = NRmin,iNRi , since for every k of Hρi (k) there is a unique pair
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(n,m) for HRmin,i (n) and HRi (m). The values of the histogram, Hρi (k), are
obtained by simply multiplying the corresponding samples of the histograms of
Rmin,i and Ri, HRmin,i (n) and HRi (m). Besides, the new set of representatives
is calculated dividing both representatives. Thus, the sets of interval extremes
are now:

P (Iρi) =

p
m
ρi =

p

⌊
m
NRi

⌋
Rmin,i

p
m−

⌊
m
NRi

⌋
NRi

Ri

, m = 0 · · ·NRmin,iNRi − 1

 , (4.39)

P (Iρi) =

p
m
ρi

=
p

⌊
m
NRi

⌋
Rmin,i

p
m−

⌊
m
NRi

⌋
NRi

Ri

, m = 0 · · ·NRmin,iNRi − 1

 , (4.40)

where bxc is the greatest integer lower or equal to x.

4.3.4 Convolution of histograms

Previous section has shown how to obtain the PDF of the amount of resources
required by a single user. Nevertheless, for the ERC value it is necessary to
compute the aggregate resource needs. This can be accomplished with the
convolution of all the needed resources, as shown in (4.4). This section studies
the convolution of the histograms of ρi and which are the bounds of the CDF
of the aggregate resource needs. Finally, the ERC value is extracted from the
approximated CDF.

Convolutions can be performed one after another, adding one user to the
aggregate resources with each new convolution. For that reason and for the
sake of simplicity, this section assumes that only two users are in the system.
Thus, the approximated fρ(υ) is (see Appendix 7.2 for further details):

f̂ρ (υ, P (Iρ)) =
Nρ1−1∑
n=0

Nρ2−1∑
m=0

δ
(
υ − pnρ1 − pmρ2

)
Hρ1 (n)Hρ2 (m) =

=
Nρ−1∑
k=0

δ
(
x− pkρ

)
Hρ (k) .

(4.41)

Like in (4.38), the number of samples of the histogram increases. In this
case, the number of samples increases with each user aggregation, being even
possible to overflow the available memory. Considering, for example, U users
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and that all histograms of ρi have N samples, the histogram Hρ has a total
of NU samples. Even with few users, the number of samples could be unman-
ageable. However, the number of samples can be reduced selecting the sets of
representatives with the following closed form:

P (Iρi) =
{
pmρi = m∆p+ υi, m = 0 · · ·Nρi − 1

}
, (4.42)

where ∆p is an increment common for all representatives sets and υi is the
lowest representative for the i-th user. If intervals are of the same size and
equidistant then P̃ (Iρi), P (Iρi) and P (Iρi) satisfy this condition. Then, with
these types of sets:

f̂ρ (υ, P (Iρ)) =
Nρ1−1∑
n=0

Nρ2−1∑
m=0

δ (υ − (n+m) ∆p− υ1 − υ2)Hρ1 (n)Hρ2 (m).

(4.43)
Thus, for all n and m so that k = n + m, the corresponding product

of histogram samples has the same Dirac delta, i.e. δ(υ − k∆p − υ1 − υ2),
and hence can be stored in the same sample. The new histogram has only
Nρ1 +Nρ2 − 1 samples, which, continuing with the same example, reduces the
previous NU samples to only U(N − 1) + 1. Note that the histogram samples
of the aggregate resource needs can be computed as the discrete convolution,
hence:

f̂ρ (υ, P (Iρ)) =
Nρ−1∑
m=0

δ
(
υ − pmρ

)
Hρ (m), (4.44)

Nρ = Nρ1 +Nρ2 − 1, (4.45)

pmρ = m∆p+ υ1 + υ2, (4.46)

Hρ (m) =
min(Nρ1−1,m)∑

k=max(0,m−Nρ2+1)
Hρ1 (k)Hρ2 (m− k) . (4.47)

The ERC value can be approximated by:

ERC ' F̂−1
ρ (1− ε, P (Iρ)) = pm0

ρ , (4.48)

m0 = min

{
m :

m∑
n=0

Hρ (n) ≥ 1− ε
}
. (4.49)

Due to the approximation of the PDF, the measurement-based ERC calcu-
lation method is not exact. However, the actual ERC value lies in a certain
interval that can be also calculated. The upper bound of ERC is determined
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using P (Iρ) in (4.48), whereas the lower one comes from P (Iρ). Like in the
case of the CDF error, these bounds give the maximum error made in the ERC
computation.

4.3.5 ERC computation accuracy

This section studies the characteristics of the ERC computation error and also
how to reduce it. With U users, the sets of interval extremes are:

P (Iρ) =

{
pmρ = m∆p+

U∑
i=1

υi, m = 0 · · ·
U∑
i=1

Nρi − U + 1

}
, (4.50)

P (Iρ) =

{
pm
ρ

= m∆p+
U∑
i=1

υi, m = 0 · · ·
U∑
i=1

Nρi − U + 1

}
, (4.51)

where υi and υi are the minimum elements of P (Iρi) and P (Iρi) respectively.
Thus, the maximum error is:

error = pm0
ρ − pm0

ρ
=

U∑
i=1

(υi − υi) . (4.52)

Note that υi− υi is the intervals length for the i-th user. Consequently, al-
though the ERC value computed from histograms has certain error, this error
can be reduced using shorter intervals. Nevertheless, if intervals are short-
ened generally more intervals would be necessary to keep on satisfying (4.21).
Moreover, more intervals mean more memory to store histograms and more
computational burden (in terms of number of operations) in the calculation of
the ERC.

4.4 Gaussian approximation

Previous section has described a feasible approach to obtain the upper and
lower bounds of the ERC of several users. Nevertheless, computational cost of
an accurate version (with enough intervals) makes this approach be too slow for
giving real-time solutions. This problem has two possible solutions: computing
the ERC values offline or approximating the aggregate resource needs by means
of one of the methods described in the introduction.

Regarding the first option, users generally belong to one service of a finite
set of service classes. Therefore, the PDFs of Rmin,i depend only on the specific
service class. Moreover, their channel quality statistics are very similar to a
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finite set of patterns. Each of these patterns comes from different mobility
models - static, pedestrian or vehicular - and from different locations - cell
center or edge. Thanks to these facts, users can be allocated to some a priori
Rmin,i and Ci PDFs. Consequently, it is possible to compute all possible ERC
values offline (different combinations of users), store them in a database and
access to the right one on demand.

Regarding the approximation of sources, in the EBW framework this prob-
lem was studied for the traffic generation rate. The Gaussian approximation
is the most extended method since, from the central limit theorem, the PDF
of any sum of independent identically distributed RVs tends to the Gaussian
distribution. This section studies this last approach.

Let S be the number of different mixes of service classes and mobility pat-
terns and fρs(υ) the pdf of the resources needed by a user of the s-th mix.
Moreover, let µs and σs be its mean and standard deviation, respectively. If
Us users of the s-th mix are in the system, the PDF of their resource needs can
be approximated by:

fρs (υ) ∗ fρs (υ) ∗ · · · ∗ fρs (υ)︸ ︷︷ ︸
Us

∼= N
(
υ, Usµs, Usσ

2
s

)
, (4.53)

N
(
υ, µ, σ2

)
=

1
σ
√

2π
e−

(υ−µ)2

2σ2 . (4.54)

The overall fρ(υ) can be computed as the convolution of all the normal
distributions obtained for the different service and mobility mixes. Such PDF
is also normally distributed with mean the sum of means and variance the sum
of variances. Thus:

fρ (υ) ∼= N
(
υ,

S∑
s=1

Usµs,

S∑
s=1

Usσ
2
s

)
, (4.55)

Fρ (υ) ∼= 1
2

1 + erf


υ −

S∑
s=1

Usµs√
2

S∑
s=1

Usσ2
s


 . (4.56)

Finally, the ERC can be approximated as:

ERC ∼= erf−1 (1− 2ε)

√√√√2
S∑
s=1

Usσ2
s +

S∑
s=1

Usµs, (4.57)

where erf(x) is the error function of x.
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4.5 Example of ERC calculation

This section provides some results of the ERC calculation methods explained
in the previous sections. The different approaches to compute the ERC value
were applied in a simulated GPRS scenario considering downlink. GPRS has
4 Coding Schemes (CSs) with different error protections. Each CS has the
following theoretic bit rates per slot: 9.05 kb/s for the CS1, 13.4 kb/s for the
CS2, 15.6 kb/s for the CS3 and 21.4 kb/s for the CS4 [1]. Nevertheless, the
transmitted bits are not error free and, thus, the effective throughput of each CS
depends on the perceived SNIR. In [1], some curves of effective throughput vs.
SNIR were obtained by simulating users moving at a constant speed of 50 km/h.
Function Q can be obtained from these curves as shown in Figure 3.1. This
function has 3 non-differentiability points which correspond with the 3 points
of change between the 4 CSs. Therefore, in case of an analytical obtaining of
the ERC, the set D of Theorem 4.1 is only composed by these three points.

The simulation scenario consisted of a cell with radius 0.5 km. Similarly to
Chapter 3, the path loss of each user was obtained as in [50]. Considering a
carrier frequency of 1800 MHz and a base station antenna height of 15 meters,
the formula becomes:

Lp,i = 127.2 + 37.6 log10 (di) , (4.58)

where di is the distance in km between the i-th user and the center cell. For the
sake of coherence with [1], users were moving at 50 km/h and thus all of them
followed the same mobility pattern. The thermal noise power was set to -102
dBm. Provided a cluster size of 4, only the six nearest co-channel cells were
considered as interferers. Within this scenario, a first simulation measured 105

users moving in the cell during 100 seconds. The SNIR histogram was obtained
from these measures.

All users were supposed to belong to the same service class, an ON/OFF
traffic pattern with a fixed target bit rate of Rmin = 10 kb/s for the ON periods.
This service tries to emulate typical Voice over IP (VoIP) with voice activity
detectors. The ON/OFF model was implemented with a two-state discrete-
time Markov chain. The mean ON and OFF periods were 1.2 s and 1.8 s
respectively, just as in [77, 78]. Using this traffic model, the Rmin,i PDF is of
the form:

fRmin,i(r) = 0.6δ(r) + 0.4δ(r − 10000). (4.59)

The studied approaches were: Least Conservative Histogram Approximation
(LCHA), Interval Mid-point Histogram Approximation (IMHA), Most Conser-
vative Histogram Approximation (MCHA) and Gaussian Approximation (GA).
First three approaches (LCHA, IMHA and MCHA) use sets P (IX) (4.27),
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ε = 10−2, 128 histogram intervals
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Figure 4.1: ERC value per user.

P̃ (IX) (4.25) and P (IX) (4.26) as intervals representatives respectively. Be-
sides, GA follows the approach explained in Section 4.4. Results shown in this
section can be grouped into two main types: ERC values and non-satisfaction
probabilities. The ERC values were obtained for each calculation method con-
sidering some specific number of users in the system and using the SNIR his-
togram obtained from the first simulation. The non-satisfaction probabilities
results were averaged over 104 additional simulations. In each simulation, all
users moved in the cell during 100 seconds demanding resources. Hence, the
non-satisfaction probability was computed as the normalized number of times
in which users demanded more resources than the ERC value.

The performance of the 4 approaches was studied versus three different vari-
ables: number of users, QoS requirement ε and number of histogram intervals.

4.5.1 Performance vs. number of users

Figure 4.1 represents the ERC per user obtained with the 4 approaches for
ε = 10−2 and 128 histogram intervals. The most remarkable conclusion is that
this value decreases with the number of users since the aggregate resource needs
are less than the sum of each individual resources needs. This fact was pointed
out at the beginning of Section 4.2. The accuracy of each approach can be
checked in Figure 4.2. LCHA is always over the objective QoS requirement
whereas MCHA is always below, as expected. These approaches are the two
extremes of the histogram approximation. With more users, more discrete
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ε = 10−2, 128 histogram intervals

 

 

100 101 102 103
10−4

10−3

10−2

10−1

100

Users

N
on

-s
at

is
fa

ct
io

n
pr

ob
ab

ili
ty

LCHA

IMHA

MCHA

GA

Figure 4.2: Non-satisfaction probability with the ERC values of Figure 4.1.

convolutions are calculated and, hence, both approaches are less accurate. GA
behavior is completely different. This approach makes more error with few
users but improves its accuracy as the number of users increase. In fact, the
error tends to zero due to the central limit theorem. The initial error of this
approach depends on the shape of the SNIR PDF. If the SNIR had a Gaussian-
like PDF, the error would be much lower than in other cases. Consequently, the
error could be very significant if the PDF is not Gaussian-like and the number
of users is not high enough. IMHA is generally the best approach although
GA outperforms it with more than 400 users. IMHA remains close to the QoS
objective for the first 100 or 200 users. With more users, this approach is
slightly separated from the objective due to the less accuracy of the histogram
approximation. Therefore, the best solution is using IMHA method for few
users and GA for many users. The threshold between both approaches depends
on the desired accuracy and computational capabilities of the hardware.

4.5.2 Performance vs. QoS requirement

Figures 4.3 and 4.4 show the ERC values and non-satisfaction probabilities
respectively for 16 users, 128 histogram intervals and a QoS requirement rang-
ing from 10−3 to 10−1. IMHA continues being very close to the QoS target
independently of its value. LCHA is also over the objective and MCHA is be-
low. Again, GA has a different behavior. Although the absolute error of the
non-satisfaction probability is always around 0.006 (a maximum of 0.008 and
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16 users, 128 histogram intervals
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Figure 4.3: ERC value.

16 users, 128 histogram intervals
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Figure 4.4: Non-satisfaction probability with the ERC values of Figure 4.3.

a minimum of 0.004) the relative error is notably reduced with higher ε: from
3.56 with ε = 10−3 to 0.026 with ε = 10−1. Thus, GA not only improves its
accuracy with more users but also with more relaxed QoS requirements. Hence,
ε value is another variable to take into account when selecting the most proper
approach, IMHA or GA.
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ε = 10−2, 16 users

 

 

101 102 103
−5

0

5

10

15

20

25

Histogram points

E
R
C

LCHA

IMHA

MCHA

GA

Figure 4.5: ERC value.

ε = 10−2, 16 users
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Figure 4.6: Non-satisfaction probability with the ERC values of Figure 4.5.

4.5.3 Performance vs. number of histogram intervals

Figures 4.5 and 4.6 depict the results of this section for ε = 10−2 and 16
users. The number of histogram intervals ranges from 10 to 1000. Histogram
approximation extremes (LCHA and MCHA) get closer with more intervals.
Figure 4.6 also shows how both extremes get closer to the QoS requirement.
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Therefore, error is reduced and not only for LCHA and MCHA but also for
any approach using histograms, including IMHA. The maximum relative error
of the non-satisfaction probability for any histogram-based approach falls from
99 with 10 intervals to less than 0.12 with 1000 intervals.

The number of histogram intervals must be carefully selected. As demon-
strated, error can be significantly reduced but many intervals may consume too
many computer resources. The main advantage of GA is precisely its simplicity
and reduced computational burden, making possible a fast calculation of the
ERC value and ensuring enough accuracy at least with a high number of users.

4.6 ERC application to CAC

So far, this chapter has addressed the calculation of the ERC. This is by far
the most complex part of a CAC based on ERC in a unique RAT. Once this
complicated part is solved, new calls are accepted only if the ERC of all calls
(ongoing and new ones) is less or equal to the maximum quantity of resources
available in the system. This simple algorithm was compared with a Load
Threshold-Based (LTB) CAC algorithm. Despite Section 1.2.2 has introduced
other CAC techniques for signal quality control (based on either interference
or SNIR level), this approach is the most common in current wireless networks.
Regarding handover failure, it has not been taken into account in this analysis
for the sake of simplicity. Note that band guard techniques can be applied to
ERC-based CAC reducing the quantity of system resources for incoming calls.
Finally, it is worth noting that QoS satisfaction is implicitly addressed in the
ERC definition. This section provides some results of this evaluation to stress
the good behavior of an ERC-based CAC.

The reference algorithm admits new calls only if the average amount of
resources that ongoing calls consume is less or equal to the threshold. The
simulated scenario was the same described in the previous section but with
three different services in order to assess the performance of ERC in a multi-
service scenario. Two services generate ON/OFF traffic with Rmin = 10 kb/s
and Rmin = 20 kb/s respectively during ON periods. Both have an average
duration of ON and OFF periods of 1.2 s and 1.8 s. The last service has
a constant Rmin = 5 kb/s without OFF periods. All users were randomly
allocated to any of these three services with equal probability.

The results of this section were obtained with 104 different seeds. For each
seed, several simulations were conducted with an increasing number of users
ranging from 1 to Umax. Umax is sufficiently large so that this quantity of users
can never be satisfied. After performing all simulations for a specific seed, the
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Figure 4.7: Bad admission and rejection probabilities for a LTB CAC and the
ERC-IMHA based CAC.

quantity of users Uopt can be calculated so that:

Pr


Uopt∑
i=1

ρi(t) > ρmax

 ≤ ε, (4.60)

Pr


Uopt+1∑
i=1

ρi(t) > ρmax

 > ε, (4.61)

where ρmax is the maximum quantity of resources in the system. For this
section ρmax = 16 GPRS time slots and ε = 10−2. Thus, the first Uopt users
satisfy the QoS requirements whereas the first Uopt + 1 users do not. Note
that the probabilities of (4.60) and (4.61) were obtained a posteriori, i.e. after
simulation, hence they are the actual percentage of times in which the QoS is
not satisfied.

According to Uopt definition, in an optimal CAC algorithm the Uopt+1 user
should not be accepted but the Uopt user should be. A bad admission is done
if a CAC algorithm decides to admit the Uopt + 1 user while a bad rejection is
done if a CAC algorithm decides to not accept the Uopt user. After simulations,
the different CAC algorithms were tested obtaining their bad admission and
bad rejection probabilities.

Figure 4.7 depicts the bad admission and bad rejection probabilities as a
function of the load threshold using the LTB CAC. This figure includes these
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probabilities for the CAC based on the ERC-IMHA technique. The main ad-
vantage of the LTB CAC algorithm is that bad admission probability can be
adjusted as desired modifying the load threshold, although there is not a pri-
ori knowledge of the optimum threshold. Nevertheless, for low bad admission
probabilities the bad rejection probability is especially high, thus wasting lots
of resources. On the other hand, the IMHA technique obtains a good bad
admission probability but with a notably low bad rejection probability in com-
parison with the LTB CAC technique. Specifically, the IMHA technique shows
a bad admission probability of 19.5% and a bad rejection probability of 26.3%.
However, the LTB CAC with a load threshold of 52.7% has also a bad admis-
sion probability of 19.5% but with the subsequent bad rejection probability of
80.4%.

The fact that the LTB CAC wastes lots of resources can be seen in Fig-
ure 4.8. At the load threshold of 52.7%, the LTB CAC algorithm deviates
an average of 1.82 users from the optimum quantity of users to be admitted,
i.e. Uopt. Since the bad rejection probability is 80.4%, with this threshold the
number of admitted users is generally below Uopt. This fact shows that almost
two users more could be admitted, in average. On the other hand, the IMHA
technique has an average deviation of only 0.52 users. Moreover, this value is
lower than the lowest value obtained with the LTB approach.
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4.7 Conclusion

This chapter has proposed three different approaches to the ERC calcula-
tion of traffic sources with QoS constraints in a wireless system: analytical,
measurement-based and with Gaussian approximation.

The analytical approach is exact but in most cases unfeasible due to the
unavailability of the actual PDFs of system variables. However, this method
must be formulated to derive the other two feasible methods.

The measurement-based approach makes the ERC calculation possible but
with a high computational burden. Nevertheless, the histograms and even the
ERC calculation can be performed offline and, thus, the additional cost is not
so critical. Moreover, the exactness of the obtained ERC depends directly on
the histograms accuracy. Therefore, increasing the number of measurements
of the histogram, i.e. input data, and the number of bins involves a more
accurate ERC calculation. Hence, it is possible to obtain an ERC as accurate
as desired, what is not possible with the simplified models for the aggregate
traffic generation rate proposed in the literature (see Section 4.1).

The last approach uses the Gaussian approximation which is computation-
ally fast and accurate for many users. Therefore, an optimum ERC calculation
implementation should include both measurement-based and Gaussian approx-
imation approaches, switching the method according to the number of users.
This approach ensures good accuracy and low computational cost in all situa-
tions.

Finally, ERC helps the CAC algorithms to perform a fair call admission
control. Section 4.6 has shown the joint reduced bad admission and rejection
probabilities that can be achieved with an ERC-based CAC. Moreover, the
ERC calculation can be easily particularized for each user, scenario and tech-
nology with the only knowledge of the corresponding histograms which can be
directly obtained from Operation and Maintenance Centers using call tracing
tools. This ability of the ERC to work in an heterogeneous scenario will be
used in the next chapter to define a JCAC algorithm that uses the ERC to
decide on call admission.
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Chapter 5

ERC-based JCAC
algorithm

5.1 Main concept

Section 4.6 has shown how easy the decision making on call admission in a
unique RAT is after calculating the ERC. Basically, after computing the ERC,
the following quantity can be obtained:

γ =
ρmax

ERC
, (5.1)

where ρmax is the maximum quantity of resources of the RAT. Then, the new
users can be accepted only if γ ≥ 1. Nevertheless, the quantity γ gives much
more information about the capacity of the RAT for serving these users. For
example, if γ = 2 then the RAT could serve twice the load generated by these
users. Note that this fact does not mean that twice the users could be served
since users can have different traffic and mobility patterns and, although all
them had the same patterns, twice the users do not generate twice the load1.
Continuing with the example, if γ = 0.5 then the RAT could serve only half
the total load. In this case, if there is another RAT that could serve the other
half, all users could be admitted in this heterogenous network. This is the basic
idea of the JCAC algorithm proposed in this Thesis.

Let assume that there are a total of K RATs, then the following quantities:

γk =
ρmax,k

ERCk
, k = 1 · · ·K, (5.2)

1This fact was already explained in Section 4.2 and in Figure 4.1
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can be computed for each one. The quantities ρmax,k and ERCk are respectively
the maximum quantity of resources of the k-th RAT and the ERC of all the
users for the k-th RAT. Thus, all users can be served with this heterogeneous
network if:

K∑
k=1

γk ≥ 1. (5.3)

It is worth noting that this approach does not give information about how
users should be distributed among RATs or how resources should be allocated
to users. These two functions are already provided by the JDRA algorithm.
Thus, this technique just says if it is possible to satisfy the QoS of all users at
least with the desired probability.

5.2 Description of the algorithm

In order to correctly apply the main concept of previous section, all RATs must
have the same coverage area. Nevertheless, this must not (or at least should
not) be assumed since, in general, this will not be true. The main problem
here is that the ERC has not been defined for taking non-coverage zones into
account. That is to say, if the area of interest has some non-coverage zone, then
users would require infinite resources in that zone. If the zone is big enough,
the probability that users require infinite resources may be greater than the
objective ε. Thus, the JCAC algorithm must not include non-coverage zones
in the ERC calculus.

To this aim, the area of interest will be divided into different zones. These
zones are the intersections of the coverage areas of each RAT. For instance,
with two RATs there will be at most 3 zones, one with coverage of the first
RAT only, another one with coverage of the second RAT only and a third one
with coverage of both RATs. Similarly, with three RATs there are 7 zones at
most. In general, with K RATs there are 2K − 1 zones at most.

Figure 5.1 depicts an example where 3 RATs (A, B and C) conform 4 zones
(1, 2, 3, and 4). Obviously, computing the ERC of RAT C in zones 1 and 2
is not possible since that RAT has no coverage. The basic idea is to apply
the main concept of previous section in each zone separately. In other words,
the load generated by users in each zone must be divided only into the RATs
that have coverage. Thus, for instance, the load generated in zone 1 must be
served only by RAT B. That means that it is necessary to be able to compute
the ERC only in that zone and to ensure that RAT B has enough resources to
support that ERC. Similarly, the ERC for RATs A and B should be computed
only for zone 2, then the main concept could be applied in that zone for A and
B. Only if the load generated can be served in all zones, users can be satisfied
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Figure 5.1: Example of 3 RATs creating 4 zones.

in the heterogeneous network. Additionally, more constraints should be added
to ensure that the sum of all the ERC values in all zones do not exceed the
maximum quantity of resources of each RAT. This section explains how to
perform the admission control jointly in all RATs following this idea.

Let fCizk(c) be the PDF of the SNIR perceived by the i-th user when he is
in the z-th zone and from the k-th RAT, then it is possible to compute the PDF
of the maximum bit rate per r.u. that the i-th user can reach in the z-th zone
and in the k-th RAT, i.e. fRizk(r). This calculus is similar to that explained
in (4.16). Moreover and similarly to (4.19), the PDF of the resources needed
by the i-th user in the k-th RAT when he is in the z-th zone is:

f∗ρizk (υ) =

∞∫
0

fRmin,i (rυ) fRizk (r) rdr. (5.4)

It is worth noting that the PDF of the resources obtained in (5.4) does not
take into account the portion of time user i is outside zone z. That is why
f∗ρizk(υ) has been defined as the PDF of resources when the i-th user is in the
z-th zone. This fact is due to how fCizk(c) (or its corresponding histogram)
is obtained. The SNIR levels to compute it are measured only when the i-th
user is in the z-th zone. However, if Piz is the probability that the i-th user is
located in the z-th zone, the PDF of the resources needed by the i-th user in
the k-th RAT and the z-th zone can be computed as:

fρizk (υ) = (1− Piz) δ (υ) + Pizf
∗
ρizk

(υ) . (5.5)
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Table 5.1: Example of quantities γzk for the example of Figure 5.1.
1 2 3 4

A - 2 - 0.8
B 1.5 1 2 0.8
C - - 3 0.8

Obviously, if the i-th user is not in the z-th zone, no resources originated in
this zone are demanded from him. This is the reason for adding a Dirac delta
centered in 0 in (5.5). This fact does not mean that the user is not demanding
any resources if he is outside the z-th zone, but these resources should not be
added to this PDF but to the PDF of the corresponding zone and RAT.

Once all fρizk(υ) for some z and k have been computed, the ERC of all
users in that zone and RAT can be also derived. The ERC obtaining from the
PDFs of the needed resources has been already discussed in Chapter 4. All
methods and results of that chapter apply also here. Thus, the PDF of the
aggregate resources needs and the ERC of all users in the z-th zone and the
k-th RAT are respectively:

fρzk(υ) = fρ1zk(υ) ∗ fρ2zk(υ) ∗ · · · ∗ fρUzk(υ), (5.6)

ERCzk = F−1
ρzk

(1− ε), (5.7)

where U is the number of users and ε is the target non-satisfaction probability
of the QoS requirements. Analogously to (5.2), from the ERC values, the
following quantities can be obtained:

γzk =
ρmax,k

ERCzk
. (5.8)

These quantities represent the percentage of the load generated by the users
that each RAT is capable of serving using all resources in each individual zone.
Obviously, RATs can not use all their resources in all zones at the same time
and, moreover, the 100% of the load will be divided into all of them.

In order to better explain the following steps, let us continue with the
example of Figure 5.1. Table 5.1 shows a possible set of values γzk for this
example. According to the value of γ1B the load generated in zone 1 can be
served with the RAT B alone. Obviously, this is a necessary condition since
no other RAT has coverage in zone 1. Moreover, after reserving the required
resources for this zone, RAT B still has 1/3 of its resources free for the rest of
zones. From now on there are several possibilities, for instance RAT B could
spend all its remaining resources in zone 2 to free as much resources as possible
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from RAT A so it could use them in zone 4. On the other hand, RAT A could
serve all the load in zone 2 and leave the resources of RAT B for zones 3 and
4. A third option is a mix of the previous two. It is not easy to know the
best solution a priori or, what is more important, if all users could be satisfied
in all zones with any of these options. For this example, let us assume that
RAT A serves all the load of zone 2 and RAT C all the load of zone 3. Then,
RAT A still has 1/2 of its resources for zone 4 and RAT C 2/3. Using their
remaining resources, RAT A can serve the 40% of the load of zone 4, RAT B
the 26.7% and RAT C the 53.3%. All together sum more than the 100% and
consequently, users in zone 4 can be satisfied too. Hence, the heterogeneous
network of Figure 5.1 can satisfy a set of users that generate a load so that the
γzk values are those of Table 5.1. The procedure followed to conclude this has
been finding a distribution of load between RATs in all zones in such a way
that no RAT needed more resources than their maximum available. Although
this distribution could be understood as the future resource allocation, it is
not. The JDRA algorithm is in charge of that. This solution only states that
it is possible to satisfy all users with the desired probability. The rest of this
section explains how to conclude if a good solution exists or not to any general
heterogeneous network and γzk values. If so, and only if so, all users could be
served by the system.

Let define pzk as the percentage of load that the k-th RAT could serve at
the z-th zone. Then, the following constraint ensures that all users will be
satisfied in each zone:

K∑
k=1

pzk ≥ 1. (5.9)

Obviously, every pzk must also satisfy:

pzk ≥ 0, (5.10)

pzk ≤ 1, (5.11)
pzk = 0, if the k-th RAT has no coverage in the z-th zone. (5.12)

Additionally, all RATs have a maximum quantity of resources that must be
divided into all zones. That means that the sum of all the resource quantities
consumed in each zone must not exceed the maximum, i.e.:

Z∑
z=1

pzkERCzk ≤ ρmax,k, (5.13)

where Z is the number of zones. Thus, from (5.8):
Z∑
z=1

pzk
γzk
≤ 1. (5.14)
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Let define the vector p as an ZK-dimensional vector whose components are
the variables pzk. Then, constraints (5.9), (5.10), (5.11), (5.12) and (5.14) can
be written in matrix form so that:

(5.11) and (5.14): Ap ≤ 1,
(5.9): Bp ≥ 1,
(5.12): Cp = 0,
(5.10): p ≥ 0,

(5.15)

where matrices A, B and C have non-negative elements. Any ZK-dimensional
point p that satisfies (5.15) is a possible distribution of load among RATs and
zones. If such a point exists then all users can be satisfied in the heterogeneous
network, if not then the new users should not be accepted. Note that the point
here is not to find the best p that satisfies (5.15) but to know if such a point
exists or, what is the same thing, if the polytope defined by (5.15) is empty or
not.

5.3 Feasibility and infeasibility of optimization
problems

In optimization problems, especially in linear programming, it is of main rele-
vance to know if the problem is feasible, i.e. if it has a solution, or not. There
are several algorithms based on the simplex algorithm (see [79] as an example)
that are able to find the optimum solution of any LP. However, they must be
initialized with a feasible solution, i.e. a point that satisfies all constraints. The
technique commonly used to find a feasible solution is to define an auxiliary LP
that has an easy-to-find feasible solution and whose optimum may be a feasible
solution of the original LP. Moreover, if the solution is not feasible, then the
original LP is unfeasible. With this idea in mind, let define the following LP:

Minimize p0,
Ap ≤ 1,

Bp + p0 ≥ 1,
Cp = 0,
p ≥ 0,
p0 ≥ 0.

(5.16)

A feasible solution of this problem is very easy to find. Note that making
p = 0 and p0 = 1 all constraints of (5.16) are satisfied. This feasible solution
can be used as the initial point of the simplex algorithm to find the optimum
solution of (5.16). In the optimum solution, if the value of the function to min-
imize is 0 then p0 = 0 (note that the cost function cannot take any lower value
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since p0 ≥ 0). In this case, the constraints of (5.16) become the constraints
of (5.15) and the value of p in that solution is a feasible point of (5.15). If in
the optimum solution p0 > 0 then the polytope defined by (5.15) is empty and
there is no point p that satisfies these constraints.

5.4 Simulation and results

The JCAC algorithm described in this chapter was tested in the same simu-
lation scenario presented in Section 3.5. Therefore, each cell consists of two
RATs, one HSDPA and another WLAN with both transmitters in the cell cen-
ter. Users move following the mobility model described in Section 3.5.4. More-
over, for the ERC computation, histograms of 128 intervals and the IMHA
approach were used.

For these simulations, users belong to any of three different services with
the same probability. All of them generate ON/OFF traffic with Rmin = 10
kb/s, Rmin = 100 kb/s and Rmin = 1000 kb/s respectively during ON periods.
Moreover, they have an average duration of ON and OFF periods of 1.2 s
and 1.8 s. It is worth noting that these services were defined as such for
computational reasons as it will be explained next. Firstly, note that Section 4.6
already showed that the ERC can be applied to systems with several services,
thus proving this again is not an objective of this section. Secondly, the figures
that will be shown in this chapter were generated modifying certain parameters
(like ε) that notably increase the capacity of the heterogeneous system for some
values. For instance, for ε = 10−3 7 users with Rmin = 10 kb/s during the
ON periods could be admitted in the system if the 90% are in the hotspot,
although up to 740 could be admitted for ε = 10−1. Simulating 740 users has
an extremely high computational cost in terms of memory and time. For that
reason, the other two services were defined to introduce more load. Following
with the previous example, only 28 users with Rmin = 1000 kb/s could be
admitted for ε = 10−1.

Using this scenario a first simulation was conducted to obtain the needed
PDFs. 105 users were generated and moved during 100 simulation seconds. As
expected, two different zones were detected during this first simulation, a zone
with only coverage of HSDPA and another with coverage of both HSDPA and
WLAN. The probabilities of being in each zone were also computed from the
measurements of users. With all these data, it was possible to compute the
PDFs of the resources needed by one user of each service. These PDFs were
stored for their later use in the final simulations.

After the first simulation, 400 simulations were run with different seeds. For
each simulation, a list of 150 users were generated. Each simulation comprises
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Figure 5.2: CDF of the users that can be satisfied at each iteration of a
specific simulation.

two parts. In the first part, the ERC-based JCAC algorithm proposed in this
chapter is applied to know how many users can be admitted. This procedure
starts with the first user in the list. If this user can be admitted, then the
second user is included in the JCAC decision process. If the two first users can
be admitted, then the third user is added too. This procedure continues until
no more users can be included. Note that this can happen even in the first
step, i.e. if the first user in the list cannot be admitted, then 0 users would be
in the system for this simulation following the JCAC algorithm.

During the second part, all the 150 users were moved and were generating
traffic for one simulation hour. Note that even though the JCAC algorithm
stated that less than these 150 users could be admitted, all of them were used
in the simulation. This made possible to compute a perfect JCAC a posteriori,
that is, after the simulation is possible to compute the maximum number of
users that could have been admitted to obtain a non-satisfaction probability
below the desired limit of ε. Let define UERC and Uperfect as the number of
users admitted by the ERC-based JCAC algorithm and by the perfect JCAC
respectively.

5.4.1 Perfect JCAC

The quantity Uperfect is not easy to find. The mechanism followed in this Thesis
requires some calculus at each simulation iteration. At each iteration, users
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are demanding a specific bit rate and are perceiving certain specific channel
quality. These data can be used to obtain the exact number of users that could
be served at each iteration. The procedure followed to obtain this quantity is
similar to that explained for the ERC-based JCAC, i.e. starting with the first
user in the list, the rest of users are added until the non-satisfaction probability
is exceeded. After computing this quantity during the whole simulation, it is
possible to draw a CDF. Uperfect is the lowest integer value with a CDF above
ε.

Figure 5.2 shows an example of this procedure. Imagine that the maximum
non-satisfaction probability is set to ε = 0.1 and the CDF for 19 users is 0.0939.
This means that in the 9.39% of the iterations in that simulation the users that
could be satisfied were the first 19 or less. If the system admits the first 20 users
then 9.39% is exactly the probability that all of them could not be satisfied.
This value is below the target hence the system can serve 20 users for ε = 0.1.
The CDF for 20 users is 0.1007, that is above the objective, hence 21 users
cannot be served for ε = 0.1.

The quantity of users that can be satisfied at each iteration was obtained
using integer programming. Let us consider only the first I users in the list.
The next step is to know if it is possible to serve all users with the resources
that they require using all RATs. These users are at certain positions and
perceive certain channel qualities in form of specific SNIR levels for each RAT.
These levels can be used together with the Qk functions of each RAT k to
obtain the bit rate per r.u. that each user will perceive from each RAT. An
example of these functions were shown in Section 3.5.1. Let Rik be the bit
rate per r.u. that the i-th user perceives from the k-th RAT and let Rmin,i be
the bit rate that the i-th user is demanding. Then, the quantity of resources
that the i-th user needs from the k-th RAT is ρik = Rmin,i/Rik. Moreover, the
variable aik will be used to identify if the i-th user will be served by the k-th
RAT, if aik = 1, or not, if aik = 0. Therefore, all RATs will not exceed their
maximum number of resources if:

I∑
i=1

aikρik ≤ ρmax,k, k = 1, · · · ,K. (5.17)

Moreover, all users must be served by only one RAT, thus:

K∑
k=1

aik = 1, (5.18)

(5.17), (5.18) and the additional conditions aik ≤ 1 and aik ≥ 0 define
a polytope in RIK . If that polytope is not empty and there is al least one
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IK-dimensional point with integer components in it, then it is possible to find
the values aik, where all of them are 0 or 1, that satisfy (5.17) and (5.18).
Therefore, the problem has a solution and all users can be served with the
quantity of resources that they require. This Thesis uses integer programs to
find one of these solutions if exists. It is worth noting that no cost function
has been defined for the integer program. This is because the objective is not
to find the best solution but just to know if a solution exists.

If the heterogeneous system can serve the first I users at this simulation
iteration, then the process is repeated for the first I + 1 users, and so on until
no more users could be added. At that moment, the maximum quantity of
users that can be satisfied is stored for computing the CDF of Figure 5.2 and
the simulation starts next iteration.

5.4.2 Results

This section compares the perfect JCAC and the ERC-based JCAC algorithms.
The study was divided into two scenarios. In the first scenario, the quantity of
users in the hotspot was 50% whereas in the second scenario it was 90%. The
percentage of users in the hotspot may have severe consequences for the algo-
rithm. If 50% of users are in the hotspot, the other 50% is mostly in the zone
with coverage of only HSDPA, and moreover, far from the cell center. There-
fore, this zone will get saturated earlier than the hotspot. As a consequence,
the JCAC algorithm could be simplified to a CAC algorithm in HSDPA. With
90% of users in the hotspot, the scenario is completely different. In this case,
the hotspot will get saturated earlier, and it will be necessary to perform some
kind of JCAC since that zone has coverage of both HSDPA and WLAN. The
JCAC algorithm should have good performance in both cases.

Figure 5.3 shows the results for the first scenario. Figure 5.3a depicts the
average quantity of admitted users in each simulation for different values of
ε. The differences between the perfect and the ERC-based JCAC algorithms
are not negligible. The perfect JCAC admits from almost 1 user more for
ε = 10−3 up to 3.3 users more for ε = 10−1. The first conclusion that could be
drawn from this figure is that the ERC-based JCAC is admitting less users than
those that could be served and, consequently, they are perceiving an extremely
high quality. Nevertheless, Figure 5.3b seems to show the opposite. The non-
satisfaction probability of the ERC-based JCAC is very close to the objective
ε, whereas for the perfect JCAC it is surprisingly lower.

This fact can be explained using an example. Imagine that three simulations
are performed with different seeds and with only one service. Imagine that the
ERC-based JCAC states that up to 7 users can be admitted to serve them with a
non-satisfaction probability of exactly 10%. In the first simulation, 20 users are
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Figure 5.3: 50% of users in the hotspot.

generated and located at different positions and with different velocities. After
the simulation, using the perfect JCAC, only 4 users should be admitted for
that specific seed. The first 4 users are perceiving a non-satisfaction probability
of exactly 10% whereas for the first 7 users it is of exactly 20%. The other
two simulations are very similar and the perfect JCAC states that 10 users
can be admitted in both cases. An explanation to this is that in the first
simulation the first 4 users might be at the cell edge whereas in the second
and third simulations users might be nearer the cell center. The first 7 users
alone perceive a non-satisfaction probability of 5%. The perfect JCAC serves
users with the desired non-satisfaction probability in all simulations and the
average number of admitted users is 8, one more than the ERC-based JCAC.
The ERC-based JCAC do not satisfy the first 7 users in the first simulation
but the average non-satisfaction probability is still the objective of 10%. This
example shows that is possible to admit less users and have the same average
non-satisfaction probability.

The main difference between the perfect and the ERC-based JCAC is that
the former has a perfect knowledge of what will happen. The ERC-based JCAC
works only with the data known a priori, i.e. SNIR and traffic PDFs of previous
users in the system and the service of each user. The ERC-based JCAC is hence
a causal algorithm whereas the perfect JCAC is not.
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Figure 5.4: 90% of users in the hotspot.

Figure 5.3b shows that the non-satisfaction probabilities of both algorithms
are below the objective. This can be understood remembering how the quan-
tity of admitted users is selected. In both cases, this quantity is the maximum
number of users whose non-satisfaction probability is lower or equal the objec-
tive. This fact makes that generally there exists a resource surplus that reduces
the non-satisfaction probability to a certain extent. This reduction is more sig-
nificant for the perfect JCAC since the fact that the ERC-based JCAC exceeds
the objective non-satisfaction probability for some seeds allows this algorithm
to be closer to the objective.

Figure 5.4 shows the results for the second scenario. The average quantity
of admitted users of Figure 5.4a is in general higher than that of Figure 5.3a,
as could be expected. Nevertheless, the difference between the perfect and the
ERC-based JCAC is notably greater, of around 14 users. The explanation of
why both algorithms are different is the same stated before, although now the
variability of the admitted users depending on their random location is notably
higher. This increased variability is the reason for the greater difference. Be-
fore, maybe 50 users could be admitted in a very good case (all users relatively
near the cell center). Nevertheless, now maybe 100 users can be admitted in
a case with the same level of goodness. Although in both examples users are
relatively near the cell center respect to the rest of cases, if the 90% are in the
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hotspot then they are still nearer. Locating users nearer the cell center implies
increasing the system capacity and thus higher variability.

However, in general, the ERC-based JCAC is still closer to the objective
than the perfect JCAC, as shown in Figure 5.4b. This fact shows that the
algorithm is still working well. Nevertheless, for ε > 4 · 102 the ERC-based
JCAC performance starts getting worse. These levels of ε correspond to 50
or more admitted users. Thus, the ERC is starting to work badly due to the
accumulated inaccuracies of such a number of convolutions, as concluded in
Section 4.5.1. This fact could be solved using the Gaussian Approximation.

5.5 Conclusion

This chapter has presented the ERC-based JCAC algorithm proposed in this
Thesis. The admission decision is very easy to perform after computing the
ERC values. Nevertheless, if the different RATs have different coverage areas,
the problem gets more complicated and it is necessary to enunciate it in the
form of a LP. If the LP has a feasible solution, and only if so, all users can be
satisfied with the heterogeneous network. Thus, the JCAC problem is reduced
to the problem of knowing if a LP has a solution or not. This chapter has
presented the most common method for testing the feasibility of optimization
problems.

Results show that the algorithm approaches the objective QoS. Therefore,
it is possible to decide on call admission without wondering which RAT users
should connect to. This algorithm is the first one of a new set of algorithms
that manage all the heterogeneous network as a whole.
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Chapter 6

JDRA and JCAC operation
performance

This chapter is devoted to assess the performance of the HNN-based JDRA and
the ERC-based JCAC algorithms working together. More than an evaluation
of the JDRA algorithm, this chapter will perform an assessment, by means of
simulations, of a realistic implementation of the JCAC algorithm in a realistic
scenario with an scheduling algorithm, the HNN-based JDRA.

6.1 New aspects of the system simulator

The scenario used in the simulations was very similar to the scenarios described
in previous chapters. The mobility model was that presented in Section 3.5.4
with 7 cells and wrap-around (see Figure 3.5). All cells are completely covered
by an HSDPA base station in the cell center co-located with a WLAN access
point. Users belong to any of the 4 different services described in Section 3.5.3,
i.e. web with maximum delays of 30 s and 60 s and FTP with minimum bit
rate of 150 kb/s and 50 kb/s.

Regarding the number of users, there was a stack of 50 users per service. At
the beginning of the simulation none of these users were in the system, but at
each simulation iteration (every second) all users had a probability of 10% of
attempting to access to the system. This fact makes that the users arrival rate
depends on the quantity of users already connected to the system. Every time
a user attempts to access, a new location, velocity and direction of movement
was randomly generated. Moreover, the mean duration of calls was 100 s.
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The JCAC and JDRA algorithms were performed at each cell independently,
where each cell includes both technologies. Users that ask for admission can
be divided into new or handover users. The JCAC algorithm uses the band
guard technique to prioritize handover users over new users. The band guard is
defined as a percentage of resources that are reserved for handover users only.
Moreover, the handover process starts when the signal quality of the neighbor
cell exceeds the current signal quality plus certain hysteresis level.

The realistic implementation of the JCAC was approached with two new
contributions to the system simulator:

• Realistic histogram computation: During Chapters 4 and 5 the simula-
tions were divided into two phases. In the first phase a lot of users were
generated and moved for certain time period to obtain enough measures
to compute the histograms. After that, these histograms were fixed and
used in the second phase to test the ERC performance. Nevertheless,
the reality is that all these measures will not be available a priori, hence
histograms have to be computed in real time and continuously updated.
This chapter proposes a procedure to perform this real time computation.
The Histogram Updating Rate (HUR) is used to configure the updating
process, so that histograms are updated following:

HX(m, t+ ∆t) = HUR H∗X(m, t) + (1−HUR)HX(m, t), (6.1)

where HX(m, t) is the m-th sample of the histogram of the RV X at
time t, H∗X(m, t) is this sample computed only with the measurements
from t to t + ∆t and ∆t is the updating period, equal to the simulation
iteration period in this chapter. In the first iteration, t = 0, there is no
measure and hence no histogram. Since the system is empty, all users
attempting to access could be admitted without putting the system in a
dangerous saturation state. After the first iteration, the updating process
could operate normally. Nevertheless, the effect of the HUR could make
that the histograms computed in the first iteration with few measures
update very slowly. In order to obtain good histograms as fast as possible
the quantity of measures are also stored. Then, in the first iterations
histograms are updated following:

HX(m, t+ ∆t) =
H∗X(m, t)M∗X(t) +HX(m, t)MX(t)

M∗X(t) +MX(t)
, (6.2)

MX(t+ ∆t) = M∗X(t) +MX(t), (6.3)

where M∗X(t) is the number of measures used to compute the histogram
H∗X(m, t) and MX(0) = 0. When M∗X(t)/(M∗X(t) + MX(t)) < HUR the
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Figure 6.1: Diagram block of each resource allocation period or simulation
iteration.

updating process starts operating normally using (6.1) instead of (6.2)
and (6.3).

• Realistic services: In previous chapters the ERC was tested with services
that require instantaneously a certain bit rate. This bit rate can change
over time but if the system does not allocate it, the user is automatically
not satisfied. These services are different from those defined in Chap-
ter 3. In that chapter, users do not demand an instantaneous bit rate
but some maximum delay or average bit rate. The Rmin,i computed in
Section 3.1 for each user i can be understood as an instantaneous required
bit rate. Nevertheless, although users are not served with this bit rate
in some moment, they could be still satisfied using higher bit rates sub-
sequently. In fact, if a user perceives less than Rmin,i at some moment,
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Figure 6.2: Quantity of users connected to the system during the simulations.

Rmin,i will increase in the next iteration hence denoting the fact that the
user might not be satisfied. This effect reflects another noteworthy dif-
ference between these types of services: the required bit rate of services
from Chapter 3 depends on previous allocations whereas for services from
Chapters 4 and 5 it does not. The independence from previous allocations
is necessary in order to obtain good histograms during the first phase of
simulations. If this independence does not exist then histograms must
be continuously updated in order to use good histograms that reflect the
current users demands.

Figure 6.1 shows a summary of the process executed each iteration. This
process should be also followed every resource allocation period in a real im-
plementation.

6.2 Simulation results

The results shown in this section were obtained for 10 different seeds, with
a target QoS non-satisfaction probability of ε = 0.1, with histograms of 128
intervals and for one simulated hour.
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Figure 6.3: Detail of the quantity of users connected to the system at the
beginning of the simulations.

6.2.1 System dynamics

Figure 6.2 depicts the evolution of the quantity of users connected to the system
for each service. This figure was obtained with the 90% of users in the hotspot,
an hysteresis level of 3 dB for handovers, a HUR of 0.001 and a band guard of
50%. The main conclusion drawn is that the quantity of users has a transient
state at the beginning of the simulation and after that it reaches a stable state
with minimum variations due to the dynamism of the scenario. The transient
state is shown with more detail in Figure 6.3. During the first iterations the
system is almost empty and users are perceiving very good quality. This fact
is reflected in low Rmin,i and hence histograms of required resources fρ,i with
very low demands. This makes that, in most cases, the JCAC does not start
rejecting users after the first 10 iterations. The number of connected users
continues increasing until the bad quality they perceive starts being reflected
in the histograms. Nevertheless, since the bad quality must counteract the
good quality stored during the first iterations, this change in the behavior of
the JCAC comes too late and users start perceiving extremely low quality since
the system is saturated. This provokes a fast reaction. The system rejects most
new (and even handover) users reducing the quantity of users in the system.
After this warm up, the system tends to stabilize and enters in its normal
operation. This normal operation is reached after the first 10 minutes.

The value of the HUR affects considerably this transient state. If the HUR is
increased then the peak is reached faster and the system also counteracts earlier.
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Figure 6.4: Quantity of users connected to the system for different HURs.

Nevertheless, a too high HUR makes histograms not be averaged over enough
time and causes oscillations in the quantity of users. Figure 6.4 compares a
HUR of 0.001 with a HUR of 0.1. The oscillations with a HUR of 0.1 are
considerable. Moreover, it seems that the peak of a HUR of 0.001 and the
first peak of a HUR of 0.1 are practically identical. This is because, during
the first minute, there are so few measures that both approaches are updating
histograms using (6.2) and (6.3), hence both have the same behavior. However,
the HUR of 0.1 starts earlier to increase after the first peak, showing that this
HUR reacts faster but with oscillations.

6.2.2 Performance vs. hysteresis level

This section studies the effect of the hysteresis level for handovers. The QoS
perceived by users is depicted in Figure 6.5. The non-satisfaction probability
of the users requirements (maximum delay or average bit rate) increases with
the hysteresis level. The system is not capable of maintaining a constant prob-
ability. This is due to the JDRA and not to the JCAC. With higher hysteresis
levels, users in the cell edge reach worse SNIR levels. This fact increases the
amount of resources that users need to fulfil their QoS requirements. Conse-
quently, the JCAC admits less users (see Figure 6.6). Therefore, it should be
possible to maintain the same non-satisfaction probability. The problem is that
the JDRA not only aims at satisfying users but also at minimizing transmit
power and maximizing total throughput. Thus, according to the energy (or
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Figure 6.5: Non-satisfaction probability of the users QoS requirements.
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Figure 6.6: Average quantity of users connected to the system.

cost) function defined in Chapter 3, any resource quantity spent in the cell
edge does not reduce the cost as much as the same quantity spent in the cell
center. If the energy function was defined focusing only on users satisfaction
and trying to serve all users with the same quality, users in the cell edge would
monopolize the system resources. Obviously, this is not desirable and hence
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Figure 6.7: Probability of serving users with a bit rate lower than their Rmin,i.

a good deployment is necessary to prevent extremely bad qualities in the cell
edge.

Another important aspect of Figure 6.5 is that the non-satisfaction proba-
bility is significantly lower than the objective of 10%. The cause of it is that
the JCAC does not take this probability into account but the required Rmin,i of
each user. Figure 6.7 depicts the non-satisfaction probability of Rmin,i, i.e. the
probability of serving users with a bit rate lower than Rmin,i. This probability
is between 2 and 3 times higher than the objective of 10% and between 60 and
100 times higher than the non-satisfaction probability. This difference remarks
two distinct philosophies between the JCAC and the JDRA. The users that are
being admitted by the JCAC are those that could be served with their Rmin,i

in the 90% of times. This is achieved by giving more priority to users in the
cell center. Nevertheless, the JDRA tries to not marginalize cell edge users to a
certain extent. This is the cause of the high values of Figure 6.7. Nevertheless,
when the hysteresis level increases, cell edge users start to demand too much
resources. The JDRA realizes that it is not optimum to try to satisfy them
(or even that it is not possible) and starts focusing more on users in the cell
center. Hence, the probability decreases since its behavior is more similar to
the philosophy of the JCAC.

Another question may rise from Figure 6.7. If users are perceiving so bad
quality of their Rmin,i satisfaction, this must be reflected in the histograms.
Then the JCAC should react and admit less users to reduce the non-satisfaction
probability. Nevertheless, this is not happening. The JCAC is not reacting,
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Figure 6.8: Percentage of dropped users.

at least, as much as in Chapter 5. There are three main differences between
the simulations performed in Chapter 5 and this chapter. Thus, one or sev-
eral of them cause the high non-satisfaction probability of Figure 6.7. These
differences are:

• Histograms are computed in real time and, in general, with less measures
than in Chapter 5. This can be partially solved with lower HURs. Next
section studies the effect of the HUR.

• Rmin,i depends on previous resource allocations. The ERC value pre-
sented in Chapter 4 assumed that the bit rate required by users was
independent of previous demands and channel SNIR. Nevertheless, this
is not true in this chapter.

• There is a scheduler, the HNN-based JDRA algorithm, who is making
the final decision of how allocating resources to users. This scheduler and
the JCAC algorithm have different philosophies.

These three points should be analyzed before trying to give a solution to
the high non-satisfaction probability. Nevertheless, this chapter is only devoted
to show that both algorithms proposed in this Thesis can work together and
only the first point will be briefly analyzed in the next section. The rest of this
study is proposed as future work.

Finally, handovers not only increase control traffic but also with every new
handover there is a new chance of dropping users. Figure 6.8 shows the per-
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Figure 6.9: Non-satisfaction probability of the users QoS requirements a) and
their Rmin,i b).

centage of users that are dropped from the system. The percentage decreases
for higher hysteresis levels although from 2 dB there is no significant reduction.

6.2.3 Performance vs. histogram updating rate

Section 6.2.1 has given a first insight on the effect of the HUR value. This
section will give more details regarding non-satisfaction probability.

Figure 6.9 shows the non-satisfaction probability of the users QoS require-
ments and the probability of providing a bit rate lower than Rmin,i. In both
cases, the probability increases with the HUR. Fast histogram updates that
provoke oscillations of the number of connected users, also reduce the qual-
ity perceived by users. Moreover, the periodic reduction of connected users is
mainly achieved by dropping users and not by normal call terminations. Fig-
ure 6.10 stresses this behavior showing that for HUR greater than 0.001 the
quantity of dropped users increase significantly.

Recalling the three points stated in previous section, the non-satisfaction
probability of Rmin,i decreases very slowly for HURs bellow 10−3. The prob-
ability at those points is still too high. This fact means that, although the
HUR affects the non-satisfaction probability, it must be any other factor which
provoke this high non-satisfaction.
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Figure 6.10: Percentage of dropped users.
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Figure 6.11: Non-satisfaction probability of the users QoS requirements a)
and their Rmin,i b).

6.2.4 Performance vs. guard band

This section presents the effect of the guard band value in the system perfor-
mance. Figure 6.11 depicts the non-satisfaction probabilities. Greater guard
bands load the system with less traffic what frees more resources. These free
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Figure 6.12: Percentage of dropped users.
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Figure 6.13: Average quantity of users connected to the system.

resources are used to serve users with better quality. This fact is reflected in
the reduction of the non-satisfaction probabilities.

As expected, Figure 6.12 shows that greater guard bands reduce signifi-
cantly the quantity of dropped users. Obviously, this reduction is caused by
those freed resources. A priori and in order to free them, it could seem that less
users must be connected to the system. Figure 6.13 shows that this is not com-
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Figure 6.14: Average quantity of users per service connected to the system.

pletely true. There is a maximum for a guard band of 40%. The explanation to
this can be found in Figure 6.14. The FTP service with an average bit rate of
150 kb/s is the one introducing more load to the system. The number of users
of this service is highly reduced with the guard band value. Nevertheless and
despite the increment of the guard band, the resources freed by these users can
be consumed by web users that have lower requirements. At the end, the total
load is reduced (this is reflected in the reduction of the quantity of dropped
users) although at some points the quantity of users in the system increases.

Finally, it is remarkable the high guard band values shown in these figures.
A guard band of 50% is necessary in order to drop around 1% of the users.
Reserving the 50% of the resources for handover users could seem excessive,
but it is worth noting that actually less resources are being reserved. The
way the JCAC algorithm works produces this effect. Although the JCAC
algorithm admits only those users that can be served with certain percentage
of the available resources, all of them will be served with the 100%. This means
that they will perceive better quality than that expected during the admission
decision. This fact reduces the requirements of users, what is reflected in the
histograms of their required bit rates. Consequently, these histograms show
that users require lower bit rates than those they would require in a full loaded
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system. Thus, if certain quantity of users could be admitted using the 50% of
the resources, they could not be satisfied if they are actually served with the
50% of the resources. For that reason, although the guard band is the 50%,
the admitted users are consuming more resources.

6.3 Conclusion

In this chapter both algorithms proposed in this Thesis have been implemented
in the same simulator. Results show that they can work together and that they
provide QoS to users, controllable to a certain extent. Nevertheless, results
also exhibit that further work is needed in order to homogenize them. The
objectives of both algorithms are not exactly the same and this makes that the
requirements are not completely satisfied.

Despite these drawbacks, this chapter has shown that it is possible to con-
trol the QoS provided to users in an heterogeneous network and multi-service
scenario. Hence, these algorithms give a new viewpoint for developing new
mechanisms to jointly manage resources in future networks.
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Chapter 7

Conclusions and further
work

Currently there are many different technologies that coexist in the same area.
This situation is expected to be accentuated in the future. This Thesis has
presented two novel mechanisms to jointly manage all technologies with the
main objective of ensuring certain QoS to users, namely a JDRA algorithm
and a JCAC algorithm.

For the JDRA algorithm, this Thesis has performed a deep analysis of HNNs
as the best candidates to find the best resources distribution. This analysis
ended with a new technique that joins projections and variable updating steps
and is capable of significantly reducing the number of iterations. Using HNNs,
the JDRA problem has been solved using the energy function proposed in
Section 3.3.1. This technique is the first algorithm that distributes resources
among users and users among technologies at the same time.

Additionally, for the JCAC algorithm, this Thesis has generalized the equiv-
alent bandwidth concept to wireless heterogeneous networks. Results have
showed that it is possible to admit or reject users in all the technologies and
independently of the technology each user is going to get connected to. This
novel idea is different from the rest of algorithms found in the literature where
users must be admitted to a specific technology. The main drawback of this
extensively used approach is that admitting a user in a specific technology does
not mean that this user will be able to receive the negotiated quality after a
vertical handover to another technology. Nevertheless, the JCAC algorithm
proposed in this Thesis only admits users that the entire heterogeneous system
is able to satisfy under any circumstances.
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7.1 Conclusions

The following points summarize the main conclusions of this Thesis:

• It is possible to allocate resources to users and distribute users among
RATs at the same time. The JDRA algorithm increases notably the QoS
provided to users making the most of the available technologies. With
this approach, users are not stuck in a technology until they run out of
coverage. The JDRA algorithm has a global view of all the technologies
and users and may force a vertical handover if it considers it interesting.
This property gives this approach the main advantage with respect to
the rest of techniques. This complex problem can be formulated as a
multi-objective function to be minimized.

• HNNs have been widely used to find suboptimum solutions of multi-
objective optimization problems in very short times. Nevertheless, the
analog circuit of traditional HNNs are not easy of implementing. This
fact has made that HNNs were usually emulated in computers although
these emulations lose the fast convergence of these networks. This Thesis
has shown that it is possible to reduce the number of iterations required
in a computer to find a suboptimum solution. The proposed F-HNNs
make a joint usage of projections and optimum updates and they can
reduce the convergence by a factor of 20 as shown in Section 3.6. This
reduction opens up a new horizon in the real-time implementation of the
JDRA algorithm and, at the same time, of other applications of HNNs
that require fast responses.

• The main reason of the fast response of the original neuron model of
Hopfield is the parallel interworking of neurons. F-HNNs were designed
in this Thesis to be implemented in parallel if possible. Section 3.7.4
studied a possible implementation in a GPU with 128 cores. Results
showed that this parallel implementation can reduce the response time
of the same F-HNN implemented in a serial mode in a CPU. The main
drawback of GPUs is that they require an extra time to copy all data
from the CPU memory to the one of the GPU. This extra time can make
the GPU slower than the CPU if the neural network is not too big.

• The mobility models proposed by other authors do not satisfy the re-
quirements of this Thesis. The JCAC algorithm needs that all users move
around the entire simulation area in order to follow the same pattern and
be characterized by the same SNIR histogram. If not, several SNIR his-
tograms should be obtained for each movement pattern and users should
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be classified to assign one histogram to each one. This procedure of clas-
sification will be proposed in the next section as a future improvement.
However, this Thesis has assumed that all users follow the same move-
ment pattern and, hence, they can be characterize with only one SNIR
histogram. For this reason, this Thesis had no other choice but to pro-
pose its own mobility model. More than a model by itself, the proposal is
an improvement of other models that generate a uniform node density in
the simulation area. Then, the model proposed here, guarantees certain
objective non-uniform node density and mean node speed by means of
allowing nodes to suddenly bounce off imaginary borders. The model is
capable of generating any node density and mean speed, as the case of
hotspots or streets and highways with different speeds.

• The EBW concept has been successfully applied to ATM systems to de-
cide on call admission. This Thesis realized that this concept can be
helpful to translate or turn all the different types of resources of different
technologies into a common measurement, i.e. bit rate. To this aim, this
Thesis has generalized EBW with the concept of ERC. The ERC can be
applied to wireless and mobile systems whereas EBW cannot. This new
concept computes the amount of resources that a set of users require to
satisfy their QoS with certain predefined probability. Similarly to EBW
within ATM systems, the call admission in wireless system is very easy
after computing the ERC. Only if the system has more or the same re-
sources than those users require, new calls can be admitted. Section 4.6
showed the good behavior of these CAC mechanisms.

• This Thesis has used the ERC concept to design a JCAC algorithm in
heterogeneous systems. The algorithm takes all technologies into account
at the same time and is capable of knowing if the heterogeneous system
can satisfy the QoS of users with the required probability. The algorithm
admits and rejects users without wondering the technology they should
get connected to. The function of distributing users among technologies
is already provided by the JDRA algorithm. Therefore, there is no sense
in duplicating this functionality since both algorithms could reach con-
tradictory conclusions. This approach is completely new. All previous
works have always first selected the RAT of new users admitting or re-
jecting them in the same procedure. This Thesis has proved that it is
possible to decide on call admission in the whole heterogeneous system
regardless the technologies users will get connected to in the future.

• The JDRA and JCAC algorithms of this Thesis have been design follow-
ing sightly different philosophies. This fact is reflected on the results of
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Chapter 6. The JDRA algorithm tries to satisfy the required bit rate,
Rmin,i, of all users independently of their location and SNIR level. This
fact makes that the bit rates perceived by users in function of the distance
from the cell center are allocated more homogeneously with the JDRA
algorithm. This was shown in Figure 3.19. On the other hand, the JCAC
algorithm states if it is possible to satisfy all users with certain proba-
bility. In this case, it is much better to start satisfying users with good
channel quality that consume less resources. Then, more users could be
satisfied although those near the cell edge will never have resources. This
different policy makes that the JCAC objective is not totally satisfied.

7.2 Further work

This chapter concludes this Thesis but, obviously, the work developed here
is not finished. This Thesis has opened a new branch in the management of
resources in heterogeneous networks that will continue growing up in the near
future. Among the most relevant aspects that should be studied, this Thesis
highlights the following points:

• The third point of the conclusions stated that the main drawback of
GPUs is the extra time required for data transfer. Therefore, it would
be interesting to study the GPUs in a new hardware (not graphics cards)
that does not require the copy phase. The problem is that this hardware
would not be as cheap as graphics cards because of economy of scale.
Another option would be the use of multicore CPUs. A new research line
is opened in this sense, although is out of the scope of this Thesis.

• All simulations carried out in those sections that used the ERC; i.e. those
of Chapter 4, Chapter 5 with the JCAC algorithm and Chapter 6; as-
sumed that all users follow the same movement pattern. Nevertheless, it
is possible to refine the ERC value approximating to the perfect JCAC
of Section 5.4.1 with a better knowledge of users. For instance, certain
area may have vehicular and pedestrian users that do not have the same
SNIR histogram. Moreover, the chance that one of this users changes
his movement pattern (to pedestrian to vehicular or vice versa) may be
negligible. In this case, the ERC value will be more accurate if one SNIR
histogram is computed for each movement pattern. The definition of the
ERC allows this approach. The bad point is that the type of movement
pattern is not one of the data transferred and negotiated during the con-
nection phase. Therefore, the system should guess with a classification
process. This procedure should be studied in the future to check if it
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is worthy, since the classifier errors may cause a non negligible loss in
performance.

• Chapter 6 showed that the non-satisfaction probability was between 2
and 3 times greater than the JCAC objective. Section 6.2.2 stated 3
possible causes, i.e. the HUR value, the fact that the required bit rates
depend on previous allocations and the fact that the JDRA algorithm
does not follow exactly the same philosophy. Section 6.2.3 showed that
the HUR value affects the non-satisfaction probability but also that this is
not the unique cause of such high probability. Therefore, it is interesting
to study the other 2 possible causes to know what is changing the JCAC
performance.

• If the different philosophy of the JDRA and JCAC is changing the desired
behavior of these algorithms (especially the JCAC), they must be coordi-
nated in some way. A possible solution is to define an ERC that assumes
that all users will perceive the same bit rate. The JDRA philosophy is
between the one of the ERC of this Thesis and the one of this new ERC.
This philosophy could be characterized by a parameter a depending on
how homogeneously bit rates are allocated to users. This parameter can
be understood as a measure of this homogeneity. Thus, a = 0 if bit rates
are allocated following the philosophy of the ERC defined in Chapter 4
and a = 1 if they are completely homogeneous like those of the new
ERC stated previously. Any value between 0 and 1 states the degree
of homogeneity of the algorithm. Then, the ERC could be computed
as ERC=(1-a)(ERC of Chapter 4)+a(new ERC). This approach assumes
the linearity of the ERC value with respect to the homogeneity parame-
ter a, what may not be true. Nevertheless, this approach may solve the
problems of different philosophies.
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A.1 fρi approximation

f̂ρi (υ, P (Iρi)) =
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A.2 fρ approximation

f̂ρ (υ, P (Iρ)) = f̂ρ1 (υ, P (Iρ1)) ∗ f̂ρ2 (υ, P (Iρ2)) =
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