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Abstract

Nowadays, thanks to the continuous improvements in the integration scale, more and
more cores are added on the same chip, leading to higher system performance. In order to
interconnect all nodes, a network-on-chip (NoC) is used, which is in charge of delivering
data between cores. However, increasing the number of cores leads to a significant power
consumption increase, leading the NoC to be one of the most expensive components in
terms of power. Because of this, during the last years, several mechanisms have been
proposed to address the NoC power consumption by means of DVFS (Dynamic Volt-
age and Frequency Scaling) and power-gating strategies. Nevertheless, improvements
achieved by these mechanisms are achieved, to a greater or lesser extent, at the cost of
system performance, potentially increasing the risk of saturating the network by forming
congested points which, in turn, compromise the rest of the system functionality. One
side effect is the creation of the “Head-of-Line blocking” effect where congested packets
at the head of queues prevent other non-blocked packets from advancing. To address
this issue, in this thesis, on one hand, we propose novel congestion control techniques
in order to improve system performance by removing the “Head-of-Line” blocking ef-
fect. On the other hand, we propose combined solutions adapted to DVFS in order
to achieve improvements in terms of performance and power. In addition to this, we
propose a path-aware power-gating-based mechanism, which is capable of detecting the
flows sharing buffer resources along data paths and perform to switch them off when
not needed. With all these combined solutions we can significantly reduce the power

consumption of the NoC when compared with state-of-the-art proposals.
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Resumen

Hoy en dia, gracias a las mejoras en la escala de integracién cada vez se integran mas
y mas nucleos en un mismo chip, mejorando asi sus prestaciones. Para interconectar
todos los nodos dentro del chip se emplea una red en chip (NoC, Network-on-Chip), la
cual es la encargada de intercambiar informacién entre nicleos. No obstante, aumentar
el nimero de nicleos en el chip también conlleva a su vez un importante incremento en
el consumo de la NoC, haciendo que ésta se convierta en una de las partes més caras del
chip en términos de consumo. Por ello, en los tltimos anos se han propuesto diversas
técnicas de ahorro de energia orientadas a reducir el consumo de la NoC mediante el uso
de DVFS (Dynamic Voltage and Frequency Scaling) o estrategias basadas en “power-
gating”. Sin embargo, éstas mejoras de consumo normalmente se obtienen a costa de
sacrificar, en mayor o menor medida, las prestaciones del sistema, aumentado poten-
cialmente asi el riesgo de saturar la red, generando puntos de congestion que, a su vez,
comprometen el rendimiento del resto del sistema. Un efecto colateral es el “Head-of-
Line blocking”, mediante el que paquetes congestionados en la cabeza de la cola impiden
que otros paquetes no congestionados avancen. Con el fin de solucionar este problema,
en ésta tesis, en primer lugar, proponemos técnicas novedosas de control de congestion
para incrementar el rendimiento del sistema mediante la eliminacién del “Head-of-Line
blocking”, mientras que, por otra parte, proponemos soluciones combinadas adaptadas
a DVFS con el fin de conseguir mejoras en términos de rendimiento y energia. Ademas,
proponemos una técnica de “power-gating” orientada a rutas de datos, la cual es capaz
de detectar flujos de datos compartiendo recursos a lo largo de rutas y apagar dichos
recursos de forma dindmica cuando no son necesarios. Con todas éstas soluciones com-
binadas podemos reducir el consumo de energia de la NoC en comparacién con otras

técnicas presentes en el estado del arte.
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Resum

Hui en dia, gracies a les millores en I’escala d’integracié, cada vegada s’integren més i més
nuclis en un mateix xip, la qual cosa millora les seues prestacions. Per tal d’interconectar
tots els nodes dins el xip es fa s d'una Xarxa en Xip (NoC; Network-on-Chip), la qual
és encarregada d’intercanviar informacio entre els nuclis. No obstant aixo, incrementar
el nombre de nuclis en el xip també comporta un important augment en el consum de la
NoC, la qual cosa fa que aquesta es convertisca en una de les parts més costoses del xip en
termes de consum. Per aix0, en els ultims anys s’han proposat diverses tecniques d’estalvi
d’energia orientades a reduir el consum de la NoC mitjanant 1'ds de DVFS (Dynamic
Voltage and Frequency Scaling) o estrategies basades en “power-gating”. Malgrat aixo,
aquestes millores en les prestacions normalment s’obtenen a costa de sacrificar, en major
o0 menor mesura, les prestacions del sistema i augmenta aixi el risc de saturar la xarxa
al generar-se punts de congestid, que al mateix temps, comprometen el rendiment de la
resta del sistema. Un efecte col-lateral és el “Head-of- Line blocking”, mitjanant el qual,
els paquets congestionats al cap de la cua, impedixen que altres paquets no congestionats
avancen. A fi de solucionar eixe problema, en aquesta tesi, en primer lloc, proposem
noves tecniques de control de congestio amb 'objectiu d’incrementar el rendiment del
sistema per mitja de leliminacié del “Head-of- Line blocking”, i d’altra banda, proposem
solucions combinades adaptades a DVFS amb la finalitat daconseguir millores en termes
de rendiment i energia. A més, proposem una técnica de “power-gating” orientada a
rutes de dades, la qual és capacg de detectar fluxos de dades al compartir recursos al llarg
de les rutes i apagar eixos recursos de forma dinamica quan no sén necessaris. Amb
totes aquestes solucions combinades podem reduir el consum d’energia de la NoC en

comparacié amb altres tecniques presents en l’estat de 'art.
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Chapter 1

Introduction

Nowadays, our society relies and depends on the never ending need of higher computing
power and capacity. Computing power demand increases dramatically every year. New,
never thought, emerging multimedia applications in the personal computer and embed-
ded systems landscape and the need of High Performance Computing (HPC) for solving
challenging and complex problems pose more and more computational demands while

requiring to keep costs low in terms of power.

In order to meet these tight and conflicting requirements, in the last years, computing
architecture realm has suffered a radical change in its paradigm. Traditionally, per-
formance improvements in microprocessors have been achieved by improvements over
the architecture (multitasking, cache memories, etc...), but, also by taking benefit of
system’s clock increase, which causes a high direct impact in system performance. For
instance, firsts 80286-based[2] processors accounted with system’s clock frequency in the
order of few MHz’s. In contrast, in 15 years processors raised the frequency to the order
of GHz’s. Increasing the frequency is the straight way to increase processors through-
put. However, in the last years, clock frequency has reached its feasible limits. As seen
in Equation power depends roughly quadratically with the frequency, therefore, it
is evident that to exceed the frequency above a given value will make the dissipated
power to reach unfeasible values. Several solutions have been used in order to increase
the clock frequency as much as possible. As an example, processor cooling systems have
evolved from simple aluminum heat sinks with no fan to modern liquid cooling systems.
However, advanced cooling systems are expensive and consume huge amounts of power.
Therefore, associated costs become unaffordable in production platforms such as HPC

systems.

P=CV%f (1.1)
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FIGURE 1.1: Microprocessors specifications timeline.

Because of the unfeasibility of speeding processors up by increasing the frequency, re-
cently, chip manufacturers set the frequency increase strategy aside and opted to increase
performance by means of implementing more cores in the same chip, which are termed
chip multi-processors (CMPs). The idea behind this new strategy consists in, instead of
relying on a big and complex monolithic processor running at high frequencies, to design
simpler processors and physically replicate them several times while running at lower
frequency values. In this way, applications can be mapped into different cores, hence,
allowing them to run completely in parallel. This clearly implies a significant improve-
ment in performance and power efficiency due to the benefits of parallelism. Due to
the use of more power-efficient cores, a set of those cores can lead to same performance

levels (or higher) for the same power budget in monolithic processors.

In Figure we can see the evolution of key microprocessor parameters since 1970. As
seen, until 2005, manufacturers kept increasing clock frequency for single-core processors.
In 2005, the clock frequency reached the top value, after which, the clock frequency has
been kept roughly constant while the increased factor has been the number of cores,

causing only a slightly power consumption increment.

Currently, multi-core architectures are being used extensively with designs implementing
typically from 2 to 24 cores. However, in order to increase parallelism and take even
more advantage of the multi-processor paradigm, the trend is to move forward in this
approach by adding tens, hundreds or even thousands of cores. These processors are

called many-core processors.
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Despite these efforts to control power consumption by means of the multi-core/many-
core paradigm, power consumption still represents a key and difficult challenge, due to
the current trend of implementing more and more cores in the same chip in order to
satisfy both higher performance in HPC and to optimize the limited batteries lifetime
in the emerging market of portable devices such as smart phones. However, one side
benefit when using the multi- and many-core approach is that each core can be optimized
and tailored with specific technologies to save power and, thus, to become more energy
efficient. An example is the use of core level power-saving mechanisms such as DVFS[3]
or power-gating[4], which are currently commonly used to achieve better power-efficiency

results.

The multi-core and many-core paradigm is not only restricted to CMPs. CMPs are
typically composed of several general-purpose microprocessors interconnected in order
to run any application in any of their nodes. This could be seen as the evolution of the
general-purpose microprocessor. Similarly, Systems-on-Chip (SoC) consist in a complete
and specific system integrating on the same chip most of the components required (cores,
encoders, specific function modules, memories, ...). As integration scale continued its
evolution, SoCs, similarly to CMPs, evolved to MPSoCs (Multi-Processor System-on-
Chip), in which, regular SoCs implement several processors to take advantage of the

multi-core approach.

Both CMPs and MPSoCs need an interconnect fabric in order to work. This on-chip
network[5][6], termed network-on-chip or NoC, is necessary in order to support the
internal traffic between components in the same chip. In CMPs, caches interchange data
blocks and commands (coherence traffic) and also access to external memory modules.
Therefore, due to the type of traffic it transports, the NoC must be extremely fast and
capable of serving data at very low latencies, otherwise the overall chip performance
will be negatively affected. However, due to the intrinsic design restrictions inside the
chip, the NoC must be carefully designed according to very tight constraints in terms of
area and power. In current multi-core chip designs, since only a few nodes are typically
implemented, such processors usually rely on simple buses or rings, as in the case of the
IBM Power8, shown in Figure [1.2l Bus and ring topologies are simple and relatively
inexpensive. However, since all nodes connected to the network share the same physical
media, they do not scale in performance with the number of interconnected nodes, since
the media can be used by only one node at a time. Therefore, to make many-core
processors feasible, other network designs must be used in order to allow concurrent
communication between all nodes. In this sense, currently, point-to-point mesh network
topologies are emerging as the most popular interconnect strategy in many-core systems.
Specifically, as microprocessors are manufactured over a 2D silicon substrate, 2D meshes
fit naturally well in the floorplan. An example of this network topology is the Tilera
TILE-Gx72 platform[7] with 72 cores shown in Figure which is provisioned with 5

completely independent 2D mesh networks each one intended to a specific type of traffic.
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NoCs are being deeply researched for the last 15 years. These NoCs adopted many
design styles and methods from networks designed for HPC systems. Indeed, these
NoCs are not exempt from well known problems such as network routing deadlock,
fault-tolerance designs, network contention and network congestion, to name a few.
Also, the increase in number of computational units in CMPs and MPSoCs, makes the
network utilization to increase, therefore, its design increases in complexity to increase its
performance, leading to an increase in the power consumed by the NoC infrastructure as
well. At the beginning of the concept, NoCs were used to provide connectivity between
only a few nodes (from 2 to 8). For this number of nodes, the impact of the NoC
power consumption is moderated compared with the overall chip power consumption.
However, as the number of nodes in the chip increases, the NoC power consumption
increases significantly as well, representing a higher portion of the overall chip power
consumption. In fact, some authors have demonstrated that the NoC power consumption

reaches up to 28% [8] of the overall 80-cores chip power consumption, representing one
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of the most power-hungry parts of the chip. Because of this, several works focused on
the NoC power consumption by extending the use of power control techniques -typically

focused to control the power consumption of cores- to the NoC infrastructure.

Among all power savings techniques, currently, the most extended strategies come in two
flavors: DVFS (Dynamic Voltage Frequency Scaling) and power-gating. Both mecha-

nism aim to save power but through different approaches.

DVFS works by adjusting the voltage and the clock frequency in order to increase
or decrease the system performance. The idea behind DVFS is to adapt the system
performance to meet the current application requirements so that the more the frequency

is decreased, the more power-saving is achieved according to Equation [I.1]

DVFS techniques, when applied to cores, rely on different metrics representing the core
utilization, so that the V&F (Voltage and Frequency) controller is aware of it in order to
decide whether to increase/decrease the core frequency. In order to drive the NoC V&F,
these metrics become useless since the network utilization may not be directly related
with cores activity. Therefore, in order to drive NoC V&F, new metrics and algorithms
were conceived. Typically, these metrics are related to the buffers utilization, data-rates
or message latencies. However, to choose a metric or a given set of metrics is not trivial.
NoCs activity can be complex due to the intrinsic unpredictability nature of the traffic
flow and its interactions. Indeed, an efficient DVFS approach applied to NoCs is still a

challenge.

Typical DVFS techniques works by decreasing the voltage and frequency in case of
resources to be underutilized, thereby achieving power-savings. Similarly, frequency
and voltage are increased when detecting that some resources are fully utilized at their
current frequency, leading to a higher performance but at the cost of power consumption.
The key idea is to tune the frequency and voltage to achieve a balance in which the
performance loss is acceptable while achieving a significant power-saving. Achieving
this balance point is not easy, specially when applied to NoCs. DVFS always implies
potential performance loss since, to decrease the clock frequency, even assuming a single

flow crossing the network, always implies a linear increment to the end-to-end latency.

Furthermore, if the DVFS policy is not well designed or running under specific circum-
stances (for instance, under bursty traffic or unbalanced traffic patterns), DVFS may
wrongly decide to decrease frequency, saturating the network and, thus, favoring the cre-
ation of congestion spots. This may revert into a significant overall system performance
degradation for relatively small systems, but in large NoCs, which are more sensitive
to saturation, the system will be more affected by this side effect. Thus, voltage and

frequency control becomes more critical as network increases in size.

One of the main issues of DVFS is related to its granularity. DVFS was initially designed
to support a single V&F domain. This means that V&F is set for all nodes in the system,
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making all nodes to work at the same voltage and frequency. This could lead in V&F
suboptimal adjustment so that while a given set of nodes in the network would require
to rise the frequency to meet the application traffic requirements, other nodes could be
completely underutilized, causing a waste of power in case of raising the frequency. To
face this issue, V&F islands (VFIs) were proposed. In this way each VFI is driven by an
independent V&F controller so that each VFI is responsible of monitoring the activity
of the nodes belonging to each VFI and setting its voltage and frequency accordingly
and independently of other VFIs. In Figure[I.4 we can see an example of a 4x4 2D mesh
network with 4 VFIs. This approach effectively increases its granularity, meeting more
accurately the needs of the system. However, each VFI requires its own V&F regulator,
which could be very expensive and completely unfeasible beyond a given granularity

level, as stated in [9].

As stated previously, an alternative approach for saving power is power-gating. This
mechanism essentially consists in powering off unnecessary devices or parts of them,
depending on the mechanism granularity. Concerning NoCs, power-gating works by
monitoring the network in order to switch off unused routers or links. However, this
mechanism poses drawbacks. For instance, switching off a complete router may affect
network connectivity leading to parts of the system being disconnected. To solve this,
specific parts of routers can be switched off independently, guaranteeing connectivity,

since the rest of the router parts are kept in service.

Power-gating mechanisms usually require a centralized controller in order to collect
metrics from the system. Once these metrics are collected, the controller decides the
routers (or parts of them) to be switched off/on and sends the corresponding signals
to switch them on/off. This means that, the more the granularity, the more complex

becomes the control over the parts to be switched off.
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Other aspects of power-gating mechanisms are related to the delays and overheads.
Switching off/on a device induces a penalty in terms of delay and power mainly due
to electronic limitations when rising the voltage. This means that the power-gating
control must be carefully designed in order to switching on/off a given device properly.
Otherwise, it could even cause an increase power consumption rather than power savings.
In terms of latency, additionally to the inherent delay caused by scaling up the voltage,
switching resources off also may lead to large transmission delays as some components
required by incoming traffic could not be switched on in time for serving this traffic.
This also leads to potential congestion effects that can spread over the network, similar
to the ones potentially originated by DVFS techniques, leading to a serious decrement

of system performance.

As previously stated, both DVFS-based techniques and power-gating techniques may
cause performance degradation at NoC level, making the network potentially weak and
prone to congested situations. Indeed, traffic patterns in NoCs are typically character-
ized by their irregularity[10] and burstiness[I1]. Irregular traffic is even more apparent
in new heterogeneous systems[I2][I3]. In this scenario, we can classify congested traffic
and non-congested traffic both coexisting on the same NoC. This mixture is the perfect
recipe for generating the Head-of-Line blocking(HoL)[I4] effect. HoL-blocking emerges
when congested data flows share the same buffers than non-congested ones. As seen
in Figure if a congested flow reaches the head of a queue and, due to output re-
sources congestion, is not able to be forwarded to the next router, it will get blocked
(red flow in the cited figure). In the same figure, the following message in the FIFO
queue corresponds to a non-congested flow which requests a non-congested output port,
which has all resources available to forward the non-congested flow. However, since the
congested message keeps blocked waiting for its resources, the non-congested flow gets
blocked unnecessarily. This effect of blocking messages even having requested resources

available is known as HolL-blocking.

Several proposals in the literature deal with this harmful effect, being the most signifi-
cant one the RECN mechanism[I5]. RECN is innovative in the sense that it is the first
work that considers congestion not to be a real problem by itself. Indeed, congestion
leads to severe HoL blocking effects between congested and non-congested flows, and
this is what makes congestion to affect performance negatively. If the HoL: blocking ef-
fect caused by congestion is totally removed then performance is not affected at all and
congestion becomes harmless. To solve the Hol. blocking effect, RECN uses a sophis-
ticated and dynamic mechanism implemented in routers. Unfortunately, the complete
implementation of RECN on NoCs is unfeasible given the current constraints of area and
power imposed in NoCs. This means the RECN mechanism can not be applied directly
on NoCs. However, its philosophy (separating non-congested flows from congested ones)
can be considered for achieving effective performance in NoCs. This sort of congestion

management becomes even more important in environments provided with DVFS and
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power-gating techniques due to the performance degradation caused by them, which
could generate congestion. This thesis addresses this fact and focuses on an integral
approach to deal with the design of NoCs with power efficient techniques while smartly

addressing congestion situations.

In this thesis we provide efficient and effective methods that address power saving while
improving performance levels of the NoC and applications running on the system. In
particular, as a novelty of this thesis, we address the two problems of congestion manage-
ment and power-saving providing separated solutions but also combined ones. Indeed,
one central contribution of the thesis is the achievement of a mechanism able to deal
with congestion while reducing power consumption by using power minimization strate-
gies (namely DVFS and power gating). As stated previously, those techniques are prone
to create congestion spots as they affect the operational frequency of the system and its
resources availability. Therefore, combining them and taking into account both conges-
tion management and power minimization strategies is worth to be analyzed and may

lead to more effective solutions.

More specifically, Figure shows the different contributions of the thesis. As a first
step, we propose two different (but related) congestion control mechanisms: BAHIA and
ICARO. With these mechanisms congested traffic is logically and dynamically separated
in different queues in the network, guaranteeing the side effects of congested traffic
over non-congested one to be avoided. This is mainly the HoL-blocking effect where a
congested message prevents non-congested ones from advancing. Although this way of
actuating does not eliminate congestion (but eliminates the side effects) is more effective
as it has been proven in the past in [I5]. Indeed, this novel approach (removing side
effects of congestion rather than eliminating congestion) has never been directly applied

to NoCs. The difference between the two methods relies on the location where congestion
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FIGURE 1.6: Thesis outline.

is detected, which is at the end-nodes for BAHIA and at each router in ICARO. In this
thesis, we propose an effective and efficient implementation of a congestion-management

strategy focusing on HoL-blocking removal.

Then, following the most evolved congestion control mechanism (ICARQO), we adapt it
to a system design where multiple V&F domains exist and where DVFS techniques are
applied to each domain. Specifically, we deploy the ICARO-DVFS strategy. In this
strategy, ICARO is used to assist DVFS by allowing DVFS performance metrics to be
collected following three different approaches allowed by the integration of ICARO with
DVEFS. According to these three different collection strategies, we present three different
approaches to integrate DVFS with ICARO, each focusing on an optimization parameter

(power consumption, message latency, or a combination).

On a similar trend, we adapt ICARO to the DMSD method. DMSD stands for Delay-
based Max Slow Down (DMSD) which is a DVFS policy that actuates based on the
delay of the message flows from every end-node. Basically, DMSD guarantees a latency
target for each communicating flow and actuates on the DFVS controller in order to
minimize power consumption while guaranteeing such latency target. In the new pro-
posal (ICARO-DMSD) we integrate the ICARO mechanism to guarantee the isolation
of congested background traffic and letting the DMSD strategy to operate only on sen-
sitive traffic. In other words, we isolate congestion to let DMSD be still effective under
conflictive traffic patterns. These two methods (ICARO-DFVS and ICARO-DMSD)
provide an overview how congestion management strategies can be applied to DVFS

related techniques.

Finally, and to embrace a larger scope in power minimization strategies, we address

power-gating strategies. Thus, we propose the ICARO-PAPM mechanism where we
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combine ICARO with a novel path-aware power-gating mechanism. Basically, PAPM
(proposed as a contribution in this thesis as well) selectively powers on and off paths
based on the traffic activity related to that path. If a path is not used for a period of time
then the path is powered off and all the associated buffers along the path are potentially
powered down. However, as router buffers are shared we need to have a strategy to avoid
powered down buffers on active paths. In PAPM we address this issue. The ICARO-
PAPM mechanism let’s an effective use of buffers in terms of power. Indeed, as ICARO
avoids congestion by separating the congested traffic from the non-congested one, as long
as contention is not present, these inactive buffers can be powered off. I[CARO-PAPM
will manage those inactive buffers from a power consumption perspective. Notice that
we propose both, the PAPM mechanism and the combined form that leads to ICARO-
PAPM.

To summarize, our contributions in this thesis are:

e BAHIA: A congestion control mechanism based on congested traffic detection at

the end-nodes and its isolation to avoid the HoL-blocking

e ICARO: A congestion control mechanism that detects congestion at routers (more

accurate) and isolates it.

e ICARO-DVFS: Combination of DVFS with ICARO to improve the efficiency of
DVFS provided systems. Three solutions are proposed aiming to improve different

parameters: Power saving, performance, or a balanced combination.

e ICARO-DMSD: Combines ICARO with DMSD (latency-driven DVFS) to improve
DVFS-based scenarios by preventing from overdriving the frequency under hotspot

and/or bursty traffic patterns while keeping the latency bounded.

e I[CARO-PAPM: Combines PAPM with ICARO in order to improve ICARO power
savings by switching off the extra virtual network used by ICARO when not needed

while improving system performance.

e PAPM: A path-aware power management mechanism consisting in power-gating

router buffers based of flows paths.

1.1 Thesis Outline

Following the rules of Universitat Politécnica de Valéncia, this thesis has been written

as a compendium of articles and is structured as follows:

e In Chapter [2| the background of this thesis is described as well as related work.

Although subsequent chapters will include related work sections, we provide in
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this chapter a complete and integrated background and related work description

in order to provide a unified view to the reader.

e In Chapter [3] we put together all the descriptions of this thesis proposals, to-
gether with their evaluations and an assessment of their similarities, differences
and complementarities. The goal of this chapter is to ease the understanding of

the proposals and to let the reader be focused on the proposals.

e From Chapter [ to Chapter [9] the compendium of papers are arranged as follows:

— In Chapters [4] and [5| we describe the basic congestion control mechanisms,
namely BAHIA and ICARO, respectively.

— In Chapters [6] and [7] we propose two approaches to combine ICARO with
DVFS-based mechanisms to efficiently manage power consumption by isolat-

ing congested traffic.

— In Chapters[8land [9]a path-aware power-gating mechanism is proposed to im-

prove ICARO power consumption and adapted to general NoCs respectively.

e Finally, in Chapter [10| we expose the conclusions, discuss future work derived from
this thesis and enumerate all conferences in which the articles of this thesis have

been published in.






Chapter 2

Background and Related Work

In this chapter, we collect basic concepts required to fully understand all proposals
described in this thesis. The content of this chapter provides the background related
to networks-on-chip, power-saving mechanisms and congestion management. Along the
description, we also introduce some of the existing work in order to provide an up-to-date

view of the state-of-the-art related to this thesis.

First, we center our description on congestion management and then on power-saving

techniques.

2.1 Congestion Management

NoCs must be capable of delivering traffic extremely fast but, at the same time, very
efficiently in terms of power. This, by itself, represents a challenge. However, on-chip
designs also pose very tight area constraints as on-chip networks must be carefully de-
signed in order to minimize physical resources required to perform successfully. These
tight constraints may lead to insufficient provisioning of resources, causing network sat-
uration, thereby generating congestion which degrades network performance and causes

the system performance to degrade as well.

Congestion is defined as the effect of suffering contention along the time, therefore, to
understand how congestion arises in the network, first contention background must be

described to fully understand its origin and behavior.

Contention in a network arises when an output port is not capable of serving all data
flows requesting the output port as the incoming flow bandwidth exceeds the output
port bandwidth. In other words, contention occurs when the sum of all incoming rate
flows requesting a given output port exceeds the output port maximum capacity, as
formulated in Equation

13
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where r is the number of router ports, A is the arrival data rate for the input port
denoted by ip and p represents the maximum data rate the output port (op) is able to
serve. The output port capacity, typically, is equal to the maximum arrival data rate at
the input port. Because of this, a single flow will never exceed an output port capacity,
thereby will never be able to cause contention as shown in Figure thus will never
generate congestion as well. Due to this, contention is only generated when two or more
input ports request the same output port as shown in Figure where the sum of both

flows data rate exceeds the output port capacity, making both flows to be slowed down.

Contention can occur without degrading significantly system’s performance. If con-
tention occurs sporadically, router buffers along the flow path will absorb accumulated
traffic in a lesser or greater extent, depending on the router buffer depth, avoiding ex-
cessive contention effects, thereby causing negligible network turbulence. However, in
case of contention to last for moderate or large amounts of time, buffers will quickly
filled, triggering the flow control to stop incoming flows from upstream routers, which
may cause those router buffers to be filled as well, thereby propagating this effect to
the rest of routers, spreading contention over the network starting from the first con-
tended router and creating branches due to the interaction of other data flows with the

congested flow as shown in Figure 2.3] When this happens, the network is congested.

Due to the negative impact of congestion, and also to the growing popularity of NoC-
based systems, the number of proposals for congestion management in NoCs has quickly
increased during the last years. Although some congestion-management mechanisms

have been proposed for bufferless NoCs, such as the one presented in [16], we focus on
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solutions intended to buffered NoCs, as our proposals have been designed for this type

of NoCs architectures.

Some works try to eliminate congestion by means of injection throttling, which cor-
responds to one of the “classical” approaches to congestion management. Injection
throttling essentially consists in to decrease the injection rate at sources to reduce the
network load, thereby alleviating or removing congestion. In [I7], authors propose a self-
tuning injection throttling-based mechanism which monitors the whole network buffers
occupancy to compare them with a self-tuned threshold which is in charge of deciding
whether to throttle traffic or not. Similarly, in [I8] authors proposed HAT, a more sophis-
ticated injection throttling mechanism. It works by classifying applications according
to the intensity of its traffic generated at sources. Then uses this classification in order
to decrease the injection rate only for the traffic generated by high network demanding
applications. Other approaches, instead of evaluating directly metrics collected from
the network to know the current network status, rely on more sophisticated mechanisms
in order to compute predictions. For instance, in [19], authors propose an end-to-end
flow control mechanism based on prediction-models to control the injection rate at the
source node. Predictions are computed in every router using its state and its neighbors
state. In order to exchange the necessary data for computing the prediction, routers im-
plement additional wires interconnecting them. However, all injection throttling-based
mechanisms suffer from the same issue. Like any control strategy based on closed-loop
theory, may present performance oscillations and become inefficient if source nodes react

too late.
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NoCs, as well as any other network, need to implement routing algorithms to deliver
traffic from a given source to any destination. NoCs in CMPs typically follow a 2D
regular mesh topology and are subjected to the simplicity paradigm to save area and
power. Thus, NoCs are typically provided with deterministic routing (Dimension Or-
der Routing, DOR) due to its simplicity and effectiveness. However, in order to deal
with congestion, some works propose to replace DOR by dynamic routing policies which
collect metrics from the network to offer alternative paths to route around congested
areas, thus increasing network performance. This adaptive routing approach is the basis
of solutions like RCA[20], which uses a composition of multiple global metrics collected
by means of piggybacking data into messages from the whole network to decide at
each router output port which message is forwarded through, so hotspots are avoided.
Similarly, in [21] authors propose to collect congestion information from the whole net-
work and to take routing decisions based on network status. However, both proposals
present similar potential drawbacks. In both mechanisms the congestion information
is collected by piggybacking the links status into the packets header, which, in case of
heavy-congestion situations, both mechanisms may collapse since the information used
to avoid congested areas is aggregated in the same messages that are congested, which
slows down the metrics delivery, causing the mechanisms to react too late. Additionally,
adapting the routes to avoid hotspots may result in moving the location of such hotspots
from one place to another, so the problem would remain unsolved. Moreover, avoiding
hotspots may be impossible if all the congested flows have the same target (e.g. the

memory controller).

Piggybacking metrics is an area-efficient strategy to deliver congestion-related data, but
it may lead to wrong or too delayed corrective actions. To solve this, other proposals im-
plement dedicated simple networks to avoid such delays. For instance, PARS, proposed
in [22], uses a dedicated network for sending congestion metrics based on the buffer state
at certain routers. Like RCA, PARS uses such metrics to select proper paths in order
to avoid hotspots. Although in this case the information is sent through the dedicated
network, the problems regarding unavoidable hotspots or “hotspot reallocation” may
still appear. Similarly, in [23] authors propose a token-based flow-control mechanism
which uses dedicated wires to send routers status information (token) which is used to
take routing decisions and bypass router pipelines. However, this proposal is focused on
reducing network latency by skipping routers pipelining, but not by facing congestion

harmful effects.

Depending on the intensity and persistence of congested flows, congestion may be prop-
agated very fast. Due to this, is key to detect it and react as fast as possible. However,
due to its stochastic intrinsic characteristics, congestion detection becomes challenging.
Most of the works rely on metrics related to the network or end-to-end latency. These
metrics measure the time spent for traversing the network from the source to the destina-

tion and the time spent from the data allocation at NIs to its arrival to the destination.
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Nevertheless, to keep track of these metrics typically requires these metrics to be deliv-
ered to the logic block in charge of reacting against congestion in case of being detected,
which may take several cycles. Probably, when the congestion is intense enough to sig-
nificantly affect the latency and, after the required time to deliver and evaluate those
metrics, as stated in [I7], it will be too late to react in time to avoid congestion from

affecting the system performance.

Being aware of this, other proposals face the congestion caused mainly by hotspots
by addressing it from a prediction-based approach. This is the case of [24], in which
authors propose HPRA, a hotspot-formation prediction mechanism. HPRA uses an
Artificial Neural Network-based (ANN) hardware that gathers buffer utilization data to
predict the formation of hotspots. Then, HPRA classifies the traffic into two classes:
hotspot-destined traffic (HSD) and non-hotspot-destined traffic (nonHSD). HSD traffic
is throttled at source while the nonHSD traffic is routed avoiding paths containing
hotspots routers. However, in the cases in which the ANN fails to predict hotspots, it
may redirect traffic to an unpredicted hotspot, causing an even worse degradation of the
system performance. Besides, HPRA suffers from the same metrics delivering issue of

previously described RCA.

Most congestion control proposals are focused in dealing with congestion, either by acting
over the injection rate or by dynamically routing traffic. However, regarding congestion
control, in this thesis we focus our work from a different point of view. We claim that
congestion is not a problem by itself but the real problem is the effects of congestion
over non-congested traffic due to the HoL-blocking effect. Acting over congested traffic
by reducing its rate is not an effective solution due to the oscillation effects described
previously because the interaction between congested and non-congested flows is only
alleviated, not solved, and to decrease the injection rate, even in a application-aware
manner, deliberately decreases the application performance. Acting over congested traf-
fic by detouring it (adaptive routing), can potentially reduce the interaction between
congested flows and non-congested ones, but only because the availability of alternative
paths. This strategy is not designed for this purpose, therefore, there is no guarantee of

performing in that way.

Because of this, from our point of view, there is a need to change the paradigm to
address congestion issues in NoCs. We show that an efficient HoL-blocking-avoidance
mechanism must explicitly identify congested flows in order to isolate them completely
and dynamically. A solution that follows a similar approach has been proposed in
[25]. Actually, authors propose two policies to map traffic flows to VCs: FVADA and
AVADA. Both proposals establish a correspondence between the output port requested
on the router z+1 and the output VC assigned in the router z (note this requires
lookahead routing). The main difference between both policies is that FVADA establishes
a direct and permanent correspondence between the requested output port and the

assigned VC, while AVADA starts establishing a direct correspondence but later this
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correspondence can be dynamically adapted, based on the output port load, making use
of a correspondence table (a CAM-based table). Note that, while FVADA is simpler to
implement, it requires exactly as many VCs as the router_radixz—1 value, thus depending
the number of required VCs on the router radix. Moreover, both policies require routers
implementing lookahead routing and a credit-based flow-control in order to quantify the
output port load and adapt their behavior when the load in a given VC is too high.
Note that neither FVADA nor AVADA are actually aware of which traffic flows are
contributing to a hotspot, as they only consider one hop (i.e. the next requested output
port) in the path of the messages, while hotspots may be located further away. Thus,
congested flows may still share queues with non-congested ones, thereby still causing

HoL-blocking in some degree.

Following the HoL-blocking removing paradigm, a more convenient approach is proposed
in [I5], where authors propose RECN (Regional Explicit Congestion Management), a
mechanism for isolating congested traffic for off-chip networks. Among the plethora of
proposals for congestion management in off-chip networks, RECN can be considered as
one of the most efficient as it completely prevents HoL-blocking while requiring a reduced
set of queues. However, adapting the RECN basics to NoCs requires a very different way
of implementing it, due to the tight limitations in area and power in this context. This
is the starting point of the congestion side of this thesis. Under the paradigm proposed
in RECN we propose a mechanism to deal with congestion by detecting congested flows
and isolate them into special queues. In this way, interaction between congested flows
and non-congested ones is avoided, hence removing the Hol. blocking effect as following
illustrated. In Figure[2:4]a router queue is depicted containing one congested message at
the top of the queue blocking the non-congested one. Qur proposal basically consists in
adding a special queue intended to isolate congested traffic while the other queue stores
non-congested one, as shown in Figure thus allowing this traffic to be forwarded

regardless the status of the congested traffic.



Chapter 2. Background and Related Work 19

2.2 Power Saving

2.2.1 Dynamic Voltage and Frequency Scaling

To deal with the growing demand of performance, manufacturers traditionally opted
by increasing the system clock frequency. This strategy has been a feasible solution to
speed up processors. However, current silicon technology imposes restrictions to this
approach since dissipated power scales exponentially with the frequency, making power
consumption completely unfeasible at high frequencies. As seen in Equation re-
ducing the frequency and the voltage decreases the power consumption significantly.
Because of this, one of the most extended strategies intended to decrease power con-
sumption is DVFS[3] (Dynamic Voltage and Frequency Scaling). DVFS takes advantage
of the resources underutilization to decrease the clock frequency opportunistically, which
has a direct impact on the power consumption. However, reducing the clock frequency
also decreases the system performance. Therefore, DVFS-based mechanisms analyze
applications requirements and adapt the clock frequency in order to meet these require-
ments, thus saving power when requirements are low. Nevertheless, to decrease the
frequency and voltage according to the application needs may generate additional is-
sues. To determine when to increase or decrease the frequency is critical since wrong
decisions adjusting the frequency may affect negatively to the performance and power

consumption.

A typical implementation of DVFS is composed of a metric collector/evaluator and a
voltage/frequency controller. The metric collector is the module in charge of collecting
different metrics representing the system utilization. These metrics are evaluated to
determine the relationship between applications requirements and system performance.
The goal of DVFS is to adjust the V&F in order to meet as fast and as close as pos-
sible the system performance with the application requirements in order to achieve the
maximum power savings without affecting significantly the application performance.
Therefore, becomes key to determine accurately the application requirements through a
proper metric (or metrics set). An example could be a mechanism that sends average
end-to-end latencies from each node to the collector which, after receiving all latencies,
evaluates whether the latencies are close to the network saturation point or not and

triggers a frequency increase/decrease respectively.

The V&F controller corresponds to the physical driver which sets the network voltage
and frequency. This controller is composed of the voltage regulator and the frequency
driver. The voltage driver is typically implemented by means of a DC-DC buck converter
which, at the same time is driven by a PWM/PFM controller as shown in Figure
setting the operating voltage according to the system needs. Regarding the frequency
controller, early implementations assumed voltage-controlled oscillators (VCO) as the

one implemented in the TT MSP430, which performs automatic and continuous frequency
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FIGURE 2.7: Voltage and frequency change process.

changes according to the operating voltage, allowing to keep the system running during
all the voltage transition. However, this type of controllers are not commonly used
in high-performance computing due to their frequency instability and inaccuracy at
high frequencies. In turn, recent frequency implementations rely in PLLs due to their
accuracy. However, in systems provided with PLLs to generate clock signals, first the
voltage controller increases its value and waits until the voltage is stabilized to ensure
the system stability and then the PLL changes its value to set the new frequency, which
takes a lapse of time in the order of us. To scale down the voltage and frequency, first the
frequency is decreased and then the voltage is downscaled as described in Figure 2.7
PLLs, contrarily to the VCOs, must wait for the frequency to stabilize. This delay
is called PLL lock time, and it is considered the main source of delay when raising
the frequency since, during this time, devices powered by the controller are completely
halted. These delays may affect negatively to the system performance, therefore, to
abuse of V&F changes may affect to the system performance, increasing the risk of

generating congestion in the NoC.

Voltage regulators can be implemented either on-chip or off-chip, depending on the
requirements they must satisfy. As described in Table on one hand, on-chip voltage
regulators are characterized by their speed as they are able to switch in the order of tens
of nanoseconds but they are very expensive in terms of area and its efficiency is lower
than off-chip VRs[9]. On the other hand, off-chip regulators, are able to switch in the
order of few milliseconds, which is two magnitude orders above on-chip VRs. However,

off-chip VRs, as are implemented outside the chip, the area spent to implement them
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Type Speed | Area | Efficiency
On-Chip | Fast | High ~80%
Off-Chip | Slow | None ~90%

TABLE 2.1: Voltage regulators comparison.

represents not a real issue, hence they are able to deliver huge amounts of power and

more efficiently to the chip.

As seen, current typical DVFS implementations incur in several us of delay. Neverthe-
less, there are other implementations as the one performed in the AsAP processor[26],
in which each processor can selectively switch from Vygp; to Vggr, and vice versa. As
this is performed by switching the current power source from the Vyqp; power grid to

the Vygro, V&F changes can be performed in the order of ns.

Regarding the metrics used in DVFS to evaluate the network performance, we dispose of
several metrics as the buffers usage, received data-rate, end-to-end latency, etc. However,
none of these metrics could be considered representative of the overall system state.
Other factors like congestion, unbalanced traffic patterns could turn these metrics useless
since may represent only a small portion of the overall system, potentially causing the
frequency to increase or decrease due to a small part of the network traffic. To solve
this, Voltage and Frequency Islands (VFIs) were proposed. VFIs create V&F (Voltage
and Frequency) domains containing part of the network and controlled by a dedicated
V&F controller. In this way, V&F of the nodes contained in each VFI are controlled
independently of the rest of the system and network utilization metrics are collected only
for these nodes. By doing this, V&F control granularity is increased so that the V&F
can meet more precisely application requirements, thus improving power-savings and
system performance. In this sense, most works drive the VFIs concept until its limits by
increasing the granularity to the router and even to the link level[27] 28] [29] [30] [31] [32].
These works, however, do not consider the overhead of having multiple voltage regulators
and PLLs for the various NoC components, not to mention the latency penalty due to
multiple clock-domain crossings. In fact, in [9], authors state that the area spent by
VRs is proportional to the power to be delivered and it is estimated that it is necessary
2mm? to deliver 1W of power. Therefore, to provide power enough to supply a core,
it is necessary almost the same area that the area spent by the core itself, which is not

practical[33].

Since on-chip and off-chip VRs, each one, exhibits advantages and drawbacks, a more
feasible approach of increasing the VF1Is granularity consists in to take advantage of both

by designing a mixed approach as proposed in [9], in which both VR types are used.

However, we are closer to the view of other authors that consider more practical to have
a single voltage and frequency domain for the whole NoC [34][35][36] [37].
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FIGURE 2.8: Power-gating implementation.

It is apparent that a fine-grain DVF'S approach would lead to better power savings, but
the implementation cost would be too high. For these reasons researchers explored a
middle ground that we can classify as coarse-grain NoC DVFS, in which either multiple
NoC planes (typically two planes) powered at different voltages and/or frequencies are

used [38][39], or routers that can individually choose between only two voltages are
employed [40].

2.2.2 Power-Gating

Advances in the integration scale not only come with the benefit of allowing to integrate
more and more transistors in the same area but also with decreasing the overall power
consumption due to the reduction of the capacitances of the circuitry. However, this
helps to decrease the dynamic component of power consumption caused by signal toggles
but it has negligible effects over the leakage power. As the technology goes further, the
importance of the leakage power grows similarly, leading to more works addressing this
challenge. The most extended mechanism to deal with the leakage power is power-
gating, which essentially consists in powering off unused devices or components, thereby
avoiding them to consume leakage power when they are not needed. A traditional power-
gating implementation is shown in Figure Q1 and Q2 are MOSFET transistors
which are driven by the sleep signal coming from the power-gating controller. These
transistors provide power from VDD and GND to the virtual power rails VDDV and
GNDYV respectively, which, in turn, supply power to the device or logic to be controlled.

To switch a device off and on is not for free. Due to the power-gating circuitry decoupling
capacitances and other factors, to switch on/off a device incurs in power overheads that,
in absence of power-gating mechanisms, would not exist. This power overhead depends
on the circuitry capacitances but also exhibits a linear direct relationship with the load

device power consumption.
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Because of this, in order to amortize this power overhead and achieve power savings,
the policy driving the power-gating mechanism must be carefully designed to avoid to
switch off devices unnecessarily. In this sense, the break-even point (BET) is defined as
the minimum amount of cycles a given device must be switched off in order to amortize
its switching on power overhead. Therefore, in order to achieve power savings, the

power-gating policy must guarantee to prevent to violate the BET.

Power-gating works, similarly to DVFS, also requiring to monitor each device to be
power-gated in order to collect status information to be able to take the decision of
switching it on/off or not. Similarly, power-gating granularity is an important fac-
tor when designing power-gating mechanisms. Some works bet on typical power-gating
mechanisms for NoCs in which whole routers are power-gated as in [41], in which authors
propose Router Parking (RP). RP works essentially by powering off routers associated
to sleeping cores. They use a centralized controller (Fabric Manager) which collects the
state of the network, takes the decisions of powering on/off each router and sends this de-
cision to each router. However, usually not all buffers in a given router are equally used
and to switch a whole router off decreases significantly the available paths to reach all
nodes, even causing some nodes to be unreachable under deterministic routing. There-
fore, switching a whole router off might be an overkill which can potentially decrease the
NoC performance unnecessarily. To solve this, the RP proposal reroutes traffic around
parked routers, which might increase latency and power. Authors propose 3 different RP
flavors: RP-A (aggressive) which parks as many routers as possible to improve power
savings, RP-C (conservative) which carefully selects a small set of routers to be parked,
and RP-Adp (adaptive) which selects between RP-A and RP-C dynamically depend-
ing on network utilization. This work achieves large power savings but to power whole
routers off makes the complexity of this proposal to increase due to the traffic detours

and the need to handle corner cases caused by network routing reconfiguration.

As to completely switching routers off incurs in several difficulties due to the loss of
connectivity, some works try to avoid this scheme by implementing alternative mecha-
nisms that guarantee minimum services. For instance, authors in [42] propose, instead
of switching the whole router off, to decrease the available number of Virtual Channels
(VCs) by switching some of them off when the traffic load is low. Other proposals stand
by switching off huge parts of the router and enabling bypasses, which are simpler,
thereby less power-hungry. An example of this is described in [43], in which NoRD is
proposed. NoRD consists in powering routers off but en