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Experimental design of dynamic model–based damage

identification in piezoelectric ceramics
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bMecánica de Medios Continuos y Teoŕıa de Estructuras, Universidad Politécnica de

Valencia, Spain

Abstract

A model–based inverse problem strategy is proposed for damage character-
ization, starting from the electromechanical response measurement as input
data, and incorporating a numerical model that simulates the piezoelectric
response. Furthermore, a sensitivity analysis is developed to provide a ra-
tional basis to correctly design the excitation/measurement system. The
model–based inverse problem is solved by minimizing a cost functional using
genetic algorithms. The cost functional or discrepancy is defined as the L–2
norm of the difference between experimental and simulated measurements.
The latter are obtained by solving the forward problem, using a novel 2–D
dynamic piezoelectric finite element. The effect of measurement noise and
model uncertainties is studied in detail through a sensitivity analysis, where
a sensitivity factor is defined and implemented. The proposed inverse prob-
lem strategy reconstructs the defect characteristics with sufficient precision,
under realistic levels of noise.

Keywords: Inverse problem, damage identification, piezoelectrics, finite
element method, genetic algorithms

1. Introduction

Piezoelectric ceramics have recently become one of the most used ma-
terials for all types of electromechanical systems. However, the presence
of defects can prevent them from safely fulfilling their function. Many nu-
merical, analytical and experimental works have recently being developed to
understand the piezoelectric behavior in the presence of damage, but very
few are aimed at locating these defects.
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Kuna (2010) and Schneider (2007) review, respectively, analytical and
experimental studies on piezoelectric materials in the presence of defects
and conclude that defects strongly alter the electric and mechanical fields,
inducing high stress and electric fields concentrations around the defect.

In order to simulate the basic behavior of piezoelectric ceramics from a
numerical point of view, two alternative Finite Element Method (FEM) for-
mulations emerged: scalar, Allik and Hughes (1970), and vectorial, Landis
(2002). The first uses four degrees of freedom per node (three displace-
ment and the scalar potential or voltage), while the second uses six (three
displacements and three for the vector potential). For the solution of the In-
verse Problem (IP), the scalar is better than the vectorial formulation, since
in the laboratory it is easier to measure voltages than vector potentials.

The identification IP has been recently applied to evaluate the elastic,
dielectric and coupling properties of piezoelectric ceramics. For example,
Kaltenbacher et al. (2006) defined a Cost Functional (CF) as the difference
between electric impedances measured in laboratory and those obtained solv-
ing the forward problem by FEM. Also, Rúız et al. (2004) used a similar CF
which was minimized using Genetic Algorithms (GA).

Also, the characterization IP was applied to locate defects in a PZT–4
plate under the plain strain assumption in Rus et al. (2009) and Palma et al.
(2009). In these works, the CF was defined as the discrepancy between two
measurements. The first was numerical, obtained by solving a forward prob-
lem by the FEM developed in Pérez-Aparicio et al. (2007). The second was
experimental, simulated by adding stochastic noise from a Gaussian function
to the first. Note that real experiments were avoided in order to carry out
a real analytical Sensitivity Analysis (SA). The analysis concluded that the
IP solution strongly depends on the noise level on the experimental mea-
surement. This conclusion was also reached by Tarantola (2005), where the
inversion theory under a probabilistic formulation was examined to explain
the robustness of the inversion. Finally, in Rus et al. (2009) the CF was
minimized by GA, an heuristic optimization technique from Goldberg, D.
E. (1989), and by BFGS, a gradient–based algorithm, see Dennis, J.E. and
Schnabel R.B. (1983). Both algorithms were compared, concluding that GA
shown a more robust convergence.

In the present work, a model–based inverse problem strategy is proposed
for damage characterization, starting from Palma et al. (2009) and consid-
ering dynamical responses. To this end, a novel 2–D dynamic piezoelectric
finite element based on scalar formulation is developed and implemented in
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the computer FEM code FEAP (see Taylor (2003)). The CF is minimized
using GA, since this technique requires a significantly smaller (compared to
gradient–based methods) amount of data for complex problems, while attain-
ing global convergence. Another goal of this work is to find which excitations
and measurements provide the optimal monitoring setup, so that the IP so-
lution yields a satisfactory damage characterization under realistic levels of
error. Note that the final error is assumed to be a combination of the er-
rors in: i) measurements (noise), ii) uncertainties in the physical properties
and in the geometrical parameters of the model (model uncertainties), iii)
the FEM and iv) the GA computations. For the mentioned setup, the SA
of the IP is computed with a Taylor expansion and with the developments
of Palma et al. (2009), that yield an expression for the IP sensitivities with
respect to model uncertainties. The last two formulations are combined to
find the relationships between model uncertainties and measurements on one
side, and IP solutions on the other. This relationships will allow to find the
variables that influence in a higher degree on the final error level.

Section 2 presents the piezoelectric governing equations and the FEM
used to solve them, and subsequently the IP approach. Section 3 analyzes
the possible monitoring configurations and the IP results, while Section 4
summarizes the observations and the obtained conclusions.

2. Methodology

The problem of nondestructive damage characterization is solved by a
model–based IP approach that consists of two steps: i) excitation of the
system applying mechanical or electrical loads, and ii) measurement of the
response (displacements or voltage). The issues that play a role in the IP are
summarized in Figure 1, and are explained in detail in this section.

2.1. Forward problem

The system is a specimen of PZT–4 ceramic of dimensions Lx = 60×Lz =
60 [mm] and arbitrary thickness, which is modeled by a plain strain FEM
formulation. In order to generate scalable results, the remaining dimensions
(damage characteristics) are set relatively to the former, therefore they are
non–dimensional and generic.

Piezoelectric equations relate displacement u = (u, v) and voltage φ,
strain S and field E, stress T and induction D for the mechanical and elec-
tric energies respectively, all of them in a coupled manner. The standard and
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Experimental
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Parameters=p
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Figure 1: Issues scheme for the solution of the model–based Inverse Problem

uncoupled equilibrium equations are the Cauchy and Gauss’ law,

∇ · T + f = ρü, ∇ · D = ρΩ (1)

where f are the external mechanical forces, ρ is the mass density and ρΩ

are the volume density of electric charges. The also standard compatibility
equations: small deformation and Faraday’s law ∇× E = 0,

S = ∇su, E = −∇φ (2)

This set is well–posed if the proper Neumann and Dirichlet boundary condi-
tions are prescribed,







T · n = t

u = ū

,







D · n = ρΓ

φ = φ̄
(3)

where t is the surface traction vector and ρΓ is the surface density of electric
charge. The coupling is introduced by the constitutive equations, assuming
linear behavior,

T = cE : S − et · E, D = e · S + βT · E (4)

The elastic cij , dielectric βTij (measured at constant stress) and coupling gij
constants are summarized in Table 1.

The resulting 2–D, plain strain model is solved using a FEM formula-
tion based in another one developed by the authors in Pérez-Aparicio et al.
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c11 c12 c13 c33 c44
Elastic constants [TPa−1] 10.99 -5.36 -2.22 8.24 20.16

g31 g33 g15

Coupling constants [MF/m] -10.691 25.111 37.981
βT

11
βT

33

Dielectric constants [mC] 76.6 86.9
ρ

Density [kg/m3] 7500

Table 1: Material constants for the PZT–4 plate.

(2007), implemented in the research code FEAP, see Taylor (2003). The main
characteristic of this method is the discretization of the basic unknowns,

u = Nau → S = BS au

φ = N aφ → E = BE aφ

(5)

where N are isoparametric shape functions, au and aφ the nodal values of
the basic unknowns, BS = ∇SN the symmetric part of the mechanical com-
patibility matrix and BE = ∇N the electric compatibility matrix. Since the
excitation used in this paper is dynamic, mechanical mass terms are added
to the matrix equations,





M 0

0 0











ü

φ̈







+





Kuu Kuφ

Kφu Kφφ











u

φ







+







fu

fφ







=







0

0







(6)

where the stiffness matrices are defined as,

Kuu =

∫

Ω

BScEBS dΩ, Kuφ =

∫

Ω

BSetBE dΩ

Kφu =

∫

Ω

BEeBS dΩ, Kφφ = −
∫

Ω

BEǫSBT dΩ

(7)

and the mass matrix,

M =

∫

Ω

BSρBS dΩ (8)
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Figure 2: Experimental configurations of excitation–measurement

Two different forces are defined: the mechanical one and the electric field
sources,

fu = −
∫

Ω

BSf dΩ −
∫

Γ

BSt dΓ, fφ =

∫

Ω

BEρΩ dΩ −
∫

Γ

BEρΓ dΓ

(9)
The transient response is solved by the Newmark-β algorithm that re-

quires two user–chosen parameters: β to control stability and γ for numeri-
cal dissipation. According to Zienkiewicz et al. (2005) and for the linearity
assumed in this work, this algorithm is unconditionally stable when γ = 0.5
and β = 0.25.

2.2. Measurement

The selected excitation/measurement alternative configurations are sum-
marized in Figure 2. The excitation can be mechanical or electrical in
two perpendicular directions (four excitation combinations: Txx, Tzz, Ex,
Ez), while the measurements along the lower boundary can be mechani-
cal, electrical or combinations of both (seven measurement combinations:
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Figure 3: Load time history

u, v, u|v, u|φ, v|φ, u|v|φ and φ).
The excitation is modulated in the time–domain by a pulse defined by

a gaussian frequency spectrum, in turn characterized by a central frequency
and a bandwidth, which simulates the typical response of piezoelectric actu-
ators. In this work, the central frequency is fixed at 200 [kHz] in order to
generate several wavelengths within the specimen, whereas the bandwidth is
fixed at 50 % of the central frequency,

σ(t) = 103f(t) [Pa], φ(t) = 106f(t) [V]

where f(t) is a dimensionless load history constructed from a frequency do-
main, as shown in Figure 3. The signal time origin is shifted three periods
ahead of the maximum amplitude.

The numerically measurement of the response is denoted by ψNUM =
(uNUM , φNUM), and are obtained solving the forward problem, whereas the
experimental one is denoted by ψEXP . No laboratory experiment has been
carried out, therefore it is simulated by:

ψEXP = N(µψNUM , σ) (10)

where the normally distributed stochastic process N generates random num-
bers with: a Gaussian distribution with mean µψNUM , obtained through the
solving of the forward FEM problem and a standard deviation σ. The latter
is monitorized to study the influence of noise in the final identification.
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2.3. Cost function

The Cost Functional (CF), also called objective function, is defined as
the L–2 norm of the difference between the experimental measurements and
those simulated by the numerical procedure, and integrated over the time
period interval T . An alternative definition of the measurements is proposed,
since some measurements have large relative variations along the measured
surface. In this definition, the measurements of the same magnitude are
normalized by the root–mean square (RMS) of the experimental reading by
ψ

′EXP
i = ψEXPi /RMS(ψEXPi ) and ψ

′NUM
i = ψNUMi /RMS(ψEXPi ),

f =
1

2NiT

∫

T

Ni
∑

i=1

(

ψ
′EXP
i − ψ

′NUM
i

)2

dt (11)

where Ni is the number of measuring points (in this work, Ni = 25) and
T = 30 [µs], to capture the the development of the main excitation bang
plus the return of the fastest mechanical wave.

When genetic or other heuristic search algorithms are used for the mini-
mization, an alternative form of the CF is defined, improving the algorithm
convergence, as argued by Gallego and Rus (2004),

fL = − lg (f + ε) (12)

where ε is a small nondimensional constant (here ε = 10−16) that ensures the
existence of the logarithm when f vanishes.

2.4. Parametrization

The location or identification problem can be mathematically formalized
as a minimization problem of the CF, then a parametrization of the output
is needed. This parametrization consists on defining a set of parameters that
sufficiently characterizes the defect, and that become the damage parameters
and the result of the IP. The defect is here modeled by a circular cavity with
impermeable boundary conditions, see Ou and Chen (2003).

Being this a location and sizing problem, the working parameters are
chosen to be the coordinates of the center x0, z0 and the radius r of the
cavity, grouped in p = {x0, z0, r}, see Figure 4. The objective final position
of the the defect is stored in p̃.

In order to improve the search algorithm stability, dimensionless alter-
natives to p have been defined. They facilitate a linear mapping along a
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Figure 4: Experimental configuration for the location and sizing of a defect

unitary range of values pd ∈ [0, 1] to the physical range of allowed values of
p, according to the relationship,

pd =
p− pmin

pmax − pmin
(13)

The simulation of experimental measurements corresponds to the case of
a cavity with radius r = 20% of the smallest side, whose center is locate at
the non–dimensional coordinates x0 = 70%, y0 = 40%.

2.5. Inverse problem

The Inverse Problem (IP) can be mathematically understood as a mini-
mization problem (see Figure 1),

min
pd

i

f(pd) (14)

Genetic Algorithm (GA), see Goldberg, D. E. (1989), are employed in
this work for the minimization of the CF to obtain the IP output (see Figure
5). In Palma et al. (2009), it was concluded that GA guarantees convergence,
whereas gradient–based algorithms strongly depend on the initial guess to
be provided. After the redefinition of the CF, the IP solution is obtained as,

max
pd

i

fL(pd) (15)
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Figure 5: Flow chart of the inverse problem solution by Genetic Algorithms. Np: number
of individuals in population; Ng: number of generations; Pt: probability of tournament;
Pc: probability of crossover; Pm: probability of mutation; Sm: scale of mutation.

2.6. Sensitivity analysis

The Sensitivity Analysis (SA) permits to understand how model uncer-
tainties and measurement noise affect to the error in the location of the
defect. Therefore, SA closes the theory that governs the total error in the IP
of damage characterization.

Consider the time–dependent relationship that represents a physical model:

ψi = ψi(ξj, pk, t) (16)

where, according to the error theory, ψi are the i dependent or observable
variables, ξj are the j = 1, ..., Nξ independent or random variables and pk are
the k = 1, ..., Np damage parameters. From the SA theory, it is possible to
establish a multilineal relationship as a first approximation (hypothesis vali-
dated by Rus et al. (2009)), which corresponds to a Taylor series expansion
approximation of several variables,

ψi(t) ≃ θi0(t) +

Nξ
∑

j=1

θij(t)ξj +

Np
∑

k=1

θik(t)pk +O(ξ2

j ) +O(p2

k) (17)
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where θij are the regression coefficients, that approximate the Taylor expan-
sion and can be interpreted as indicators of the relevance of each random
variable ξj with respect ψi,

θij(t) ≈
∂ψi(t)

∂ξj
, θik(t) ≈

∂ψi(t)

∂pk
(18)

These regression coefficients can be calculated by finite differences, as it was
reported in Rus et al. (2009).

Assuming that the simulated and experimental measurements can be ex-
pressed by (17) and that the random variables are probabilistic magnitudes,
the following relationship between experimental and theoretical measurement
is obtained,

ψEXPi (t) ∼ N



µψi
(t),

√

√

√

√

Nξ
∑

j=1

θ2
ij(t)σ

2

ξj
+

Np
∑

k=1

θ2

ik(t)σ
2
pk



 (19)

where the multiple linear regression approximation is introduced, together
with the error propagation theory.

Equation (19) can be normalized to,

ψEXPi (t) ∼ ψNUMi (t) +

√

√

√

√

Nξ
∑

j=1

θ2
ij(t)σ

2

ξj
+

Np
∑

k=1

θ2

ik(t)σ
2
pk

N (0, 1) (20)

if the error of the numerical response is neglected in comparison to the the-
oretical one µψ(t).

Introducing (20) in (11) and the following weighted squared sum of nor-
mally distributed processes is recalled to follow a Ξ-square distribution,

∫

T





Nξ
∑

j=1

θ2

ij(t)σ
2

ξj
+

Np
∑

k=1

θ2

ik(t)σ
2

pk



N (0, 1)dt

∼ χ2





Nξ
∑

j=1

∫

T

θ2

ij(t)σ
2

ξj
dt+

Np
∑

k=1

∫

T

θ2

ik(t)σ
2

pk
dt



 (21)

the expected value of the cost function f is given by,

µf =
1

2NiT





Nξ
∑

j=1

λj +

Np
∑

k=1

λk



 (22)
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where λj and λk are scalar sensitivity factors that depend on the regression
coefficients and on the standard deviation of the variable i,

λj =

Ni
∑

i=1

∫

T

θ2

ij(t)σ
2

ξj
dt, λk =

Ni
∑

i=1

∫

T

θ2

ik(t)σ
2

pk
dt (23)

2.7. Impossible configurations

In order to avoid impossible configurations, the position of the center of
the defect has been defined by nondimensional values, fitting a range defined
by a margin equal to the defect semi–length plus 5% of a representative
specimen dimension. This prevents the mesh around the cavity from crossing
the solid domain and also avoids quasi–singularities and mesh distortions due
to proximity of the cavity to the boundary.

3. Results

3.1. Simulated measurements

In order to validate the numerical results, two studies on convergence are
developed. Figure 6 shows the FEM convergence when the mesh is refined
(top) and when the sampling rate is reduced (bottom). These studies permit
to choose a compromise between admissible numerical errors (due to mesh
size and sampling rate) on one side, versus computational cost on the other.

Figure 7 shows the simulated measurements by FEM for cases without
damage and with two levels of damage (defect–sizes r), keeping the position
equal to the real one (x0 = 70% and y0 = 40%). The combination Ez
versus φ is not plotted because the setup is meaningless. It is observed
that measurements from the Txx excitation are a priori the least sensitive to
damage.

3.2. Inverse problem

In this section, the CF is represented as a starting point in the study
to find the optimal excitation/measurements configurations. Figures 8 to
10 show slices of a 4–D space. Note that the defect is represented by three
parameters (damage parameters), the CF is a warped surface not easy to
visualize. Therefore, two parameters are used, leaving the remaining one
fixed at the true value. The CF is computed simulating measurements with
a 10% gaussian error. As it is observed in the figures, the CF exhibits several
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Figure 7: Simulated measurements for all excitation/measurements configurations at t =
15µs
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local minima, especially visible in all x0 − y0 plots for the Ex excitation and
measurements containing φ. Furthermore, some damage parameters show a
strong dependency, for instance x0 to r under Txx excitation. This is due to
the fact that combinations of x0 and r along the valley yield similar response
and low CF values, and it is difficult to decouple these values (i.e., find the
local minima). Finally, very small defects r ≈ 0 invariably yield low CF
values, indicating a low limit to the detectable defect when noise is present.

3.3. Search algorithm convergence

In this section the search algorithm is studied, adjusting the GA param-
eters to achieve a computational efficiency and to guarantee a good conver-
gence.

Figure 11 shows the evolution of the best individual and the population
mean versus each generation. To ensure that the solution does not converge
to a local minimum, genetic diversity was injected by the mutation and
crossover parameters.

In order to perform the convergence analysis, the distance between the
parameters that characterize the real and the calculated defects are defined
by the following norm,

d =

√

∑N

i=1
(p̃i − pci)

2

∑N

i=1
p̃i

(24)

Figure 12 shows the number of generations versus the population size. To
guarantee the convergence to a global optimum, while establishing a compro-
mise between IP error and computational cost, the GA selected parameters
are shown in Table 2.

Parameter Value

Population size 10
Number of generations 40
Probability of crossover 0.80
Probability of mutation 0.10
Probability of selection 0.70

Table 2: Parameters used for the Genetic Algorithm search
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Figure 8: CF as a function of defect parameters
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Figure 9: CF as a function of defect parameters
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Figure 10: CF as a function of defect parameters
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Figure 11: Evolution of the Genetric Algorithm for: 5 individuals, 40 generations (left),
and 10 individuals, 200 generations (right)
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3.4. Sensitivity analysis

In this section, a SA based on the θij(t) and θik(t) functions from (18)
and sensitivity factors λ from (23) is performed.

Figure 13 and Figure 14 show the approximation by finite differences of
the regression coefficients between measurement values and: i) model param-
eters (Figure 13) and ii) damage parameters (Figure 14). The variation in
shape and value of these curves is an indicator of the measurement sensitivity
to each system uncertainty or to each working variable, respectively.

Figures 15 and 16 show the sensitivity factor λ for a set of possible ex-
citation/measurement configurations. This value succinctly quantifies which
parameters are responsible to the largest extent of the error in the identifi-
cation. The model parameters related to smaller λ values need to be known
with high precision, since they will affect the CF to a larger extent, and can
falsify the final solution, if they are too large. On the other hand, the damage
parameters related to larger λ values are candidates to be known with low
precision, since they are clearly dependent on changes in the CF.

Since not all possible defects have the same identifiability, i.e. different
defect locations and sizes may generate variable sensitivity factors λ, a statis-
tical interpretation of the sensitivity has been developed using a Monte Carlo
algorithm (MC). Assuming that the defect characterization parameters are
uniformly valued stochastic variables (non deterministic), the sensitivity fac-
tor λ is also an stochastic variable. The probability density function of λ can
be calculated using MC, but this algorithm involves many finite differences
and FEM computations. Therefore, a Latin Hypercube sampling is adopted
to reduce the size of the computation to 100 samples (which reduces the
error in the mean estimate to 1/

√
100 = 10% of the standard deviation).

Furthermore, the Latin Hypercube sampling is optimized by the correlation
criterion with 1000 iterations. The percentile 5 of the probabilistic distribu-
tions is estimated as a pessimistic estimate of the sensitivity.

The MC results are shown in Figures 17 and 18. These figures are in
agreement with the deterministic ones for the selected experimental configu-
rations.

To numerically compare the former sensitivities, Table 3 summarizes the
estimator Λ between the sum of model sensitivities λj multiplied by the com-
bined inverse damage sensitivity λk. The last term is included since higher
damage sensitivities correspond to better and higher overall sensitivity.
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Figure 13: Measurement sensitivity to mechanical/geometrical model parameters
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Figure 14: Measurement sensitivity to damage parameters
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Figure 15: Calculated λ sensitivity factors against model parameters
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Figure 16: Calculated λ sensitivity factors against damage parameters
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Figure 17: Density function of calculated λ sensitivity factors against model parameters
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Figure 18: Density function of calculated λ sensitivity factors against damage parameters
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Λ−1 =
∑

j

λ−1

j

∑

k

λk (25)

Tx Tz Ex Ez

u 43.4 314.9 31.5 32.7
v 63.2 576.7 120.9 61.1

u|v 46.7 446.6 38.1 44.1
u|φ 46.1 143.4 33.7 32.7
v|φ 47.3 151.3 37.9 61.1
u|v|φ 46.6 155.8 35.8 44.1
φ 46.8 138.5 34.8 -

Table 3: Estimator Λ between combined model sensitivity λj and damage sensitivity λk

for each excitation/measurement setup.

Two conclusions are obtained. The first, geometrical properties Lx, Lz,
density ρ and the main elastic constant s11 should be known with higher
precision for most experimental setups, since their uncertainties maximally
affect the cost functional. The second, horizontal position x0 will be recov-
ered with slightly higher precision than the remaining parameters, according
to the λ sensitivity factor. The intersection of both conclusions makes Ex
followed by Tzz excitations with either voltage φ or normal displacement v
(and possibly their combination u|w|φ) measurement the best monitoring
system setup. The representative combinations with better identifiability
are highlighted in Table 3.

3.5. Excitation design

The choice of excitation time dependency is defined by the excitation
values: i) central frequency f , ii) bandwidth b and iii) the time T of excitation
and measurement. The optimal design, in the sense of maximal sensitivity to
damage parameters and minimal sensitivity to model uncertainties, is studied
through the evolution computation of the respective λ sensitivity factors.

Figure 19 shows the λ sensitivity to model parameters (top) and to dam-
age parameters (bottom) versus the excitation values. The choice f = 200
[kHz], b = 50%f and T = 30[µs] is justified by the trade–off between high
sensitivity to damage parameters and low sensitivity to model parameters.
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Figure 19: λ sensitivity to model parameters (top) and to damage parameters (bottom)
versus excitation values (ase of excitation Ex and measurement u)

Furthermore, this choice is supported by the following physical interpreta-
tion: the T allows the fastest mechanical wave to travel and return along the
specimen, carrying information about the defect to the measured surface. On
the other hand, the f value is physically supported by the fact that corre-
sponds to a wavelength of the sample damage diameter order of magnitude,
about 1/6 of the specimen size. The chosen b adopts a typical value used in
standard ultrasonic probes.

3.6. Error sources

The final error in the recovered parameters is assumed to be a combination
of the measurements error, of that of the mathematical model that simulates
the experimental system, and of the inversion algorithm error. The objective
of this section is to provide a quantifier of the latter.

The error in the inversion algorithm can be estimated by a statistical
analysis of the reconstructed parameters imposing that the other two er-

28



0 50 100
0

0.5

1

1.5

P
ro

ba
bi

lit
y 

D
en

si
ty

Defect position,  x
O

 [% specimen]
0 50 100

0

0.2

0.4

0.6

0.8

P
ro

ba
bi

lit
y 

D
en

si
ty

Defect position,  z
O

 [%]
0 50 100

0

0.2

0.4

0.6

0.8

P
ro

ba
bi

lit
y 

D
en

si
ty

Defect position,  x
O

 [% specimen]
0 10 20

0

0.2

0.4

0.6

0.8

1

P
ro

ba
bi

lit
y 

D
en

si
ty

Defect radius,  r [%]

Search on parameters [x0, z0] Search on parameters [x0, r]

0 50 100
0

0.2

0.4

0.6

0.8

1

P
ro

ba
bi

lit
y 

D
en

si
ty

Defect position,  z
O

 [%]
0 10 20

0

0.5

1

1.5

P
ro

ba
bi

lit
y 

D
en

si
ty

Defect radius,  r [%]
0 50 100

0

0.01

0.02

0.03

0.04

0.05

0.06

P
ro

ba
bi

lit
y 

D
en

si
ty

Defect position,  x
O

 [% specimen]
0 50 100

0

0.01

0.02

0.03

0.04

P
ro

ba
bi

lit
y 

D
en

si
ty

Defect position,  z
O

 [%]
0 10 20

0

0.02

0.04

0.06

0.08

0.1

0.12

P
ro

ba
bi

lit
y 

D
en

si
ty

Defect radius,  r [%]

Search on parameters [z0, r] Search on parameters [x0, z0, r]

Figure 20: Statistical distribution of reconstructed parameters. First three figures: two–
parameter search. Last figure: three–parameter search

ror sources are zero. This can be achieved using directly as experimental
measurements those produced by the computational model, without adding
neither simulated noise nor model uncertainties.

Figure 20 shows the statistical distribution of the working parameters for
search cases with various combinations of parameters as unknown, leaving
the remaining as known at the true values. The experimental setup adopted
here is the case of a mechanical excitation at the right side and measurement
of electric potential. The graphics include, in addition to the true value, the
values obtained in ten realizations of the search, their histograms and the
best fitting gaussian curve.

Also, Figure 21 shows the correlation between the final CF (i.e. for the
reconstructed parameters) and the standard deviation of the material con-
stants within ten realizations of the search.
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Figure 21: Reconstructed parameters versus cost functional. First three figures: two–
parameter search. Last figure: three–parameter search
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3.7. Effect on working parameters

The influence of the partial results from the reconstructed defect error
shown above is verified in Figures 22 to 25, that plot distance between real
and reconstructed damage parameters, versus system uncertainty levels.

These relationships are computed for selected excitation/measurement
configurations, and for several combinations of working parameters, with the
aim of quantifying the final identifiability of damage parameters in relation-
ship with the experimental configuration. The distance in the reconstructed
damage is estimated by its mean and standard deviation for three realiza-
tions of model parameters and full GA searches for each realization. The
prohibitive computational cost of this nested set of computations fully justi-
fies the need for the time–domain sensitivity factor λ presented in this paper.
Figure 26 shows that the sensitivity estimator Λ allows to successfully differ-
entiate the experimental setups with best distance to uncertainty ratio.

These figures corroborate the fact that Tzz followed by Ex excitations with
either normal displacement v or potential φmeasurements (and possibly their
combination u|w|φ) are the best monitoring system setups. The choice of the
best single setup depends on the precision attained in each excitation and
measurement. For instance, simpler and higher precision measurement of
potential φ than displacement v may compensate a lower Λ for the overall
error.

Simulating uncertainties directly as a gaussian noise applied to the mea-
surements is recently becoming standard practice in inverse problem research.
But no proper justification of their magnitude or probability distribution
exists. Therefore, the analysis of uncertainties introduced in the model is
compared in Figure 27 to an equivalent analysis with uncertainties intro-
duced directly on the measurements. This is to verify whether the trends are
consistent.

The assumption that implies that noise can be simulated in a gaussian
distribution over measurements appears not to be fully consistent with noise
originated from uncertainties in the model, in the sense that their distribution
is not independent. Hence, the effect of noise on the number of measurements
is not captured correctly by the simplification (see the difference from the
measurement of u with those of u|w|φ, in Figure 22 and Fig. 27.).
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Figure 22: Damage distance versus model uncertainties (1 of 4)
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Figure 23: Damage distance versus model uncertainties (2 of 4)
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Figure 24: Damage distance versus model uncertainties (3 of 4)
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Figure 25: Damage distance versus model uncertainties (4 of 4)
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Figure 26: Correlation between sensitivity estimator Λ and the average solution distance
for 3% model uncertainty.
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Figure 27: Distance of the damage versus noise in measurements, for the search of [x0 y0

r].
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4. Discussion

An inverse problem strategy is defined and tested, capable of identifying
and characterizing a cavity–type defect in a piezoelectric plate. Model param-
eter uncertainties as well as measurement noise are present. To quantify the
level of certainty of every parameter, a sensitivity analysis is developed, in-
troducing and implementing a factor λ. This indicator quantifies the damage
parameters most sensitive to both uncertainties and noise. The sensitivity
analysis also permits the determination of the model parameters that require
higher precision to control the reconstruction error.

In order to design a robust monitoring technique, the choice effect on
the excitation/measuring type is studied based on the sensitivity factors.
From the point of view of uncertainty, the electrical excitation transverse
to the polarization direction (either with normal displacement or potential
measurements), is identified as the best monitoring system setup. These
setups combine a moderate sensitivity to uncertainty in model parameters.

It is concluded that, by applying the proposed modified model–based in-
verse problem strategy, it is possible to reconstruct the defect characteristics
with sufficient precision, under realistic levels of measurements noise and in
the presence of uncertainties in the specimen model.
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