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Abstract

Scientific Workflows (SWFs) are widely used to model processes in e-Science. SWFs are executed by means of Workflow Management Systems (WMSs), which orchestrate the workload on top of computing infrastructures. The advent of cloud computing infrastructures has opened the door of using on-demand infrastructures to complement or even replace local infrastructures. However, new issues have arisen, such as the integration of hybrid resources or the compromise between infrastructure reutilization and elasticity. In this article we present an ad-hoc solution for managing workflows exploiting the capabilities of cloud orchestrators to deploy resources on demand according to the workload and to combine heterogeneous cloud providers (such as on-premise clouds and public clouds) and traditional infrastructures (clusters) to minimize costs and response time. The work does not propose yet another WMS, but demonstrates the benefits of the integration of cloud orchestration when running complex workflows. The article shows several configuration experiments from a realistic comparative genomics workflow called Orthosearch, to migrate memory-intensive workload to public infrastructures while keeping other blocks of the experiment running locally. The article computes running time and cost suggesting best practices.
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1. Introduction

Initially proposed in the business context, workflows were adopted by e-Science to model its applications. The execution of these workflow applications comprises many details. A typical workflow is composed of hundreds of tasks that must be executed in a coordinated way. Moreover, all these tasks must be submitted to specific computing resources and the required inputs must be made available to the application. In data intensive applications, the staging of the input files could require transferring huge amounts of data between resources. In a complex scenario like this one, it is possible to identify several single points of failure: the reception of user inputs, the data transfer between tasks, task executions, hardware crashes, etc. Thus, in these cases it is necessary to carry out actions for resuming the execution, such as retrying the data transfer, rescheduling the task or resetting the resources. Software in charge of dealing with all these aspects are called Workflow Management Systems.

As new computing paradigms emerge and infrastructure evolve, so do the WMSs that support these computing back-ends. Traditionally, Scientific Workflow Applications have been extensively deployed in high performance computing infrastructures, such as powerful clusters and supercomputers. Later, a highly distributed infrastructure, the Grid, appeared as an alternative to traditional approaches. In the last years, a new distributed computing paradigm, Cloud Computing, has appeared as another viable [1] platform for running scientific applications. Some of their main features, such as rapid elasticity, resource pooling, and pay per use, are well suited to the nature of scientific applications that experience a variable demand during its execution. In fact, a typical scenario involves the execution of a scientific workflow whose stages or phases have different computational requirements and therefore, a single infrastructure cannot deal with the whole workflow. In order to avoid outsourcing the whole workflow to external resources for a high cost, it is crucial that WMSs offer multi-platform support where only certain parts of the workflow are migrated to external resources. In order to achieve it, legacy WMSs have been updated to support multiple platforms
for the execution of workflow applications, but they cannot benefit from all the features that the cloud computing provides. This is because most legacy WMSs are derived from grid computing projects and thus are optimized for grids [2]. On the other hand, new generation WMSs normally are focused on fully supporting a small number of cloud computing providers and ignore older computing platforms (i.e Grid, cluster and supercomputers). So, in this work we demonstrate how a multi-platform WMS can be developed on top of a cloud orchestration system for executing SWFs on a heterogeneous computing environment (such as on-premise clouds, clusters and public clouds). It is important to remark that the aim of this work is not to provide yet another WMS, but to show the usefulness of cloud orchestrator systems for running complex workflows. As such, the cloud orchestrator used in this work allows on-demand and automatic infrastructure deployment depending on the workload. The infrastructures are contextualized according to the user’s requirements and it is possible to use any Virtual Machine Image (VMI) from any source. Based on this, the paper’s contributions are evaluated using, as use case, a realistic comparative genomics workflow called Orthosearch with different configurations. These scenarios suggest best practices for minimizing costs and running times.

The remainder of the paper is structured as follows. Firstly, Section 2 offers an overview of the related work found in the literature. Afterwards, Section 3 explains in detail the design of the multi-platform WMS and the cloud orchestrator system. Then, Section 4 introduces the use case for the experiments, the bioinformatics pipeline called Orthosearch. Section 5 explains the different experiments carried out with our WMS as well as an exhaustive analysis of the results. To sum up, conclusions and future working lines are discussed.

2. Related work

Due to the crucial role that workflow applications play in the scientific community, most current WMSs were developed to enable the execution of these applications in grid computing platforms. When the Cloud Computing became mainstream, legacy WMSs were extended to support it while new WMSs were developed around this new paradigm. Although the aim our work is not to offer another yet WMS but an execution system that can be abstracted from WMSs, related work can only be found in the state-of-the-art WMSs. Moreover, given the impact of the cloud computing paradigm in
the WMS landscape, we split them into two categories: pre-cloud era WMSs and post-cloud era WMSs.

The following ones belong to the pre-cloud era:

ASKALON [3] is an application development and computing environment whose aim is to simplify the execution of applications that can benefit from the potential of Grid and Cloud infrastructures. Although [4] shows the execution of a meteorological application in public and private clouds (Eucalyptus and Amazon EC2), there is no proof of a multi-platform execution, where different infrastructures are used simultaneously.

Galaxy [5] is an open, web-based approach that facilitates genomics research. It provides a collaborative environment for performing complex analyses, with automatic provenance tracking, allowing the transparent sharing of computational details, intent and context. Its objective is to offer accessible, reproducible and transparent computational research. A Galaxy instance can utilize compute clusters for running jobs, and can be easily interfaced with portable batch system (PBS) or Sun Grid Engine (SGE) clusters. Galaxy can be also instantiated on cloud computing infrastructures, primarily Amazon Elastic Computing Cloud (EC2). The approach used by Galaxy in the cloud consists on deploying a cloud cluster with a particular Galaxy AMI (Amazon Machine Image) at the beginning of the workflow execution. The drawback of this static virtual cluster is the under usage of the resources when processing complex pipelines with variable resource demands.

Taverna [6] is a WMS with a strong focus on bioinformatics where all computational workflow steps are Web Services. Workflows can be designed and executed on local desktop machines through the workbench or through other clients or web interfaces using the server mode. The server accepts requests from many users to execute remote workflows with support of supercomputers, Grids or cloud environments.

MOTEUR [7] is a workflow engine originally designed to run Taverna [6] workflows in European Grid infrastructures. Its main feature is to enable data, service and workflow parallelism during the execution of the workflow. Although designed to efficiently exploit Grid infrastructures, MOTEUR is an agnostic infrastructure workflow enactor. To the best of our knowledge, there are no examples in the literature that show the behaviour of this engine in a cloud or multi-platform scenario.

Pegasus [8] is a mature WMS that combines features such as portability
across a wide range of infrastructures (clusters, grids and clouds), scalability, data management capabilities, exhaustive monitoring and complex workflow restructuring or transformations. It can be used with popular programming languages among the scientific community (such as Java, Python, Perl) through its APIs (application programming interfaces) and also supports submission via web portals. According to [9], in order to deploy Pegasus workflows in the cloud, users have to configure cloud instances as an HTCondor pool. Similar to the Galaxy case, all the resources needed by the workflow are deployed statically. Moreover, the VM image used for worker instances must contain HTCondor, the Pegasus client tools, and the application, and must be configured to contact the submit node to receive jobs. So, users cannot use a VM image of their choice.

SwinDeW-C [10] (Swinburne Decentralised Workflow for Cloud) is a decentralized (based on peer to peer) WMS derived from its predecessor, SwinDeW-G, a decentralized grid workflow system. Due to its decentralized approach, the system excels at QoS management. Moreover, because it inherits the components of a previous grid project, the workflows can be executed on grid and the cloud. SwinDeW-C has been only tested in SwinCloud, a cloud computing environment built on the computing facilities of the Swinburne University of Technology.

Triana [11] is a workflow environment focused at the Web services level. This Web service orientation enables the execution of mixed-component workflows which interconnect WS-RF services, P2P services, Grid services and Cloud services.

VGrADS [12] is a WMS that provides abstract management of grid and cloud resources. The execution system includes fault tolerance and deadline mechanisms. Because the project is more oriented towards batch-driven workflows than data-intensive workflows, the executions can be configured to use advanced reservation of resources.

WS-PGRADE [13] is a generic distributed computing infrastructure gateway framework that provides a workflow-oriented framework that enables the development, execution and monitoring of scientific workflows where the nodes of these workflows can access several infrastructures including clusters, Grids, desktop Grids, academic and commercial clouds. WS-PGRADE leverages the use of a web service based application called the Distributed Computing Infrastructure Bridge. This web application enables workflow management systems to access transparently several infrastructures using the BES interface. The cloud resources that users can access through the DCI Bridge.
must be previously registered by the Bridge’s administrator (cloud provider endpoint, VM id, VM size, VM quota). From the end-user’s point of view, this fact limits the cloud resources that can be accessed. In our solution, the resources are contextualized following the requirements expressed by the user.

In the post-Cloud era we find the following tools:

The Globus Galaxies platform [14] is a group of components that enable the deployment of SaaS (Software as a Service) scientific gateways. The platform leverages the Galaxy [5] workflow system for the execution of scientific workflows; Globus transfer for transferring large amounts of data; Globus Nexus [15] for identity managements and authentication; and other components such as Swift [16] for parallel execution and HTCondor for scheduling. Although Goblus Galaxies implements elastic scaling by providing on-demand cloud computing resources, it mainly supports Amazon Elastic Cloud Computing (EC2).

SciCumulus [17] is a cloud middleware that acts as intermediary between WMSs and cloud infrastructures, promoting the workflow parallelism following the MTC (Many Tasks Computing) paradigm. It makes transparent the complexity behind the management of cloud computing platforms to the scientists and collects distributed provenance data for reproducibility purposes. Analogous to the Galaxy case, the system deploys static virtual clusters for the workflow executions.

The features that distinguish our solution from the previous ones are:

- Multi-platform support (clusters and any kind of clouds) for using different infrastructures simultaneously. Different stages of the workflow can be executed in different platforms.

- Just-in-time and automatic infrastructure deployment when the workflow requires particular resources. The resources are provisioned at stage level enabling to adapt the number of deployed resources to the special needs of the workflow.

- High-level infrastructure contextualization according to the user’s requirements using ANSIBLE devops tool.

- No pre-packaged images are needed so any VMI from any source can be used.
Table 1: Comparative between available solutions.

<table>
<thead>
<tr>
<th>Infrastructures</th>
<th>Multi-platform</th>
<th>Resource provisioning</th>
<th>VMI customization</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASKALON</td>
<td>Grid and Cloud</td>
<td>No</td>
<td>Static</td>
</tr>
<tr>
<td>Galaxy</td>
<td>Cluster and Cloud</td>
<td>No</td>
<td>Static</td>
</tr>
<tr>
<td>MOTEUR</td>
<td>Any (Grid oriented)</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Pegasus</td>
<td>Cluster, Grid and Cloud</td>
<td>Yes</td>
<td>Static</td>
</tr>
<tr>
<td>SwinDeW-C</td>
<td>Grid and Cloud</td>
<td>No</td>
<td>Static</td>
</tr>
<tr>
<td>Taverna</td>
<td>Cluster, Grid and Cloud</td>
<td>Yes</td>
<td>Static</td>
</tr>
<tr>
<td>Triana</td>
<td>Grid and Cloud</td>
<td>Yes</td>
<td>Static</td>
</tr>
<tr>
<td>VGrADS</td>
<td>Grid and Cloud</td>
<td>No</td>
<td>Reservation</td>
</tr>
<tr>
<td>WS-PGRADE</td>
<td>Cluster, Grid and Cloud</td>
<td>Yes</td>
<td>Static</td>
</tr>
<tr>
<td>Globus Galaxies</td>
<td>Cloud(EC2)</td>
<td>No</td>
<td>Static</td>
</tr>
<tr>
<td>SciCumulus</td>
<td>Cloud</td>
<td>No</td>
<td>cloud-init based</td>
</tr>
<tr>
<td>Our work</td>
<td>Cluster and Cloud</td>
<td>Yes</td>
<td>Just-in-time</td>
</tr>
</tbody>
</table>

These features are provided through the use of a state-of-the-art cloud orchestrator system. The solution is released under GPL v3 license and it is available for downloading at github (https://github.com/abel-carrion). Table 1 summarizes and compares the features of all the tools reviewed. The meaning of each column is the following:

- **Infrastructures**: List of infrastructure types supported.
- **Multi-Platform**: If the WMS offers the possibility of using several infrastructures simultaneously in a single workflow execution.
- **Resource provisioning**: The way in which resources are provided. It can be ‘Static’ if all the resources needed by the workflow are leased before the beginning of the execution, ‘Just in time’ if the resources are requested adaptively only when they are actually used, and ‘Reservation’ of resources if the deployment is batch-oriented instead of data-oriented.
- **VMI customization**: Specifies the type of customization support provided by the tool.

3. System architecture

The aim of this section is to describe the design and implementation of the architecture behind the WMS developed. The overall organization of the system is depicted in Figure 1. This schema is slightly based on the one showed in [18], one of the most cited papers about the taxonomy of
Grid WMSs. Our architecture is similar but extended to support an heterogeneous environment. In fact, our WMS currently supports execution on clusters, public clouds (Amazon EC2, Google Cloud Platform and Microsoft Azure), private clouds (OpenNebula and OpenStack) and federated cloud environments (such as EGI FedCloud or FogBow). The next subsections describe each element involved in the architecture.

3.1. Workflow structure

Most scientific applications can be modelled using the workflow programming model. In this model, the application is composed of multiple tasks that
are connected according to their dependencies. In our system workflows are expressed using Directed Acyclic Graphs (DAGs) where the nodes represent computational tasks and the directed edges the dependencies between them. A task has dependencies in the form of files and it will start its execution only when the output file(s) of the task(s) it depends on are available.

There are variations of the model in which the workflow also contains conditional branches (a task may be executed or not depending on the result of previous tasks) and loops (the execution of a part of the workflow is repeated). This workflow structure is known as non-DAG. Although there are WMSs that provide conditional and loop functionalities, the workflow language complexity is higher and therefore its adoption might be limited.

3.2. Workflow composition system

Workflow composition systems are designed to enable users to compose their workflows. For that purpose, systems must provide a high level view of the workflow applications, hiding the complex aspects of the underlying infrastructures. Following the taxonomy of workflow composition systems showed in [18], there are two types: user-directed and automatic. User-directed composition systems allow users to edit workflows directly while automatic composition systems generate workflows for users automatically. In turn, user directed can be split into two categories: language-based modelling and graph-based modelling. Our WMS provides user-directed composition where users use language-based modeling.

While almost every state-of-the-art workflow uses markup languages, such as the XML format, for expressing workflows, we have chosen Java Script Object Notation (JSON) [19]. JSON offers some benefits over XML: it is less verbose, easier to write and read for humans and does not require writing end tags.

3.3. Workflow specification

A workflow specification (also called workflow model) defines a workflow including its task definition and structure (task connectivity). There are two types of workflow models: abstract and concrete (executable).

3.3.1. Abstract workflow

The abstract model describes the workflow in an abstract form without referring to the specific computing platforms for task execution. In fact, it is a template that includes the task that must be executed and for each of these
tasks, the inputs, outputs, software & hardware requirements, commands and arguments to be used when invoked. To exemplify this, Listing 1 shows a JSON template of a test workflow. The template is interpreted as follows: the workflow contains only one stage named process0 that must invoked in the resource named ramses using as Operating System the 64-bit version of Ubuntu. The desired hardware requirements are 4-single core nodes with 4GB RAM and a 20GB disk. The execution of the stage requires invoking, for each node, the program test using as arguments the filenames of two files contained in input0. The output of the stage (and in this case the output of the workflow) are all the .txt files generated by the program. Notice that all the values that start with ‘#’ are references to JSON objects defined in the same file or the resource configuration file described below.

3.3.2. Resource information file

To transform the abstract workflow into a multi-platform executable workflow, the WMS needs information about the hosts, the environments and the input files of the initial stages of the DAG (i.e. those stages that do not have input dependences with other stages). This information can be found in a JSON configuration file like the one showed in Listing 2 for the previous workflow. The array hosts contains a list with the data for accessing the resources, such as: the host name, type, port and different credentials depending on platform to be used (for instance, a certificate for Windows Azure and user/password pair for OpenNebula). Environments is an ad-hoc field for executions on cloud computing platforms. It defines the required features of the VMI to use as a base to create the VMs: Operating System and the software packages that should be installed on it. VMIs are obtained from the image repository associated to each deployment. Last, but not least, the section inputFiles declares the input files of the workflow: the identifier, the type (File, Parameter, etc.) and the physical location (URI).

3.4. Workflow conversion

The process of generating an executable workflow based on an abstract workflow is known as workflow conversion. During that process, the original workflow undergoes a series of refinements geared towards optimizing the overall performance and transformations for cloud-support and data management. Thanks to this conversion, the WMS is capable of dynamically leasing and releasing computing resources.
{
    "stages": [
        {
            "id": "process0",
            "hostId": "#ramses",
            "environmentId": "#ubuntu64bit",
            "nodes": [
                {
                    "numNodes": "4",
                    "coresPerNode": "1",
                    "memorySize": "4096m",
                    "disks": [
                        {
                            "nDisk": "0",
                            "diskSize": "20g"
                        }
                    ]
                }
            ],
            "execution": [
                {
                    "path": "./test",
                    "arguments": "#input0(2)"
                }
            ],
            "stageIn": [
                {
                    "id": "#input0"
                }
            ],
            "stageOut": [
                {
                    "id": "output0",
                    "type": "File",
                    "filterIn": "*.txt",
                    "replica": "none"
                }
            ]
        }
    ]
}

Listing 1: Workflow template example
As Figure 2 displays, the mapper performs sequential transformations to the abstract workflow.

1. Fusion of two or more sequential tasks (for simplifying the flow), given
the following conditions:
(a) All the stages are executed on the same infrastructure with the same environment.
(b) Only the first stage has 0 or more input dependencies with stages that do not belong to the sequence.
(c) Only the last stage has 0 or more output dependencies with stages that do not belong to the sequence.

2. Addition of COPY and COPYOUT stages, for data management purposes, before every stage obtained in the previous point and after each final stage, respectively.

3. Addition of DEPLOY and UNDEPLOY stages taking into account:
   (a) Stage S is executed in a cloud computing environment
   (b) DEPLOY stages are created before COPY stages.
   (c) UNDEPLOY stages for stage S are added after all the subsequent COPY stages which stage-in products of S have finished.

4. Addition of CLEANUP stages for deleting data after the execution in a cluster.

Figure 3 shows the mapping process of a sample workflow with 5 sequential tasks where stages S0 and S1 are executed on the same cloud platform.
with the same environment, S2 and S4 are run on a cluster and S3 is executed also in the cloud.

3.5. Workflow execution

Once the mapper has produced the executable, it is submitted to the workflow execution engine. The execution of the workflow begins with the initialization of every element: the state of the tasks are set to IDLE and the state of the inputs/outputs to DISABLED. Next, due to the data-flow nature of the workflow system, the inputs provided by the user are ENABLED, allowing the execution of the first task(s). The workflow execution engine is controlled by two core functions: runTask and getStatus. The runtime checks if all the inputs of a task are enabled, calling runTask in that case. When a task is submitted, the engine periodically monitors its status through the

Figure 3: Transformation steps of an abstract workflow into an executable workflow. From left to right: 0(abstract workflow), 1(fusion), 2(data stages), 3(cloud ad-hoc stages)
getStatus function and if it has finished successfully, enables the outputs of the tasks (which in turn are normally inputs of the next tasks). Obviously, the behaviour of runTask and getStatus will vary according to infrastructure (cluster and cloud) and the task type (deploy, copy, user-defined, undeploy, cleanup or copyout). The next sections explain the functionality of runTask and getStatus for each task type.

3.5.1. Deploy task execution

The execution of a deploy task is required when the user desires to execute a task of the abstract workflow in a cloud platform. In order to dynamically deploy cloud computing resources, the system makes a request to the cloud orchestrator system, the Infrastructure Manager (IM) [20]. The IM is a cloud computing orchestrator that eases the use of IaaS (Infrastructure as a Service) clouds by automating the VMI selection, deployment, configuration, software installation, monitoring and update of Virtual Appliances. The main features of this tool are:

- A language specification of software and hardware requirements for the user applications that can be used by both non-expert (since it is easy to encapsulate recipes as building blocks) and advanced users (due to its high expressivity), called RADL (Resource and Application Description Language) [20].

- Another component, the VMRC (Virtual Machine Resource Catalog) [21] is used to select the most suitable Virtual Machine Image (VMI) based on the user expressed requirements.

- Provision of Virtual Machines on both, public clouds (Amazon EC2, Windows Azure, etc.), private clouds (OpenNebula, OpenStack, etc.) and federated cloud environments (such as EGI FedCloud or FogBow).

- Run-time contextualization of the infrastructure that installs and configures the software required that may not be pre-installed in the VMIs selected, using the Ansible [22] tool.

- Elasticity management support.

- Last but not least, it provides two APIs to enable high-level components to access the functionality: XML-RPC and REST APIs. These APIs provide a set of simple functions for clients to create, destroy, and get
information about the infrastructures. The RADL language is used both to create and to get the information about the infrastructures. The IM also provides functions to add and remove resources and modify the features of the existing ones, both hardware and software on run-time.

Figure 4 shows the architecture of the Infrastructure Manager. On the top, the client interfaces currently available for users are depicted (Web and Command Line Interfaces). The IM in the center of the figure provides the
upper layers with the functionality through the APIs provided (XML-RPC and REST). The IM uses the "Cloud Selector" component to connect to the VMRC service to get the list of VMIs that best fit the user requirements (expressed in the RADL document) and merge this information with the list of available cloud deployments for the user, in order to get the best option. The “Cloud Connector” layer makes effective the provision of VMs in the cloud deployments. It provides an homogeneous interface to connect with the different cloud middlewares. Finally, once the VMs are deployed and in the running state, the “Configuration Manager” is in charge of managing the contextualization of all the VMs of the infrastructures using the Ansible tool.

In order to request the services of the IM, the WMS uses the API based on the XML-RPC protocol. The runTask function in a deploy task needs to build a RADL document with the hardware and software requirements of the task expressed in the JSON document. Using this RADL document, the WMS invokes the IM to configure the cloud deployment as a Portable Batch System (PBS) cluster where all nodes share the same disk via NFS. In this manner, PBS acts as the scheduler of the jobs that the stage should execute. The getStatus invokes the API function that queries the status of the infrastructure. The task is considered to be finished when the status returned by the IM is configured. From this point on, the WMS interacts with the cloud infrastructure through SSH, using the information returned by the API call (public IP and user credentials).

3.5.2. Copy task execution

The copy task is in charge of the data management during the execution, one of the most crucial parts of any WMS. These tasks are executed regardless of the computing platform used (cluster or cloud). When runTask is called for a copy task, the first step is to declare an unique name for the execution directory (our system uses the current epoch time). Then, this execution identifier is used for creating the execution directory in the file system of the target infrastructure. Now that the execution directory is ready for hosting the task data, the function of runTask is staging-in the data. As a convention, our system distinguishes between two types of stage-ins: the ones that begin with the word input and the ones that begin with output. Inputs are user-provided data while outputs are data whose origin is another task of the workflow (i.e intermediate data).

With respect to the input data, the system can download any file that can
be retrieved with the protocols supported by the unix `wget` command (http, https and ftp). If the URI of the input file defined in the configuration file does not use any of these protocols, the system assumes that the file is in the user local space. Another important issue is the possibility of explicitly indicating that the input files should be extracted on the destination resources. However, since there are tools that require compressed data as input, this extraction should be optional. In any case, the stage-in of an input file triggers the submission of a job to the physical or virtual cluster scheduler for downloading the file and next, if it is required, extracting the file. The system supports almost every popular compression format (.zip, .rar, .gz, .tar).

The other type of stage-ins are the intermediate results produced by previous tasks in the DAG. To handle the transference of this kind of data, the WMS submits a basic job that invokes the `scp` (Secure Copy Protocol) program with the corresponding credentials and arguments.

The goal of `getStatus` in a copy task is to make sure that all the copy jobs submitted by `runTask` have finished successfully. If there is a least one job pending, the status of the copy task returned is `RUNNING`, otherwise the system considers that the task is completed (status `FINISHED`) and enables the stage-outs of the stage.

### 3.5.3. User-defined task execution

In contrast to the previous tasks, user-defined tasks are the same that appear in the abstract workflow specification but now they are executable. In our WMS, a user-defined task is said to be executable when two conditions are met: firstly, the target infrastructure is already available (the cluster is accessible or the cloud computing platform is deployed), and secondly, the input data needed by the tasks has been staged-in to these resources. As it can be appreciated, both conditions correspond to the actions performed by the DEPLOY task and COPY task, respectively.

According to the abstract workflow, a task can contain a block of executions or commands to execute. When the `runTask` function is invoked for this kind of tasks, the WMS analyses the commands to determine if there is parallelism in the submission of the job or not. The parallelism of a task is explicitly indicated by the user in the abstract workflow, appending the “/(x)” expression to an argument where \( x \) is the granularity (i.e. the number of files used per job). For instance, let’s suppose the scenario showed in Figure 5. The WMS submits a job for each group of two files contained in `db.zip`. If after the analysis the token “/(x)” is not found, then the system considers that the
Figure 5: Execution of a parallel task.

task is not parallel and only one job is submitted in that case, passing all the arguments as parameters to the job.

Once runTask has submitted all the jobs of the stage to the infrastructure, the goal of getStatus is monitoring the status of all jobs until all of them reach a final state (finished or failed).

3.5.4. Undeploy task execution

Due to the variable demand of resources that scientific workflows experience during the execution of the different stages, when a cloud computing task finishes and the output data has been staged-out, the resources assigned to it are no longer needed and they must be freed. Moreover, because of the pay as you go model of this paradigm, the undeployment of resources keeps the user costs down.

As in the deployment task execution case, the runTask function calls the proper function of the IM XML-RPC API, destroyInfrastructure. The aim of getStatus in this case is to make sure that the infrastructure removal operation is correctly carried out. This is especially important when public clouds are used to avoid incurring in unnecessary costs.

3.5.5. Cleanup task execution

The cleanup task is the equivalent of the undeploy task but for the case of clusters. Because a workflow stage usually generates large amounts of data and clusters are infrastructures shared with other users, a best practice consists on cleaning up the data once it has been staged-out. Thus, the function
runTask simply deletes via SSH the whole execution directory created for the task and getStatus makes sure that the operation is actually done.

3.5.6. Copyout task execution

From the user’s point of view, the purpose of the copyout tasks is to retrieve the data products of the computations. The mapper attaches these special tasks only to the final tasks of the abstract workflow specification (i.e tasks which do not have dependencies with other tasks).

The runTask function starts the stage-out of the output to one or more locations. The default action is to transfer the data to the user local space (where the submit host is being executed). If besides the field replica of the output contains references to another data storage sites, the data will be also copied to these locations. The other function, getStatus, will monitor the data transference until all of them are completed.

3.6. Performance optimizations

This section lists a set of optimizations geared towards improving the performance efficiency, in terms of time and costs, of the experiments.

3.6.1. Custom load balancing

When dealing with short running tasks (on the order of minutes or seconds), one of the most common problems of distributed computing infrastructures is the overhead as a consequence of the queueing time on the computing resource schedulers. This fact results on an increase of the response time of the scientific applications. When the WMS executes a parallel stage composed of several tasks, it uses task clustering techniques that group short tasks into coarse-grained tasks, thus greatly reducing the queueing time in the target resources. Our WMS currently implements two clustering techniques, although advanced users can implement and include their own strategies with minimal effort. These are the cluster techniques available by default in the WMS:

Random clustering. This strategy is recommended when the computational cost of processing the input files is similar or unknown. The system computes the clustering granularity, taking into account that: firstly, the number of jobs has to be greater or equal than the number of parallel instances available and secondly, the total estimated execution time of a single job cannot exceed a certain walltime value.

Size clustering. If the runtime of the tasks has a high variance, the previous technique may load balance poorly in some situations, producing clustered
jobs of small tasks and others of larger tasks. In these cases, if the computational load of a task depends on the file size, the size clustering strategy can be used to create jobs with approximately the same total file size (i.e. the same amount of time required to process).

3.6.2. Partial enabling of outputs

If a stage of the workflow executes many trivially parallel jobs, the enabling of the stage-outs can be done in two modes: standard and partial. The standard mode is the one in which the runtime waits for every parallel job of the stage to have finished successfully, before enabling the stage-outs. On the contrary, in the partial activation mode, the runtime enables a stage-out as soon as a partial output is available. When using cloud computing infrastructures this behaviour can be very effective for overlapping the deployment and copy stages of the next stages while the previous stage is still in execution. Nevertheless, it also increases the usage of the infrastructures.

3.6.3. Prefetching: Partial enabling stages

Similar to the partial enabling of outputs, in some cases, it could be interesting to allow the partial enabling of a stage (i.e. the stage is considered by the runtime as ENABLED when at least one of its input dependencies is ENABLED). As it will be showed below, in the experimentation section, this functionality is useful for pre-fetching input data to the next stages of the workflow. This feature can be enabled using the field “prefetch=True” inside a stage object in the abstract workflow specification.

3.7. Persistence

As it was mentioned before, we assume that the user has access where the WMS is running and it has permanent connection during the workflow execution. Nevertheless, a typical use case involves executing a scientific workflow composed of stages with a significant computational cost (in the order of days or even weeks) and so, demanding a permanent connection to the user machine is not a viable measure. For that reason, the system includes a persistence layer that periodically saves the state of the workflow, allowing users to interrupt the execution and resume it later. The persistence has been implemented using the NoSQL MongoDB [23]. In addition to the features offered by the NoSQL approach (simplicity of design, horizontal scaling, among others) over the traditional relational databases, MongoDB
uses JSON-like documents, favouring the straightforward translation between the workflow descriptions and the database documents.

3.8. Fault tolerance

Because failures in distributed computing environments are common, fault tolerance measures are of most importance. It is necessary to provide the proper fault-tolerance mechanisms to handle failures and support the reliable execution in the presence of software or hardware failures. Due to the difference in terms of requirements between the stages that compose a workflow, the WMS defines different fault tolerance policies for each stage. The policies simply define the number of retries in case of software failure or hardware failure. The user indicates such values in the abstract workflow specification, using the object `retries` and its fields `OnWallTimeExceeded`, `OnSoftwareFailure` and `OnHardwareFailure` inside a stage object. If, for some reason, a task exceeds the maximum number of retries for any type of failure, the execution of the workflow is aborted.

3.9. Provenance

Workflow provenance is crucial for users to be able to follow the evolution of their executions and to determine the cause behind a failure. For that purpose, the WMS implements a custom provenance module that registers in a file the events that occur during the execution. This information is not only useful for monitoring the progress of the experiment but also enables its future reproducibility.

4. Use case: Orthosearch

OrthoSearch (Orthologous Gene Searcher) [24] [25] is a genomics comparative workflow. Initially conceived as a Perl-based routine, it is a profile-protein, reciprocal best hits (RBH) based solution for homology inference among species. It comprises several stages and uses distinct bioinformatics tools, such as Mafft [26] and HMMER [27] which confront an orthologous database with an organism multifasta protein data. The abstract workflow is depicted in Figure 6.

Figure 6 displays that the structure of the Orthosearch pipeline is composed of 8 stages: mafft, fasta2stockholm, hmmbuild, hmmssearch, cat, hmmpress, hmmscan and Reciprocal_Best_Hits.
Figure 6: Orthosearch abstract workflow.

5. Experimentation and results

5.1. Data selection

We selected a subset of EggNOG database version 4 [28] which comprises eukaryotic ortholog groups only, EggNOG KOG. The protozoan specie selected to be confronted with EggNOG KOG database was Cryptosporidium hominis. Cryptosporidium species causes acute gastroenteritis and diarrhea. It is potentially dangerous, with high levels of morbidity and mortality in AIDS patients [29]. In fact, there is no effective treatment or prevention for such infection in humans so far [30]. This protozoan specie is responsible for the death of thousands to millions humans. In addition, there are either no vaccines for such or the available treatments are mostly inadequate due to toxicity and drug resistance [31] [32]. Therefore, comparative genomics experiments among such pathogens genomes that may lead us to a deeper knowledge of these organisms biology are of public health interest. These may aid on the discovery of new issues re-
lated to the pathogenicity of such, as well as help to design new, more specific drugs to treat the infected patients or even prevent the infection itself.

5.2. Infrastructures used

Among the resources that we use for running the experiments, there is a private Cloud that runs OpenNebula and is based on 8 machines, each equipped with 2 processors with 14 core nodes (28 cores per node) and 64 GB of main memory. Therefore the entire infrastructure provides 224 cores and 512 GB of main memory. We also run our experiments on Amazon EC2 using instances of the type m4.xlarge type. Finally, some experiments make use of a cluster named kahan with 6 dual processor nodes, where each node contains 2 AMD Opteron processors with 16 cores and 8GB of main memory.

5.3. Sequential execution

The serialized version of the pipeline was entirely executed in two different computing resources with similar performance capabilities: a cluster and a VM instance, both provided with 16 CPU cores, 16GB RAM and 100GB disk.

Figure 7 shows a Gantt chart for the sequential execution of Orthosearch when using the cluster resource while Figure 8 the corresponding chart when using the cloud computing asset.

![Figure 7: Orthosearch serial execution using a cluster.](image-url)
From the previous Gantt charts, we extract two interesting facts. Firstly, only three stages of the pipeline take an average of 86.14% of the total time for both scenarios. These computing intensive stages are: mafft, hmmbuild and hmmscan. Secondly, the serial execution of the pipeline in the cloud is slightly slower (0.9%) than the cluster one, as a result of the overheads derived from the deployment and undeployment of the asset and in lesser extent to the use of virtualized resources.

5.4. Cloud Computing WMS-aided execution

The next step of experimentation involved executing the pipeline in a private Open-Nebula based cloud computing infrastructure, using the WMS developed in this work. Table 2 summarizes the configuration defined in the JSON document (abstract workflow) for every stage of the pipeline.

In order to better understand the Gantt charts showed below, Figure 9 depicts the executable workflow generated by the planner component of the WMS after processing the abstract workflow specification. As it can be appreciated, according to the planner optimizations and cloud conversions exposed in previous sections, the 8 original stages of the workflow have been simplified to 5 stages: mafft/fasta2stockholm/hmmbuild; hmmscan; cat; hmmpress/hmmscan and best-hits. For brevity and clarity, the following Gantt charts cut down the names of the fused stages using only the name of the first stage (i.e hmmpress/hmmscan will be referenced as hmmpress).
Figure 9: Executable workflow for Orthosearch.
Table 2: Configuration parameters for each Orthosearch stage

<table>
<thead>
<tr>
<th>Stage</th>
<th>#Node</th>
<th>Cores/node</th>
<th>Memory</th>
<th>Disk</th>
<th>Parallel</th>
</tr>
</thead>
<tbody>
<tr>
<td>mafft</td>
<td>16</td>
<td>1</td>
<td>4GB</td>
<td>40GB</td>
<td>Trivially</td>
</tr>
<tr>
<td>fasta2stockholm</td>
<td>16</td>
<td>1</td>
<td>4GB</td>
<td>40GB</td>
<td>Trivially</td>
</tr>
<tr>
<td>hmmbuild</td>
<td>16</td>
<td>1</td>
<td>4GB</td>
<td>40GB</td>
<td>Trivially</td>
</tr>
<tr>
<td>hmmsearch</td>
<td>16</td>
<td>1</td>
<td>4GB</td>
<td>40GB</td>
<td>Trivially</td>
</tr>
<tr>
<td>cat</td>
<td>1</td>
<td>1</td>
<td>4GB</td>
<td>40GB</td>
<td>None</td>
</tr>
<tr>
<td>hmmpress</td>
<td>1</td>
<td>4</td>
<td>16GB</td>
<td>40GB</td>
<td>None</td>
</tr>
<tr>
<td>hmmscan</td>
<td>1</td>
<td>4</td>
<td>16GB</td>
<td>40GB</td>
<td>None</td>
</tr>
<tr>
<td>best-hits</td>
<td>1</td>
<td>1</td>
<td>16GB</td>
<td>50GB</td>
<td>None</td>
</tr>
</tbody>
</table>

5.4.1. Execution without pre-fetching

Figure 10 shows the Gantt diagram for the execution of Orthosearch when the pre-fetching option of the WMS is not enabled. In this chart, processing times in the nodes are depicted with red bars while blue bars correspond to data transference actions. The striped pattern in some of the data transference bars (blue) means that it is an intermittent action. As an example, let’s examine the “COPY hmmsearch” timeline. The WMS only will copy a hmmsearch input file when a new partial output of mafft is available. After transferring a partial result, the COPY hmmsearch stage will go idle, waiting for a new result from mafft. Finally, the black arrows delimit the time between the deployment and undeployment of a stage and the number of nodes deployed, pointing out the cost associated.

5.4.2. Execution with pre-fetching

The execution of Orthosearch with the pre-fetching option of the WMS enabled can be seen in Figure 11. The main difference with respect the scenario without pre-fetching is that the last stage of the pipeline, best-hits, is activated by the WMS runtime once the first partial result of hmmsearch is available for copying. At the same time, the undeployment of the computing resources associated to hmmsearch is activated sooner. As it is shown below, these differences will have an impact on minimizing the usage of resources.

5.4.3. Performance comparison

The aim of this section is to compare both scenarios (with pre-fetching and without pre-fetching) in terms of makespan or response time of the ex-
Figure 10: Orthosearch execution using the WMS with pre-fetching not enabled.

Figure 11: Orthosearch execution using the WMS with pre-fetching enabled.
periment and total CPU usage. With respect to the response time, we see that both scenarios require approximately the same time to be completed: an average of 466.3 minutes. However, when analysing the total CPU usage, we can observe an important difference. The total CPU usage for a stage is the time that the associated resources are deployed (time difference between the end of DEPLOY and the end of UNDEPLOY), linearly weighted with the number of nodes. Graphically, the total CPU is the sum of the longitudes of the black arrows showed in the Gantt chart, individually multiplied by the number of nodes of the stage. According to that, the total CPU usage for the scenario with pre-fetching is 5888 minutes and 9851 for the case without pre-fetching of best-hits (an increase of 67% in resource usage). Thus, to optimize the execution of the experiment, the user has to properly configure the parameters of the WMS, leveraging its empiric knowledge about the behaviour of the workflow being deployed.

5.5. **Overall analysis**

Figure 12 and Figure 13 show a comparison in terms of makespan (response time) and total CPU usage, respectively, for the 4 scenarios presented in the previous sections: serial execution using a cluster, serial execution in a VM instance and cloud computing WMS-aided executions (with and without pre-fetching). Paying attention to the response time, we can clearly see the benefits of using a distributed approach with the aid of the WMS: a reduction from 2060.7 minutes (about 1 day and 10 hours) to only 466.3 minutes (7.7 hours). Obviously, this speed-up of the makespan comes at the expense of using more computational resources, as it is reflected in the blue bars of the graph. Nevertheless, as it was commented before, it is possible to minimize the resource usage in the WMS case by properly configuring the parameters which control the execution (load balancing, granularity, pre-fetching, etc.).

5.6. **Hybrid platform execution**

The goal of the present section is to highlight the benefits of using the multi-platform (cluster and cloud) feature of the WMS developed in this work.

5.6.1. **Orthosearch’s critical path**

In order to understand the scenarios presented below, it is necessary to be aware of the critical path for the Orthosearch executable workflow.
Figure 12: Response time comparison for different scenarios.

Figure 13: CPU usage comparison for different scenarios.
The critical path can be seen in Figure 9, Following the dependency arrows with greater thickness. Thus, the critical path is composed of the following sequence of stages: mafft/fasta2stockholm/hmmbuild - cat - hmmpress/hmmscan - best-hits.

5.6.2. Performance analysis

In Figure 14, there are three time-lines that show the execution time of Orthosearch’s critical path for three different scenarios: full cluster on the top, hybrid (cluster and Amazon EC2) in the middle and full cloud (Amazon EC2) in the bottom. In turn, each time-line is divided into three sections or portions: mafft-cat (red bar), hmmpress/hmmscan (green bar) and best-hits (blue bar).

The analysis begins with the execution of Orthosearch in the cluster described above. We can clearly identify that hmmpress/hmmscan is the longest process, taking 69% of the total time. The explanation behind this bottleneck is that the hmmpress and hmmscan processes for the input data selected require about 12GB of memory size to avoid the “swapping” effect and the ‘kahan’ cluster has only a total of 8GB. Thus, we proceed to optimize the execution by requesting the deployment of this memory-intensive process in a public cloud (Amazon EC2) with a single 16GB memory VM (m4.xlarge type). The results can be checked in the middle bar of Figure 14. Now, because the data to be processed fits in the memory of the EC2 VM (cache effect), the execution time of hmmpress/hmmscan is reduced by 30%, despite of the overheads associated to a cloud execution. Furthermore, we notice that the transference data between different platforms incurs in another overhead that can be mitigated by executing the whole workflow in the public cloud (Amazon EC2), where all the transferences are done between nodes of the same platform, which usually are geographically close. In this way, we achieve a reduction of the total time of 16% with respect the hybrid scenario and 32.43% with respect the full cluster case. Moreover, taking into account that the cluster is an infrastructure with marginal additional operation cost, each reduction of the time achieved in the previous scenarios incurs in a greater cost. Thus, we conclude that full cluster is the slowest scenario but the cheapest one; full cloud is the fastest one but also the most expensive; and the hybrid scenario is a compromise of both.
6. Conclusions and future directions

In the context of e-Science, the effective and efficient use of all the available computational resources is becoming increasingly important for performing scientific research, due to the overflowing amount of data being generated. Because e-Science processes are modelled with workflows, software components called Workflow Management Systems (WMSs) play a crucial role in this data deluge scenario.

Moreover, the advent of Cloud Computing and its core characteristics (rapid elasticity, resource pooling, and pay-per-use, among others) are well-suited to the nature of scientific applications that experience a variable demand during its execution. As a consequence, many WMSs derived from projects in the area of grid computing were updated to support the execution on Cloud resources. However, many of their features are optimized for grids and thus are unable to offer the most key aspects. On the other hand, new generation WMSs normally are focused on fully supporting a small number of cloud computing providers and ignore older computing platforms. In this work, our aim is not to offer yet another WMS but to highlight the usefulness of cloud orchestration systems for developing a multi-platform WMS that adaptively executes SWFs on a heterogeneous computing environment (clusters and different flavours of clouds). In fact, the cloud orchestration system can be ported to any state-of-the-art WMS.

The tool developed in this work has been successfully tested using a comparative genomics pipeline, called Orthosearch. An exhaustive analysis has been
performed, using several scenarios with different configurations. The current working line entails adding support for using Grid computing infrastructures.
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