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Abstract. In this paper we summarise the content of the keynote that will be
given at the 5th International Conference on Statistical Language and Speech
Processing (SLSP) in Le Mans, France in October 23-25, 2017. In the keynote
we will address the importance of inferring demographic information for market-
ing and security reasons. The aim is to model how language is shared in gender
and age groups taking into account its statistical usage. We will see how a shal-
low discourse analysis can be done on the basis of a graph-based representation
in order to extract information such as how complicated the discourse is (i.e.,
how connected the graph is), how much interconnected grammatical categories
are, how far a grammatical category is from others, how different grammatical
categories are related to each other, how the discourse is modelled in different
structural or stylistic units, what are the grammatical categories with the most
central use in the discourse of a demographic group, what are the most common
connectors in the linguistic structures used, etc. Moreover, we will see also the
importance to consider emotions in the shallow discourse analysis and the im-
pact that this has. We carried out some experiments for identifying gender and
age, both in Spanish and in English, using PAN-AP-13 and PAN-PC-14 corpora,
obtaining comparable results to the best performing systems of the PAN Lab at
CLEF.

Keywords: author profiling, graph-based representation, shallow discourse anal-
ysis, EmoGraph

1 Author Profiling in Social Media

Often social media users do not explicitly provide demographic information about
themselves. Therefore, due to the importance that is for marketing, but also for se-
curity or forensics, this information needs to be inferred somehow, for instance on the
basis of how language is generally used among group of people that may share a more
commong writing style (e.g. adolescents vs. adults).

Studies like [8] linked the use of language with demographic traits. The authors
approached the problem of gender and age identification combining function words
with part-of-speech (POS) features. In [15] the authors related the language use with



personality traits. They employed a set of psycho-linguistic features obtained from texts,
such as POS, sentiment words and so forth. In [22] the authors studied the effect of
gender and age in the writing style in blogs. They obtained a set of stylistic features such
as non-dictionary words, POS, function words and hyperlinks, combined with content
features, such as word unigrams with the highest information gain. They showed that
language features in blogs correlates with age, as reflected in, for example, the use of
prepositions and determiners.

More recently, at PAN 2013% and 2014* gender and age identification have been
addressed in the framework of a shared task on author profiling in social media. Major-
ity of approaches at PAN-AP 2013 [18] and PAN-AP 2014 [19] used combinations of
style-based features such as frequency of punctuation marks, capital letters, quotations,
and so on, together with POS tags and content-based features such as bag of words,
dictionary-based words, topic-based words, entropy-based words, etc. Two participants
used the occurrence of sentiment or emotional words as features. It is interesting to
highlight the approach that obtained the overall best results using a representation that
considered the relationship between documents and author profiles [14]. The best re-
sults in English were obtained employing collocations [12].

Following, in Section 2 we describe how discourse features can be extracted from a
graph-based representation of texts, and in Section 3 we show the impact that consider-
ing emotions in the framework of discourse analysis may have. Finally, in Section 4 we
draw some conclusions.

2 Discourse Analysis in Author Profiling

Very recently, discourse features started to be used in author profiling [23], [24]. Rhetor-
ical Structure Theory (RST)> has been applied for the characterization of the writing
style of authors. Features have been extracted from the discourse trees, such as the fre-
quencies of each discourse relation per elementary discourse unit, obtaining interesting
results when used in combination with other features. Unfortunately, no comparison
has been made with any state-of-the-art method, for instance on the PAN-AP-13 and
PAN-AP-14 corpora, and it is difficult to fully understand the impact that the use of
discourse features may have on author profiling, but the preliminary results that have
been obtained are quite promising.

Our aim is instead to extract discourse features after modelling the use of language
of a group of authors with a graph-based representation. These features will indicate the
discourse complexity, the different structural and stylistic units the discourse is mod-
elled in, etc. Concretely, our aim is to analyse the writing style from the perspective
people combine the different POS in a text, the kind of verbs they employ, the topics
they mention, the emotions and sentiments they express, etc. As Pennebaker pointed

3 http://www.uni-weimar.de/medien/webis/research/events/pan-13/pan13-web/author-
profiling.html

* http://www.uni-weimar.de/medien/webis/research/events/pan-14/pan14-web/author-
profiling.html

5 RST is a descriptive linguistic approach to the organization of discourse based on the linguistic
theory formulated by Mann and Thompson in 1988 [11]



out [16], men generally use more prepositions than women and, for instance, they may
use more prepositional syntagmas than women (e.g. preposition + determinant + noun
+ adjective). In the proposed approach, we build a graph with the different POS of au-
thors’ texts and enrich it with semantic information with the topics they speak about,
the type of verbs they use, and the emotions they express. We model the text of authors
of a given gender or age group as a single graph, considering also punctuation signs in
order to capture how a gender or age group of authors connects concepts in sentences.
Once the graph is built, we extract from the graph structure and discourse features we
feed a machine learning approach with. Moreover, we will see that the way authors
express their emotions depends on their age and gender. The main motivation for us-
ing a graph-based approach is its capacity to analyse complex language structures and
discourses.

2.1 EmoGraph graph-based representation

For each text of a group of authors, we carry out a morphological analysis with Freel-
ing®[4, 13], obtaining POS and lemmas of the words. Freeling describes each POS with
an Eagle label”. We model each POS as a node (N) of the graph (G), and each edge (E)
defines the sequence of POS in the text as directed links between the previous part-of-
speech and the current one. For example, let us consider a simple text like the following:

El gato come pescado y bebe agua. (The cat eats fish and drinks water)

Fig. 1. POS Graph of "El gato come pescado y bebe agua." (The cat eats fish and drinks water)

®http://nlp.lsi.upc.edu/freeling/

7 The Eagles group (http://www.ilc.cnr.itt EAGLES96/intro.html) proposed a series of recom-
mendations for the morphosyntactic annotation of corpora. For Spanish, we used the Spanish
version (http://nlp.Isi.upc.edu/freeling/doc/tagsets/tagset-es.html). For example in the sentence
"El gato come pescado y bebe agua. (The cat eats fish and drinks water.), the word "gato" (cat)
is returned as NCMS000 where NC means common noun, M means male, S means singular,
and 000 is a filling until 7 chars; or the word "come" (eats) is returned as VMIP3S0 where V
means verb, M means main verb (not auxiliary), I means indicative mode of the verb, P means
present time, 3 means third person, S means singular, and O is a filling until 7 chars.



It generates the following sequence of Eagle labels:
DAOMSO0->NCMS000->VMIP3S0->NCMS000->CC->VMIP3S0->NCMS000->Fp

We model such sequence as the graph showed in Fig 1. Due to the fact that the link
VMIP3S0 -> NCMSO000 is produced twice, the weight of this edge is double than the
rest.

The following step is to enrich the described graph with semantic and affective
information. For each word in the text, we look for the following information:

e Wordnet Domains?® : If the word is a common noun, adjective or verb, we search
for the domain of its lemma. We use Wordnet Domains linked to the Spanish ver-
sion of the Euro Wordnet’ in order to find domains of Spanish lemmas. If the word
has one or more related topics, a new node is created for each topic and a new edge
from the current Eagle label to the created node(s) is added. In the previous exam-
ple, gato (cat) is related both to biology and animals, thus two nodes are created and
a link is added from NCMSO000 to each of them (NCMS000 -> biology & animals).

e Semantic classification of verbs: Semantic classification of (V)erbs: We search
for the semantic classification of verbs. On the basis of what was investigated in
[10], we have manually annotated 158 verbs with one of the following semantic
categories: a) perception (see, listen, smell...); b) understanding (know, understand,
think...); ¢) doubt (doubt, ignore...); d) language (tell, say, declare, speak...); e) emo-
tion (feel, want, love...); f) and will (must, forbid, allow...). We add six features with
the frequencies of each verb type.

If the word is a verb we search for the semantic classification of its lemma. We
create a node with the semantic label and we add an edge from the current Eagle
label to the new one. For example, if the verb is a perception verb, we would create
a new node named "perception” and link the node VMIP3SO0 to it (VMIP3S0 ->
perception).

e Polarity of words: If the word is a common noun, adjective, adverb or verb, we
look for its polarity in a sentiment lexicon. For example, let us consider the follow-
ing sentence:

She is an incredible friend.

It has the following sequence of Eagle labels:
PP3FS000->VSIP3S0->DIOFS0->NCFS000->AQO0CSO0(->positive & negative)->Fp

The adjective node AQOCSO has links both to the positive and negative tags, be-
cause incredible could be both positive and negative depending on the context.

8 http://wndomains.fbk.eu/
? http://www.illc.uva.nl/EuroWordNet/



Therefore, from a polarity viewpoint it is an ambiguous word which gives us two
nodes (and two edges).

¢ Emotional words: If the word is a common noun, adjective, adverb or verb, for
texts in English we look for its relationship to one emotion in Wordnet Affect!”
[25] and for texts in Spanish in the Spanish Emotion Lexicon [5]. We create a new
node for each of them. See the following sentence as an example:

He estado tomando cursos en linea sobre temas valiosos que disfruto estudiando y
que podrian ayudarme a hablar en publico (1 have been taking online courses
about valuable subjects that I enjoy studying and might help me to speak in public)

The representation of the previous sentence with our graph-based approach, that
will call EmoGraph, is shown in Figure 2. The sequence may be followed by start-
ing in VAIP1S0 node. Nodes size depends on their eigenvector and nodes colour
on their modularity.
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Fig. 2. EmoGraph of "He estado tomando cursos en linea sobre temas valiosos que disfruto estu-
diando y que podrian ayudarme a hablar en publico" ("I have been taking online courses about
valuable subjects that I enjoy studying and might help me to speak in public").

Finally, we link the last element of the sentence (e.g. Fp) with the first element of
the next one, since we are also interested in how people use sentence splitters (e.g. . ; :)
and any other information prone to model how people use their language.

Once the graph is built, our objective is to use a machine learning approach to model
texts of gender and age groups in order to be able to classify a given text later into the
right class. Therefore, we have first to extract features from the graph. We obtain such
features on the basis of graph analysis in two ways: a) general properties of the graph

19 http://wndomains.fbk.eu/wnaffect.html



describing the overall structure of the modelled texts; ) and specific properties of its
nodes and how they are related to each other, that describe how authors use language.

Following, we describe how to extract the structure-based features from the graph
and what they describe from a discourse-based perspective:

e Nodes-Edges ratio. We calculate the ratio between the number of nodes N and the
number of edges E of the graph G={N,E}. The maximum possible number of nodes
(429) is given by: a) the total number of Eagle labels (247); b) the total number of
topics in Wordnet Domains (168); ¢) the total number of verb classes (6); d) the total
number of emotions (6); e¢) and the total number of sentiment polarities (2). The
maximum possible number of edges (183,612) in a directed graph is theoretically
calculated as:

maz(E) = N (N —1)

where N is the total number of nodes. Thus, the ratio between nodes and edges
gives us an indicator of how connected the graph is, or in our case, how compli-
cated the structure of the discourse of the user is.

e Average degree of the graph, which indicates how much interconnected the graph
is. The degree of a node is the number of its neighbours; in our case, this is given
by the number of other grammatical categories or semantic information preceding
or following each node. The average degree is calculated by averaging all the node
degrees.

o Weighted average degree of the graph is calculated as the average degree but by
dividing each node degree by the maximum number of edges a node can have (N-
1). Thus, the result is transformed in the range [0,1]. The meaning is the same than
the average degree but in another scale.

o Diameter of the graph indicates the greatest distance between any pair of nodes. It
is obtained by calculating all the shortest paths between each pair of nodes in the
graph and selecting the greatest length of any of these paths. That is:

d =mazpene(N)

where £(n) is the eccentricity or the greatest geodesic distance between n and any
other node. In our case, it measures how far one grammatical category is from oth-
ers, for example how far a topic is from an emotion.

e Density of the graph measures how close the graph is to be completed, or in our
case, how dense is the text in the sense of how each grammatical category is used
in combination to others. Given a graph G=(N,E), it measures how many edges are
in set E compared to the maximum possible number of edges between the nodes of
the set N. Then, the density is calculated as:
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D = qareqn—m)

e Modularity of the graph measures the strength of division of a graph into modules,
groups, clusters or communities. A high modularity indicates that nodes within
modules have dense connections whereas they have sparse connections with nodes
in other modules. In our case may indicate how the discourse is modelled in dif-
ferent structural or stylistic units. Modularity is calculated following the algorithm
described in [1].

e Clustering coefficient of the graph indicates the transitivity of the graph, that is,
if a is directly linked to b and b is directly linked to c, the probability that a is
also linked to c. The clustering coefficient indicates how nodes are embedded in
their neighbourhood, or in our case, how the different grammatical categories (or
semantic information such as emotions) are related to each others. For each node,
the cluster coefficient (ccl) may be calculated with the Watts-Strogatzt formula
[26]:

2im1 C3)

n

ccl =

Each C'(¢) measures how close the neighbours of node i are to be a complete graph.
It is calculated as follows:

N |{ejrng,npENiejEEY]
C(i) = Tei (ki—1)

Where ey, is the edge which connects node n; with node ny, and k; is the number
of neighbours of the node i. Finally, we calculate the global clustering coefficient as
the average of all node’s coefficients, excluding nodes with degree O or 1, following
the algorithm described in [9].

e Average path length of the graph is the average graph-distance between all the
pairs of nodes and could be calculated following [3]. It gives us an indicator on how
far some nodes are from others or in our case how far some grammatical categories
are from others.

Moreover, for each node in the graph, we calculate two centrality measures: be-
tweenness and eigenvector. We use each obtained value as the weight of a feature
named respectively BTW-xxx and EIGEN-xxx, where xxx is the name of the node
(e.g. AQOCSO0, positive, enjoyment, animal and so on):

o Betweenness centrality measures how important a node is by counting the number
of shortest paths of which it is part of. The betweenness centrality of a node x is
the ratio of all shortest paths from one node to another node in the graph that pass
through x. We calculate it as follows:

BC(z) = Zi,jeNf{n} %(Jn)



where o; ; is the total number of shortest paths from node i to node j, and o; ;(n)
is the total number of those paths that pass through n. In our case, if one node
has a high betweenness centrality means that it is a common element used for link
among parts-of-speech, for example, prepositions, conjunctions, or even verbs or
nouns. This measure may give us an indicator of what the most common links in
the linguistic structures used by authors are.

¢ Eigenvector centrality of a node measures the influence of such node in the graph
[2]. Given a graph and its adjacency matrix A = a,, + where a,, ; is 1 if a node n
is linked to a node t, and O otherwise, we can calculate the eigenvector centrality
score as:

-1 -1
Tn = % ZtEM(n) Ty =y ZteG Qn, Lt

where A is a constant representing the greatest eigenvalue associated with the cen-
trality measure, M (n) is a set of the neighbours of node n and x; represents each
node different to x,, in the graph. This measure may give us an indicator of what
are the grammatical categories with the most central use in the authors’ discourse,
for example nouns, verbs, adjectives, etc.

2.2 Experiments with PAN-AP-13 and PAN-AP-14 corpora

Below we present the results that have been obtained for gender and age identification
with a Support Vector machine with a Gaussian Kernel on the PAN-AP-13 and PAN-
AP-14 corpora.

We carried out the experiments with the Spanish partition of the PAN-AP-13 social
media corpus. In Table 1 the results for gender identification are shown. The proposed
graph-based approach obtained competitive results with respect to the two best perform-
ing systems (with no statistically significant difference). In Table 2 EmoGraph shows
a better performance than the system that was ranked first at the shared task was ob-
tained for age identification (10s, 20s and 30s), although statistically with no significant
difference (t-Student test).

Ranking Team Accuracy
1 Santosh 0.6473

Flekova 0.6103
Jankowska 0.5846

2 EmoGraph 0.6365
3 Pastor 0.6299
4 Haro 0.6165
5 Ladra 0.6138
6
7

17  Baseline 0.5000

22 Gillam 0.4784

Table 1: Results in accuracy for gender identification in PAN-AP-13 corpus (Spanish)



Ranking Team Accuracy
1 EmoGraph 0.6624

2 Pastor 0.6558
3 Santosh 0.6430
4 Haro 0.6219
5 Flekova 0.5966

19  Baseline 0.3333

21 Mechti 0.0512

Table 2: Results in accuracy for age identification in PAN-AP-13 corpus (Spanish)

We studied what topics the different group of authors wrote about in the corpus
(we removed the most frequent topics'' because not so informative being at the top of
the domain hierarchy). We obtained the topics with the help of Wordnet Domains. The
corresponding word clouds are shown in Figures 3, 4 and 5 for females in each age
group (10s, 20s and 30s), and in Figures 6, 7 and 8 for males in the same age groups.
Younger people tend to write more about many different disciplines such as physics,
linguistics, literature, metrology, law, medicine, chemistry and so on, maybe due to
the fact that this is the stage of life when people mostly speak about their homework.
Females seem to write more about chemistry or gastronomy, and males about physics
or law. Both write about music and play. On the contrary of what one could might think,
10s females write about sexuality whereas males do not, and the contrary for commerce
(shopping). As they grow up, both females and males show more interest in buildings
(maybe due to the fact that they look for flats to rent), animals, gastronomy, medicine,
and about religion, although in a highest rate among males.

g it administration -

swmrmngadmmmra}m Ia as"onom ety 'commel‘te Mw:‘] i
[ qmqraph mus::anmalswn'mﬂm
et e rehguon gastronomg i

Iy MWMMU 4
mam,a,rs =hi Ido g Pm:l:; " értﬁ‘ edmnebulldlng linguisies rehg,on abr
by

musi¢” psq%afrtjphuswlm fmasmmmq ™ inunsmprms astroﬁomg

s astronomyen.e fiodg i 10001 Iaw omlimedicing
..ngﬂ.sf.smche;,ﬁrg e sasrrgggmum,, adn';:p;w
sexuali p siol
Paq pqsus“’ rmamammals o “l‘o'uss, 3 tﬁemns?rl{j WM‘I‘HWM

Fig. 3. Top domains for 10s Fig.4. Top domains for 20s  Fig.5. Top domains for 30s
females in PAN-AP-13 cor- females in PAN-AP-13 cor- females in PAN-AP-13 cor-
pus pus pus

!1'e.g. biology, quality, features, psychological, economy, anatomy, period, person, transport,
time and psychology



aht hmmn
inguisies 5" .oy

metrologgmffg%'ﬁ;:iggg =ty gm;ﬂf' o pr:ﬂf:“'"; ';gfgb:; e e
admmnsrrahon Id ; W admmISI'rahOhphgmlugqb“lldmgs a mmls"amnwggﬁmwﬁ?ﬂ
ierature “""If In'iggff’%ﬁmu i ar? '"'WP"ImtsgaSIIIron gaﬂ m|||ta|' b“lld g ””“n:ur:.polannlng A

""M  plblsing | I
h Sltsmagmg{gv medmne lggm al:uma!%m, indishe n;“““"ﬂ'gﬁémgmﬁw'!,““
o thannsiin it natindis g
Iagme icing ™ |ngywi!'2¢t§: qs‘”:m‘“ s meﬂlogw sy
ieommeree fourism qu i

Fig. 6. Top domains for 10s Fig.7. Top domains for 20s  Fig.8. Top domains for 30s
males in PAN-AP-13 corpus  males in PAN-AP-13 corpus ~ males in PAN-AP-13 corpus

With respect to the use of verb types, we were interested in investigating what kind
of actions (verbs) females and males mostly refer to and how this changes over time.
Figure 9 illustrates that males use more language verbs (e.g. tell, say, speak...), whereas

females use more emotional verbs (e.g. feel, want, love...) conveying more verbal emo-
tions than males.

Emation

- Males
-+ Females 3o

Doubt 204 Language

Perception Understanding

Fig. 9. Use of verb types per gender in PAN-AP-13 corpus

Moreover, we analysed the evolution of the use of verbs over the age. Figures 10 and
11 show the evolution through 10s, 20s and 30s. The use of emotional verbs decreases
over years, although we can assert that females use more emotional verbs than males in
any stage of life. The contrary happens with verbs of language. Verbs of understand-



ing (e.g. know, understand, think...) seem to increase for males and remain stable for
females, but it has to be said that females started using more verbs of understanding
already in the early age at a similar ratio than males do later. Similarly, verbs of will'?
(e.g. must, forbid, allow...) increase for both genders, but at a higher rate for males.
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Fig. 10. Evolution in the use of verb types Fig. 11. Evolution in the use of verb types
for females in PAN-AP-13 corpus for males in PAN-AP-13 corpus

Finally, we analyse the most discriminative features for the identification of gender
and age on the basis of information gain [27]. Table 3 shows the top 20 features over
1100. Betweenness (BTW-xxx) and eigenvector (EIGEN-xxx) features are among the top
features. We can identify a higher number of eigen features (mainly for verbs, nouns and
adjectives) in gender identification in comparison to the higher number of betweenness
features (mainly prepositions or punctuation marks) in age identification. This means
that features describing the important nodes in the discourse provide more informa-
tion to gender identification, whereas features describing the most common links in the
discourse provide more information to the age identification. In other words, the se-
lection of the position in the discourse for words such as nouns, verbs or adjectives,
which mainly give the meaning of the sentence, is the best discriminative features for
gender identification, whereas the selection of connectors such as prepositions, punctu-
ation marks or interjections are the best discriminative features for age identification. It
is important to notice the amount of features related to emotions (SEL-sadness, SEL-
disgust, SEL-anger) for gender identification and the presence of certain grammatical
categories (Pron, Intj, Verb) for age identification.

12 "Verbs of will": verbs that suggest interest or intention of doing things (such as must, forbid,
allow). Verbs of will do not have any relationship with will as the auxiliary verb for the future
in English



Ranking Gender

Age

Ranking Gender Age

SO 0N AL

Intj
SEL-sadness

EIGEN-NCCP000
Pron
words-length

EIGEN-NC00000
EIGEN-administration EIGEN-Fpt
EIGEN-NC00000

Pron

punctuation-semicolon words-length
EIGEN-VMP00OSM
EIGEN-Z

BTW-SPS00

BTW-NCMS000

Intj

EIGEN-Fh

BTW-PP1CS000

19

EIGEN-NCMS000 20

BTW-NC00000 EIGEN-SPS00

BTW-Z BTW-NC00000
EIGEN-DAOMSO punctuation-exclamation
BTW-Fz emoticon-happy

BTW-NCCP000 BTW-Fh
EIGEN-AQOMSO0 punctuation-colon
SEL-disgust punctuation
EIGEN-DP3CPO BTW-Fpt
EIGEN-DP3CS0O EIGEN-DAOFSO
SEL-anger Verb

Table 3: Most discriminating features for gender and age identification

Following, we tested further the robustness of the EmoGraph approach on the the
PAN-AP-14 corpus, both in Spanish and in English. This corpus is composed of four
different genres: i) social media (such as in the PAN-AP-13 corpus); ii) blogs; iii) Twit-
ter; iv) and hotel reviews. All corpora were in English and in Spanish, with the excep-
tion of the hotel reviews (in English only). In 2014 the age information was labelled in
a continuous way (without gaps of 5 years), and the following classes were considered:
i) 18-24; ii) 25-34; iii) 35-49; iv) 50-64; v) and 65+ .
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Fig. 12. Results in accuracy in PAN-AP-14 corpus: EmoGraph vs. the best team

Results are shown in Figure 12. Results for Spanish are in general better than for
English. This may be due to the higher variety of the morphological information ob-



tained with Freeling for Spanish. In fact, Freeling obtains 247 different annotations for
Spanish whereas it obtains 53 for English. For example, in the Spanish version the word
"cursos" (courses) for the given example in Figure 2 is returned as NCMP000O where NC
means common noun, M means male, P means plural, and 000 is a filling until 7 chars;
in the English version, the word "courses" is annotated as NNS.

With respect to the results obtained in the PAN-AP-13 corpus for Spanish, the re-
sults for age are lower due to the higher number of classes (3 classes in 2013 vs. 5
continuous ones in 2014). Results for Twitter and blogs are better than for social media
and reviews. This is due to the quality of the annotation, in fact both blogs and Twitter
corpora were manually annotated, ensuring that the reported gender and age of each
author was true. On the contrary, in social media and reviews what the authors reported
was assumed to be true. Furthermore, in blogs and also in Twitter there were enough
texts per author in order to obtain a better profile. In fact, although in Twitter each tweet
is short (as much 140 characters), we had access to hundreds of tweets per author. The
worst results were obtained for the reviews. Besides the possibility of deceptive infor-
mation regarding age and gender in the reviews corpus, it is important to know that
reviews were bounded to the hotel domain and just to two kinds of emotions: complain
or praise.

3 The Impact of Emotions

In order to understand further the impact of emotions in our graph-based representa-
tion of texts, we carried out a further experiment with another corpus, the EmIroGeFB
[17] corpus of Facebook comments in Spanish, that we previously annotated with the
Ekmans’s six basic emotions [6]. We compared the proposed approach where emotions
are taken into account with other variations of the graph-based representation that take
into acount some of the structure and discourse features:

e Simple Graph: a graph built only with the grammatical category of the Eagle labels
(the first character of the Eagle label), that is, verb, noun, adjective and so on;

e Complete Graph: a graph built only with the complete Eagle labels, but without
topics, verbs classification and emotions;

e Semantic Graph: a graph built with all the features described above (Eagle labels,
topics and verbs classification) but without emotions.

Features Accuracy
EmoGraph 0.6596
Semantic Graph 0.5501
Complete Graph 0.5192
Simple Graph 0.5083

Table 4: Results for gender identification in accuracy on the EmIroGeFB corpus (in
Spanish)



Results for gender identification are shown in Table 4. The best results were ob-
tained when also emotions that were used in the discourse were considered in the graph-
based approach.

4 Conclusions

In this paper we tried to summarise the main concepts that will be addressed in the
keynote at the 5th International Conference on Statistical Language and Speech Pro-
cessing (SLSP) that will be held in Le Mans, France in October 23-25, 2017. Our aim
was to show that with a graph-based representation of texts is possible to extract dis-
course features that describe how complicated the discourse is, how the discourse is
modelled in different structural or stylistic units, what are the grammatical categories
with the most central use in the discourse of a demographic group, where in the dis-
course emotion-bearing words have been used, etc. Eigen features describing the im-
portant nodes in the discourse (e.g. the position in the discourse of words such as nouns,
verbs or adjectives, which mainly give the meaning of the sentence) showed to help in
gender identification, whereas betweenness features describing the most common links
in the discourse (e.g. connectors such as prepositions, punctuation marks or interjec-
tions) helped more in age identification.

A more complete description of the EmoGraph graph-based approach and the ex-
periments carried out on the PAN-AP-13 and PAN-AP-14 can be found in [21] and in
[20].
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