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TRACED TENSOR NORMS AND MULTIPLE SUMMING

MULTILINEAR OPERATORS

P. RUEDA, E.A.ÁNCHEZ PÉREZ AND A. TALLAB

Abstract. Using a general tensor norm approach, our aim is to show that
some distinguished classes of summing operators can be characterized by means

of an “order reduction” procedure for multiple summing multilinear opera-
tors, which becomes the keystone of our arguments and can be considered our

main result. We work in a tensor product framework involving traced tensor

norms and the representation theorem for maximal operator ideals. Several
applications are given not only to multi-ideals, but also to linear operator

ideals. In particular, we get applications to multiple p-summing bilinear op-

erators, (p, q)-factorable linear operators, τ(p)-summing linear operators and
absolutely p-summing linear operators, providing a characterization of this

later class whenever the absolutely p-summing linear operators take values in

an Lp-space.

Multilinear operator; Summing operator; Multiple summing operator; τ(p)-
summing operator; tensor norm.

1. Introduction and basic definitions

A considerable effort has been made in recent years to set a unified theory for
multilinear operator ideals that are defined by summability properties. General-
izing the linear case, a broad family of multi-ideals that are defined by a vector
norm inequality involving any kind of summability have been introduced in the
mathematical literature (see [13, 16, 27] for early attempts). Some of them are
for instance the p-summing multilinear operators, absolutely continuous multilin-
ear operators, (p1, . . . , pn; p)-dominated multilinear operators, multiple p-summing
operators and factorable p-summing operators, among others ([1, 3, 4, 5, 6, 12, 17,
20, 21, 22, 23, 24]).

The tensor product point of view is a powerful approach for the study of operator
ideals. In particular, the comparison of different topologies on tensor products
allows to prove results on their structure and provides characterizations of the
most common ideals. This methodological approach was presented in the classical
work by Defant and Floret [8], and can also be found in [10, 28]. As far as we
know, some beautiful ideas appearing in Ch.19 of [8] have not been used yet in the
multilinear context. In particular, the advised reader may find there that a great
part of the linear operator ideals can be described in terms of continuity of the
canonically defined tensor product operator

(1) id⊗ T : `p ⊗β E → `p ⊗α F

for adequate p and tensor norms β and α (see [8, Theorem 29.4]). For instance, the
linear operator T : E → F is absolutely p-summing if and only if id⊗T : `p⊗εE →
`p ⊗∆p

F is continuous, where ∆p satisfies ∆p(
∑n
k=1 ek ⊗ xk) = (

∑n
k=1 ‖xk‖p)1/p

1
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and ε is the injective tensor norm; or, T : E → F is p-dominated if and only if
id⊗ T : `p ⊗ε E → `p ⊗π F is continuous, where π is the projective tensor norm.

Also, the so called calculus of traced tensor norms ([7]) will be a fundamental tool
in this paper. It is a very useful tool when dealing with topological tensor products
—and so with operator ideals— that surprisingly enough has not been used very
often, although it provides a clear point of view for the study of composition and
quotients of operator ideals. The reader can find in [9] one of the rare applications
of this technique in a similar context. We use the presentation of this theory that
is given in Ch.29 of [8].

In this paper we show that some multi-ideals can be understood using a unified
tensor product point of view for the description of the ideals of multilinear operators
in the same way that it is shown in the linear case. The main idea is to consider
general classes of summing n-linear operators with respect to different tensor norms
and characterize their summability properties in terms of an associated n−1-linear
operator. This leads to an order reduction procedure that is faced in the first part
of the paper. The order reduction theorem (Theorem 2.1) is the main result of
the paper. Afterwards, we show how our general results look like when we restrict
the attention to the bilinear case. Some applications are given to several ideals of
summing operators, as multiple p-summing bilinear operators or p-factorable linear
operators. These applications provide some tools that will be used in the last part
where τ(p)-summing linear operator are considered. As an example, we will use
in this last part our ideas in the bilinear setting to get information for absolutely
p-summing linear operators, showing that sometimes the multilinear point of view
allows a better understanding of the linear problems: we will provide a —as far as
we know— new characterization of absolutely p-summing linear operators having
values in a subspace or a quotient of an Lp-space. In order to do that, we use our
tools to describe the so called τ(p)-summing linear operators and the corresponding
“multiple version”.

Let us give now some background information. Let E,F be (real or complex)
Banach spaces and write F ∗ for the dual of F . Let K be the real or complex scalar
field. As usual, L(E,F ) denotes the space of continuous linear operators from E
to F endowed with the sup norm. For 1 ≤ p < ∞, let p′ be the conjugate of p,
that is, 1/p + 1/p′ = 1. We write `pw(E) and `p(E) for the spaces of sequences of
vectors in E that are weakly p-summable and p-summable, respectively. If (ai)

∞
i=1 is

such a sequence, we write ‖(ai)∞i=1‖w,p and ‖(ai)∞i=1‖p for the corresponding p-weak
and p-strong sums. We denote by `p,0w (E) := {(xi)∞i=1 ∈ `pw(E) : ‖(xi)∞i=N‖w,p →
0 as N → ∞}, and let `p0 denote the subspace of `p of all sequences with only a
finite number of nonzero “coordinates”. The canonical unit vector basis of `p is
denoted by (ei)

∞
i=1.

Our notation regarding tensor products and operator ideals is standard. We
will use the term “tensor norm” in the sense that is used in [8], but including the
norm ∆p for the case of tensor products involving Lp(µ) spaces. As usual, E ⊗α F
denotes the tensor product E ⊗ F endowed with the tensor norm α and E⊗̂αF is
its completion. The norm ∆p on Lp ⊗ F is the one that comes from the Bochner
space Lp(F ). We will consider several tensor norms on a tensor product E ⊗ F .
The most common ones are the projective norm π or the injective norm ε. It is well
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known that the space `p,0w (F ) is isometrically isomorphic to `p⊗̂εF whereas `p(F )
is isometrically isomorphic to `p⊗̂∆p

F (see [8, 12.9]).
If α is a tensor norm, we will write as usual αt for its transpose, α′ for its dual

and α∗ for its conjugate tensor norms ([8, Ch.12]). Moreover, we will write \α and
/α for the left injective and left projective associate tensor norms, respectively, and
α\ and α/ for the right projective and the right injective associate (see [8, Ch.20]).
The related operator ideal notions are the injective hull U inj and the surjective hull
Usur of a given operator ideal U ([8, Ch.9]). If 1 ≤ p ≤ ∞ and z ∈ E ⊗ F , recall
that

gp(z) := inf{‖(xi)i‖p‖(yi)i‖w,p′ : z =

n∑
i=1

xi ⊗ yi}

dp(z) := inf{‖(xi)i‖w,p′‖(yi)i‖p : z =

n∑
i=1

xi ⊗ yi}.

Our main reference for the theory of tensor norms is [8], and for operator ideals
that book and also [11]. A lot of rather technical notions regarding tensor norms
will be used in the paper; we have tried to explain all of them, but sometimes it is
not easy in the context of a paper. By this reason, we will refer to the corresponding
chapter of [8] when some new definition is introduced.

Let T : E → F be a continuous linear operator. We say that the bilinear
operator BT : E × F ∗ → R given by BT (a, b∗) := 〈T (a), b∗〉, (a, b∗) ∈ E × F ∗, is

the bilinear map associated to T . Given T , the operator T̂ : `pw(E)→ `pw(F ) given

by T̂ ((ai)
∞
i=1) := (T (ai))

∞
i=1, (ai)

∞
i=1 ∈ `pw(E) is well defined and continuous, and

we refer to it as the associated sequential operator of T .
Let Πp(E,F ) denote the space of all absolutely p-summing operators from E to

F , endowed with its usual norm πp. It is well known that T is p-summing if and

only if T̂ takes its values in `p(F ) and T̂ : `pw(E)→ `p(F ) is continuous.
We will also make use of the ideal of τ(p)-summing linear operators. Since this

operator ideal is not known for many researchers, let us explain its definition and
its multiple version here. A linear operator T : E → F is τ(p)-summing if there is
a constant C > 0 such that(

n∑
i=1

|〈T (ai), b
∗
i 〉|p

)1/p

≤ C sup
‖a∗‖≤1,‖b∗∗‖≤1

(
n∑
i=1

|〈ai, a∗〉〈b∗i , b∗∗〉|p
)1/p

for all a1, . . . , an ∈ E, b∗1, . . . , b
∗
n ∈ F ∗, n ∈ N. The infimum of all constants C > 0

is denoted by πτ(p)(T ).
Since the definition involves a vector norm inequality for the associate bilinear

map BT : E × F ∗ → K that cannot be reduced to a norm inequality for the linear
map T , it seems natural to expect that the “multiple linear version” of this ideal
provides a new class of operators. We say that a linear operator T : E → F is
multiple τ(p)-summing if for a1, . . . , am ∈ E and b∗1, . . . , b

∗
n ∈ F ∗,

(2) n∑
j=1

m∑
i=1

|〈T (ai), b
∗
j 〉|p

1/p

≤ C sup
‖a∗‖≤1, ‖b∗∗‖≤1

 n∑
j=1

m∑
i=1

|〈ai, a∗〉〈b∗j , b∗∗〉|p
1/p

.
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Clearly, the above inequality is equivalent to: n∑
j=1

m∑
i=1

|〈T (ai), b
∗
j 〉|p

1/p

≤ C‖(ai)mi=1‖w,p‖(b∗j )nj=1‖w,p.

The infimum of all constants C > 0 is denoted by πm,τ(p)(T ).
The class of τ(p)-summing operators is a subclass of all p-summing operators

and so a nicer behavior of the associated sequential operator is expected. Indeed,
taking ai = a for all i = 1, . . . , n in the definition we get for any τ(p)-summing
operator T : E → F that

n∑
j=1

|〈T (a), b∗j 〉|p ≤ πτ(p)(T )p sup
‖b∗∗‖≤1

 n∑
j=1

|〈b∗j , b∗∗〉|p
 ‖a‖p.

If we apply such an inequality for a1, . . . , am ∈ E and do the sum, it follows

m∑
i=1

n∑
j=1

|〈T (ai), b
∗
j 〉|p ≤ πτ(p)(T )p

m∑
i=1

‖ai‖p sup
‖b∗∗‖≤1

 n∑
j=1

|〈b∗j , b∗∗〉|p
 .

This shows that T̂ ((ai)
m
i=1) : F ∗ → `p is in fact a p-summing operator and that

πp(T̂ ((ai)
m
i=1)) ≤ πτ(p)(T )‖(ai)mi=1‖p. Consequently, T̂ : `p(E) → Πp(F

∗, `p) is

continuous and ‖T̂‖ ≤ πτ(p)(T ).
A similar calculation easily shows that T is multiple τ(p)-summing if and only if

T̂ not only takes `p(E) to Πp(F
∗, `p) but also the bigger space `pw(E) is mapped into

Πp(F
∗, `p) in a continuous way, and that ‖T̂‖ = πm,τ(p)(T ). Although (multiple)

τ(p)-summing operators are defined in a linear context, their definition is essentially
of a bilinear nature because the inequality (2) depends on the operator T via the
bilinear map BT (a, b∗) = 〈T (a), b∗〉, (a, b∗) ∈ E × F ∗, which clearly is absolutely
p-summing. Let us pay attention to this bilinear map BT . Note that T is nothing
but the operator (BT )2(a)(b∗) := BT (a, b∗). Therefore, the summability of the
bilinear map BT can be characterized by means of the summability of the associated

sequential operator T̂ = (̂BT )2. Our main aim in this paper is to show that this
is a particular case of a more general situation: several classes of distinguished
summing bilinear (indeed, multilinear) operators can be characterize in terms of
its associated sequential operator. Having in mind that `p(E) = `p⊗̂∆p(E) and

that `p,0w (E) = `p0⊗̂εE, these distinguished classes are determined by considering an
arbitrary reasonable tensor norm γ: the (multiple) (γ,∆p, p)-summing multilinear
operators. This is done in Section 2, where our main result (Theorem 2.1) is proved:
it characterizes multiple (γ,∆p, p)-summing multilinear operators by means of the
associated sequential operators. As a consequence of the Chevet-Persson-Saphar
inequalities and some well known equivalences for different tensor norms, in Section
3 we provide the first examples where Theorem 2.1 applies: multiple p-summing
bilinear operators and p-factorable linear operators. In Section 4 we get back on
(multiple) τ(p)-summing operators, that were our initial motivation. We analyze
them and we end the paper with an application to tensor products involving Lp-
spaces that will give the coincidence of p-summing operators and multiple τ(p)-
summing operators whenever they take values on a Lp-space.
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2. Multilinear summing and multiple summing operators

In this paper we are interested in analyzing classes of ideals of multilinear op-
erators that can be characterized by means of abstract summability properties
associated to the continuity of the tensor product operators defined between spaces
of vector valued sequence spaces. Our main reference is the class of (linear) p-
summing operators between Banach spaces E and F , that can be described as
the class of operators T : E → F such that the associated tensor product map
id ⊗ T : `p ⊗ε E → `p ⊗∆p

F is continuous. If we identify the elements of the
algebraic tensor product `p0 ⊗ E with finite sequences of elements of E via the
identification

∑n
i=1 ei⊗xi ↔ (xi)

n
i=1 then, the restriction of the associated sequen-

tial operator T̂ of T to finite sequences can also be identified with the restriction
id⊗T : `p0⊗εE → `p⊗∆p

F . Under these identifications, T is absolutely p-summing

if and only if T̂ : `p0⊗εE → `p⊗∆p
F is continuous. We will extend this idea to the

case of multilinear operators. Two natural extensions of absolutely p-summing lin-
ear operators to the multilinear context are required for our purposes: p-summing
and multiple p-summing multilinear operators. Both classes have been intensively
studied and are well-known; classical references to these notions are [2] and [17, 24].

Let 1 ≤ p ≤ ∞, n ∈ N and E1, . . . , En, F be Banach spaces. Recall that an
n-linear operator T : E1 × · · · × En → F is said to be p-summing if there is a
constant C > 0 such that for every choice of vectors xi1, . . . , x

i
m ∈ Ei, i = 1, . . . , n,( m∑

i=1

‖T (x1
i , . . . , x

n
i )‖p

)1/p

≤ C‖(x1
i )i‖w,p · · · ‖(xni )i‖w,p.

It is said to be multiple p-summing if there is a constant C > 0 such that for
xk1 , . . . , x

k
mk
∈ Ek, k = 1, . . . , n,( m∑

i1=1

· · ·
m∑

in=1

‖T (x1
i1 , . . . , x

n
in)‖p

)1/p

≤ C‖(x1
i1)m1

i1=1‖w,p · · · ‖(x
n
in)mnin=1‖w,p.

In terms of sequence spaces, these definitions can be rewritten as follows: an n-linear
operator T : E1 × · · · × En → F is p-summing if the n-linear map

T : (`p0 ⊗ε E1)× · · · × (`p0 ⊗ε En)→ `p ⊗∆p
F

given by

T ((

m∑
i=1

ei ⊗ x1
i , . . . ,

m∑
i=1

ei ⊗ xni )) :=

m∑
i=1

ei ⊗ T (x1
i , . . . , x

n
i ).

is continuous. On the other hand, T is multiple p-summing if the n-linear map

T̃ : (`p0 ⊗ε E1)× · · ·× (`p0 ⊗ε En)→
(
`p ⊗∆p

· · · ⊗∆p
`p
)
⊗∆p

F

given by

((x1
i1)i1 , · · · , (xnin)in) 

m1∑
i1=1

· · ·
mn∑
in=1

ei1 ⊗ · · · ⊗ ein ⊗ T (x1
i1 , · · · , x

n
in)

is continuous. Note that both T and T̃ coincide with the restriction to finite se-
quences of the associated sequential operator T̂ whenever n = 1.
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These associated sequential multilinear operators are the key for the study, from
an unified point of view, of those multilinear operators that improve the summa-
bility of sequences by means of all tensor tools described in the introduction. They
are the inspiration for the following definitions.

2.1. (γ, α, p)-summing multilinear operators. Let α and γ be two reasonable
tensor norms for the tensor product `p ⊗ F —including the case α = ∆p—, that
is, ε ≤ α, γ ≤ π, and let T : E1 × · · · × En → F be a continuous n-linear operator.
Consider the n-linear map

T : (`p0 ⊗ E1)× (`p0 ⊗ E2)× · · · × (`p0 ⊗ En)→ `p ⊗ F
defined as

T ((

m∑
i=1

ei ⊗ x1
i , . . . ,

m∑
i=1

ei ⊗ xni )) :=

m∑
i=1

ei ⊗ T (x1
i , . . . , x

n
i ).

We say that T : E1 × · · · × En → F is (γ, α, p)-summing if

T : (`p0 ⊗γ E1)× (`p0 ⊗γ E2)× · · · × (`p0 ⊗γ En)→ `p ⊗α F
is continuous.

2.2. Multiple (γ, α, p)-summing multilinear operators. The “multiple” case
can be defined in an analogous way. An n-linear operator T : E1 × · · · × En → F
is multiple (γ, α, p)-summing if the associated operator

T̃ : (`p0 ⊗γ E1)× (`p0 ⊗γ E2)× · · · × (`p0 ⊗γ En)→ `p ⊗∆p
· · · ⊗∆p

`p ⊗α F
given by

T̃
( m1∑
i1=1

ei1 ⊗ x1
i1 , . . . ,

mn∑
in=1

ein ⊗ xnin
)

:=

m1∑
i1=1

· · ·
mn∑
in=1

ei1 ⊗ · · · ⊗ ein ⊗ T (x1
i1 , . . . , x

n
in)

is continuous.
Obviously, the notions of (γ, α, p)-summing and multiple (γ, α, p)-summing co-

incide for n = 1. Several well known multi-ideals are particular cases of these
definitions. In the next sections we will analyze some of them, mainly the ones as-
sociated to important notions of summability. To start with, the class of (multiple)
p-summing multilinear operators clearly coincides with the class of (resp. multiple)
(ε,∆p, p)-summing operators.

Let us write now two linear examples. The first one is given by the so called
(q, p)-mixing linear operators. Recall that a linear operator T : E → F is (q, p)-
mixing if for each Banach space valued q-summing operator S, the composition
S ◦ T is p-summing. It is well-known that they can be characterized by means of
the following summing inequality,( m∑

j=1

( n∑
k=1

|〈T (xj), y
′
k〉|q

)p/q)1/p

≤ C‖(xj)mj=1‖p,w · ‖(y′k)nk=1‖q

for a certain constant C > 0 and for all x1, . . . , xm ∈ E and y′1, . . . , y
′
n ∈ F ∗ (see

for example [8, Proposition 32.4]). In [8, Proposition 32.3], it can be found that
this ideal can be characterized as follows. An operator T : E → F is (q, p)-mixing
if and only if

id⊗ T : `q
′
⊗gp′ E → `q

′
⊗∆q′ F
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is continuous. In this case, id ⊗ T = T = T̃ and so, T : E → F is (q, p)-mixing if
and only if it is (multiple) (gp′ ,∆q′ , q

′)-summing.
The second example is given by the so called p-dominated (linear) operators

T : E → F , that are defined by the inequalities
n∑
i=1

|〈T (xi), y
′
i〉| ≤ C ‖(xi)ni=1‖p,w · ‖(y′i)ni=1‖p′,w

for a certain constant C > 0 and for all x1, . . . , xm ∈ E and y′1, . . . , y
′
n ∈ F ∗. By

[8, Proposition 29.5], an operator T is p-dominated if and only if the map

id⊗ T : `p ⊗ε E → `p ⊗π F
is continuous. That is, if and only if it is (ε, π, p)-summing, or multiple (ε, π, p)-
summing.

The next theorem is the main result in this paper. It gives some sort of order
reduction procedure for factorizations of multilinear maps. We define the tensor
norm α appearing in it using the so called “calculus of traced tensor norms”, that
can be found in [8, Ch.29]. Let us explain first this construction in the particular
case that we are dealing with.

Let β and γ be tensor norms on E ⊗ `p
′

and `p ⊗ F , respectively, and write
C : (E ⊗ `p′)⊗ (`p ⊗ F )→ E ⊗ F for the tensor contraction given by

C
(
(a⊗ u)⊗ (v ⊗ b)

)
= 〈u, v〉a⊗ b.

The traced tensor norm γ ⊗`p β is defined as the quotient norm defined by the
projective tensor product, that is, for z ∈ E ⊗ F ,

γ ⊗`p β(z) = inf
{
π(w) : w ∈ (E ⊗β `p

′
)⊗π (`p ⊗γ F ) such that C(w) = z

}
.

(In this notation, notice the change of the order of β and γ with respect to the
original order in the Cartesian product). In the particular case of the usual tensor
norms (as ∆p and ε), it is easy to prove that for example dp = ∆p ⊗`p ε (see
Proposition 1 in [8, 29.3]).

Theorem 2.1. Let n ≥ 2, 1 ≤ p <∞ and let γ be a tensor norm. Let α = γ⊗`p∆t
p′ .

If T : E1 × · · · ×En → F is an n-linear operator then, the following assertions are
equivalent.

(i) T is multiple (γ,∆p, p)-summing.

(ii) The (n− 1)-linear map

T̃n : (`p0 ⊗γ E1)× · · ·× (`p0 ⊗γ En−1)→
((
`p
′

0 ⊗∆p′
n−1· · · ⊗∆p′ `

p′

0 ⊗∆p′ F
∗)⊗α En)∗

given by〈
T̃n
(
(a1
i1)m1

i1=1, . . . , (a
n−1
in−1

)
mm−1

in−1=1

)
,

mn∑
in=1

( m1∑
i1=1

· · ·
mn−1∑
in−1=1

ei1 ⊗ · · · ⊗ ein−1 ⊗ b∗i1,...,in
)
⊗ anin

〉

:=

m1∑
i1=1

· · ·
mn∑
in=1

〈
T (a1

i1 , · · · , a
n
in), b∗i1,...,in

〉
is well-defined and continuous.
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Proof. First let us show that the map T̃n is well-defined. Note that each element

of the tensor product
(
`p
′

0 ⊗∆p′
n−1· · · ⊗∆p′ `

p′

0 ⊗∆p′ F
∗) can be uniquely represented

as
∑m1

i1=1 · · ·
∑mn−1

in−1=1 ei1 ⊗ · · · ⊗ ein−1
⊗ b∗i1,...,in−1

. Indeed, clearly each element of

the tensor product can be written in this way. Take now two representations
m1∑
i1=1

· · ·
mn−1∑
in−1=1

ei1 ⊗ · · · ⊗ ein−1
⊗ b∗i1,...,in−1

and
m′1∑
i1=1

· · ·
m′n−1∑
in−1=1

ei1 ⊗ · · · ⊗ ein−1
⊗ (b∗)′i1,...,in−1

of the same tensor. Completing with zeros when necessary, we can assume that
mk = m′k for all k = 1, . . . , n − 1. For each j1, . . . , jn−1 with 1 ≤ jk ≤ mk, k =

1, . . . , n−1, and b ∈ F consider Sj1,...,jn−1;b := ej1⊗· · ·⊗ejn−1⊗b ∈ `
p
0⊗

n−1· · · ⊗`p0⊗F
as an element in the dual

(
`p
′

0 ⊗∆p′
n−1· · · ⊗∆p′ `

p′

0 ⊗∆p′ F
∗)∗. Then,

Sj1,...,jn−1;b

( m1∑
i1=1

· · ·
mn−1∑
in−1=1

ei1 ⊗ · · · ⊗ ein−1 ⊗ b∗i1,...,in−1

)

=

m1∑
i1=1

· · ·
mn−1∑
in−1=1

Sj1,...,jn−1;b

(
ei1 ⊗ · · · ⊗ ein−1

⊗ b∗i1,...,in−1

)
= 〈b, b∗j1,...,jn−1

〉.

Then

Sj1,...,jn−1;b

( m1∑
i1=1

· · ·
mn−1∑
in−1=1

ei1 ⊗ · · · ⊗ ein−1 ⊗
(
b∗i1,...,in−1

− (b∗)′i1,...,in−1

))
= 〈b, b∗j1,...,jn−1

− (b∗)′j1,...,jn−1
〉 = 0.

Since this can be done for every b ∈ E, this gives that b∗j1,...,jn−1
= (b∗)′j1,...,jn−1

for
every set of indexes j1, . . . , jn−1.

Identifying `p0 ⊗ Ej with a linear subspace of `p(Ej), fix (ajij )
mj
ij=1 in `p ⊗ Ej ,

j = 1, . . . , n− 1, and write a :=
(
(a1
i1

)m1
i1=1, . . . , (a

n−1
in−1

)
mn−1

in−1=1

)
for short. Let us see

that T̃n(a) = T̃n
(
(a1
i1

)m1
i1=1, . . . , (a

n−1
in−1

)
mn−1

in−1=1

)
defines an element of the dual space((

`p
′

0 ⊗∆p′
n−1· · · ⊗∆p′ `

p′

0 ⊗∆p′ F
∗) ⊗α En)∗. Observe that given an element of the

product
(
`p
′

0 ⊗∆p′
n−1· · · ⊗∆p′ `

p′

0 ⊗∆p′ F
∗
)
×En of the form

(∑m1

i1=1 · · ·
∑mn−1

in−1=1 ei1⊗

· · · ⊗ ein−1
⊗ b∗i1,...,in−1

, an
)

, the formula

BT̃n(a)

( m1∑
i1=1

· · ·
mn−1∑
in−1=1

ei1 ⊗ · · · ⊗ ein−1 ⊗ b∗i1,...,in−1
, an
)

=

m1∑
i1=1

· · ·
mn−1∑
in−1=1

〈T (a1
i1 , · · · , a

n−1
in−1

, an), b∗i1,...,in−1
〉

defines a bilinear form whose linearization takes the same values as does the form
T̃n(a). Since the linearization of BT̃n(a) is defined on the tensor product space(
`p
′

0 ⊗∆p′
n−1· · · ⊗∆p′ `

p′

0 ⊗∆p′ F
∗
)
⊗En, the form T̃n(a) can be considered an element
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of its algebraic dual space. Assuming (i), let us prove that it actually belongs to

the topological dual when we consider the norm α = γ ⊗`p ∆t
p′ , that is, T̃n(a) ∈((

`p
′

0 ⊗∆p′
n−1· · · ⊗∆p′ `

p′

0 ⊗∆p′ F
∗)⊗α En)∗. Take

mn∑
in=1

( m1∑
i1=1

· · ·
mn−1∑
in−1=1

ei1 ⊗ · · · ⊗ ein−1
⊗ b∗i1,...,in ⊗ a

n
in

)
in
(
`p
′

0 ⊗∆p′
n−1· · · ⊗∆p′ `

p′

0 ⊗∆p′ F
∗)⊗ En and define

S :=

m1∑
j1=1

· · ·
mn∑
jn=1

ej1 ⊗ · · · ⊗ ejn−1 ⊗ T (a1
i1 , . . . , a

n
in) ∈ `p ⊗ · · · ⊗ `p ⊗ F

as an element in
(
`p
′

0 ⊗∆p′
n−1· · · ⊗∆p′ `

p′

0 ⊗∆p′ F
∗)∗. Then,∣∣∣〈T̃n(a),

mn∑
in=1

( m1∑
i1=1

· · ·
mn−1∑
in−1=1

ei1 ⊗ · · · ⊗ ein−1
⊗ b∗i1,...,in ⊗ a

n
in

)〉∣∣∣
=
∣∣∣ m1∑
i1=1

· · ·
mn−1∑
in−1=1

mn∑
in=1

〈
T (a1

i1 , · · · , a
n−1
in−1

, anin), b∗i1,...,in

〉∣∣∣
=
∣∣∣〈 m1∑

i1=1

· · ·
mn−1∑
in−1=1

mn∑
in=1

ei1 ⊗ · · · ⊗ ein−1
⊗ b∗i1,...,in , S

〉∣∣∣
≤ ‖S‖∆p′

( m1∑
i1=1

· · ·
mn−1∑
in−1=1

mn∑
in=1

ei1 ⊗ · · · ⊗ ein−1
⊗ b∗i1,...,in

)
.(3)

As we are assuming that T is multiple (γ,∆p, p)-summing we have that

‖S‖ ≤
∥∥∥(T (a1

i1 , . . . , a
n
in)
)
i1,...,in

∥∥∥
p

= ∆p

( m1∑
i1=1

· · ·
mn−1∑
in−1=1

mn∑
in=1

ei1 ⊗ · · · ⊗ ein ⊗ T (a1
i1 , . . . , a

n
in)
)

≤
∥∥T̃∥∥ ∏

1≤k≤n

γ
( mk∑
ik=1

eik ⊗ akik
)
.(4)

Combining (3) with (4) we get T̃n(a) ∈
((
`p
′

0 ⊗∆p′
n−1· · · ⊗∆p′ `

p′

0 ⊗∆p′ F
∗) ⊗α En)∗

and ∥∥T̃n(a)
∥∥ ≤ ∥∥T̃∥∥ ∏

1≤k≤n−1

γ
( mk∑
ik=1

eik ⊗ akik
)

that is, T̃n is continuous and
∥∥T̃n∥∥ ≤ ∥∥T̃∥∥.

We now assume (ii) and let us prove that T is multiple (γ,∆p, p)-summing.
Fix sequences (a1

i1
)m1
i1=1, . . . , (a

n
in

)mnin=1 in the corresponding spaces and take an
element

m1,...,mn∑
i1,...,in=1

ei1 ⊗ · · · ⊗ ein−1 ⊗ b∗i1,...,in

in the unit ball of `p
′

0 ⊗∆p′
n−1· · · ⊗∆p′ `

p′

0 ⊗∆p′ F
∗ satisfying
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∆p

( m1,...,mn∑
i1,...,in=1

ei1 ⊗ · · · ⊗ ein ⊗ T (a1
i1 , . . . , a

n
in)
)

=
( m1,...,mn∑
i1,...,in=1

‖T (a1
i1 , . . . , a

n
in)‖p

)1/p

=
∣∣∣〈 m1,...,mn∑

i1,...,in=1

ei1 ⊗ · · · ⊗ ein ⊗ T (a1
i1 , . . . , a

n
in),

m1,...,mn∑
i1,...,in=1

ei1 ⊗ · · · ⊗ ein−1
⊗ b∗i1,...,in

〉∣∣∣
=
∣∣∣ m1,...,mn∑
i1,...,in=1

〈
T (a1

i1 , · · · , a
n−1
in−1

, anin), b∗i1,...,in

〉∣∣∣(5)

Using the continuity of T̃n in the second inequality, we get

(5) =
∣∣∣〈T̃n((a1

i1)i1 , . . . , (a
n−1
in−1

)in−1

)
,

mn∑
in=1

( m1,...,mn−1∑
i1=1,...,in−1=1

ei1 ⊗ · · · ⊗ ein−1
⊗ b∗i1,...,in ⊗ a

n
in

)〉∣∣∣
≤
∥∥T̃n∥∥ ∏

1≤k≤n−1

γ
( mk∑
ik=1

eik ⊗ akik
)
α

 mn∑
in=1

( m1,...,mn−1∑
i1=1,...,in−1=1

ei1 ⊗ · · · ⊗ ein−1
⊗ b∗i1,...,in ⊗ a

n
in

)
≤
∥∥T̃∥∥ ∏

1≤k≤n

γ
( mk∑
ik=1

eik ⊗ akik
)

∆p′

( m1,...,mn∑
i1=1,...,in=1

ei1 ⊗ · · · ⊗ ein−1
⊗ b∗i1,...,in

)
.(6)

This proves that T is multiple (γ,∆p, p)-summing.
�

3. Bilinear multiple (γ,∆p, p)-summing operators

In this section several applications of Theorem 2.1 are provided for multiple
(γ,∆p, p)-summing bilinear operators, with respect to classical tensor norms γ that
are relevant for the general theory of operator ideals. The aim is to characterize
the classes formed by these bilinear operators by means of the associated sequential
operator.

Let 1 ≤ p < ∞. A bilinear operator T : E1 × E2 → F is multiple p-summing if
there is a constant C > 0 such that for x1, . . . , xm ∈ E1 and y1, . . . , yn ∈ E2,( m∑

j=1

n∑
i=1

‖T (xj , yi)‖p
)1/p

≤ C ‖(xj)‖w,p ‖(yi)‖w,p

= C sup
x∗∈BE∗1 ,y

∗∈BE∗2

( m∑
j=1

n∑
i=1

|〈xj , x∗〉|p|〈yi, y∗〉|p
)1/p

.

We will write πm,p(T ) for the infimum of all constants satisfying the inequality
above. As we said before, multiple p-summing operators coincide with mutiple
(ε,∆p, p)-summing operators. We write now the characterization of this class of
bilinear maps in terms of sequential properties.

Given a continuous bilinear operator T : E1×E2 → F , the associated sequential
operator associated to the linear operator T2 : E1 → L(E2, F ), T2(x1)(x2) :=

T (x1, x2), is the operator T̂2 : `p(E1) → L(E2, `
p(F )) given by T̂2((xi)i)(y) =

(T (xi, y))i ∈ `p(F ), y ∈ E2, (xi)i ∈ `p(E1). It is easy to see that it is continuous,
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but this continuity does not characterize to be multiple p-summing. Next result
does it.

Corollary 3.1. Let T : E1 × E2 → F be a continuous bilinear operator. The
following statements are equivalent.

(i) T is multiple p-summing, that is, T is multiple (ε,∆p, p)-summing.

(ii) T̂2 maps `p,0w (E1) into Πp(E2, `
p(F )) continuously.

Moreover, πm,p(T ) =
∥∥T̂2

∥∥.

Proof. Recall that the bilinear map T : E1×E2 → F is multiple (ε,∆p, p)-summing
if

T̃ : (`p0 ⊗ε E1)× (`p0 ⊗ε E2)→ (`p ⊗∆p
`p)⊗∆p

F

is continuous. Consider

α = γ ⊗`p ∆t
p′ = ε⊗`p ∆t

p′ = gp′

(see [8, S.29.3] for the last equality). Taking γ = ε in Theorem 2.1, we get that the

continuity of T̃ is equivalent to the continuity of

T̃2 : `p0 ⊗ε E1 →
((
`p
′

0 ⊗∆p′ F
∗)⊗gp′ E2

)∗
.

Since((
`p
′

0 ⊗∆p′F
∗)⊗gp′E2

)∗
=
(
`p
′

0 (F ∗)⊗gp′E2

)∗
=
(
E2⊗(g∗

p′ )
′`p
′

0 (F ∗)
)∗

= Πp(E2, (`
p′

0 (F ∗))∗)

(see [8, S.17.12] for the last equality) and taking into account that by its definition

the evaluations of T̂2 = T̃2 takes values in `p0(F ), we get the result.
�

Inspired by the Chevet-Persson-Saphar inequalities

(7) d∗p′ ≤ dp ≤ ∆p ≤ g∗p′ ≤ gp
on `p ⊗ E (see 25.10 in [8]), let us write the results for the natural tensor norms
associated to ∆q′ that provide weaker topologies, that are d∗q and dq′ . We start
giving the specific definitions of multiple (γ,∆p, p)-summing operators for γ =
d∗q , dq′ in terms of inequalities. The continuous bilinear map T : E1 × E2 → F is

• multiple (d∗q ,∆p, p)-summing if there is a constant k > 0 such that for all
finite sequences (xj)

m
j=1 and (yi)

n
i=1 in E1 and E2, respectively, we have( m∑

j=1

n∑
i=1

‖T (xj , yi)‖p
)1/p

≤ k d∗q
(
(xj)

m
j=1

)
d∗q
(
(yi)

n
i=1

)
,

The norm of T as a multiple (d∗q ,∆p, p)-summing operator is the infimum
of all such constants k > 0.

• multiple (dq′ ,∆p, p)-summing if there is a constant k > 0 such that for all
finite sequences (xj)

m
j=1 and (yi)

n
i=1 in E1 and E2, respectively, we have( m∑

j=1

n∑
i=1

‖T (xj , yi)‖p
)1/p

≤ k dq′
(
(xj)

m
j=1

)
dq′
(
(yi)

n
i=1

)
.

The norm of T as a multiple (dq′ ,∆p, p)-summing operator is the infimum
of all such constants k > 0.
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As a consequence of (7) we have that multiple p-summing bilinear operators are
multiple (d∗q ,∆p, p)-summing, and these ones are (dq′ ,∆p, p)-summing.

Corollary 3.2. Let T : E1 × E2 → F be a continuous bilinear operator and 1 ≤
q <∞. The following statements are equivalent.

(i) T is multiple (d∗q ,∆p, p)-summing.

(ii) T̃2 maps `p0 ⊗d∗q E1 into Linjp,q (E2, `
p(F )) continuously.

Moreover, the norm as multiple (d∗q ,∆p, p)-summing operator coincides with∥∥T̃2

∥∥.

Proof. The proof is again an application of Theorem 2.1, but in this case γ = d∗q ,
and

T̃2 : `p0 ⊗d∗q E1 →
(
(`p
′

0 ⊗∆p′ F
∗)⊗α E2

)∗
for

α = d∗q ⊗`p ∆t
p′ = \α∗p,q,

where the last equality follows from [8, Proposition 29.9]. There, it is also shown
that αp,q\ ∼ Linjp,q , that is, αp,q\ is the associated tensor norm to the operator ideal
of the injective hull of the (p, q)-factorable operators. Since \α∗p,q = (αp,q\)∗ =(
(αp,q\)′

)t
, by the representation theorem for the injective hull of the p, q-factorable

operators (see [8, Theorem 17.5]) we get(
`p
′

0 (F ∗)⊗(αp,q\)∗ E2

)∗
=
(
E2 ⊗(αp,q\)′ `

p′

0 (F ∗)
)∗

= Linjp,q
(
E2, (`

p′

0 (F ∗))∗
)
,

which, again by the defintion of T̂2 = T̃2, gives the result. �

Let us show now the case γ = dq′ . In this case α = dq′ ⊗`p ∆t
p′ = \α∗p,q/,

where the last equality follows from [8, Proposition 29.9]. The surjective hull of the
injective hull of the ideal of p, q-factorable operators is the associated operator ideal
to (\α∗p,q/)∗, that is, Linj surp,q ∼ /αp,q\ = (\α∗p,q/)∗ (see [8, S.29.9]). Since \α∗p,q/
is the projective associate to αp,q, it is finitely generated ([8, Corollary 20.6.2])
and so \α∗p,q/ = (\α∗p,q/)′′ by [8, S. 15.3]. Then, by the representation theorem [8,
Theorem 17.5] we get

Linj surp,q

(
E2, (`

p′

0 (F ∗))∗
)

=
(
E2 ⊗(\α∗p,q/∗)′ `

p′

0 (F ∗)
)∗

=
(
`p
′

0 (F ∗)⊗\α∗p,q/ E2

)∗
.

This gives the following corollary of Theorem 2.1.

Corollary 3.3. Let T : E1 × E2 → F be a continuous bilinear operator and 1 ≤
q <∞. The following statements are equivalent.

(i) T is multiple (dq′ ,∆p, p)-summing.

(ii) T̃2 maps `p0 ⊗dq′ E1 into Linj surp,q (E2, `
p
0(F )) continuously.

Moreover, the norm as multiple (dq′ ,∆p, p)-summing operator coincides with∥∥T̃2

∥∥.

For the simplest case q = p′ the operator ideals involved are injective and sur-
jective hulls of the ideal of the p-factorable operators ([8, Ch.18]). In particular, an
operator belongs to Linjp if and only if it factors through a subspace of some Lp(µ),
and the factorization norm given by the infimum of the products of the norms of
the operators involved in each factorization for each suitable subspace coincides
with the ideal norm (see the comments after Proposition 25.9 in [8]). In the same
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way, the ideal Linj surp is characterized by factorizations through a subspace of a
quotient of some Lp-space. This provides the following results.

• T is multiple (d∗p′ ,∆p, p)-summing if and only if there is a constant k > 0

such that for each sequence (xi) in `p0⊗E1, the factorization norm inf ‖A‖ ·
‖B‖ of T̃2((xi)) = A ◦B through a subspace of an Lp-space satisfies

inf
T̃2((xi))=A◦B

‖A‖ · ‖B‖ ≤ k d∗p′((xi)).

• T is multiple (dp,∆p, p)-summing if and only if there exists a constant
k > 0 such that for each sequence (xi) in `p0 ⊗ E1, the factorization norm

inf ‖A‖ · ‖B‖ of T̃2((xi)) = A ◦ B through a subspace of a quotient of an
Lp-space (equivalently, a quotient of a subspace of some Lp-space) satisfies

inf
T̃2((xi))=A◦B

‖A‖ · ‖B‖ ≤ k dp((xi)).

4. Applications. The linear case again: multiple τ(p)-summing and
p-summing linear operators

In this section we will analyze with our tools the case of the so called τ(p)-
summing operators and their “multiple version”. As we explained in Section 2.2,
the multiple-type ideals of the usual classes of summing operators make sense in
the multilinear case rather than in the linear one, since linear p-summing operators
and linear multiple p-summing operators are the same thing. However, we will
see in this section that τ(p)-summing (linear) operators are naturally defined in the
multilinear context rather than in the linear one, as happens for instance in the case
of linear (p, q)-dominated operators (see for example [8, Ch.19]). This is so because
the inequality in the definition involves the evaluation of the associated bilinear
form BT (a, b′) = 〈T (a), b′〉 instead of ‖T (a)‖. In fact, multiple τ(p)-summing linear
operators are the ones that satisfy that this bilinear form is p-summing. This makes
natural to analyze both the original and the multiple cases. We will finish the
section —and the paper— by showing some applications to summing operators on
Lp-spaces.

4.1. τ(p)-summing operators. Let us consider now the τ(p)-summing operators
that were presented in the introduction. Mujica extended in [19] the τ -summing
linear operators introduced by Pietsch in [26] to the context of the multilinear
operators, generalizing also the class to the corresponding case 1 ≤ p < ∞. We
shall consider only the linear case.

There are two known domination theorems for τ(p)-summing operators. We will
use the following one, that is a particular case of the characterization of Mujica
for multilinear operators given in [19, Theorem 2.1] when 1 ≤ p <∞. Mezrag and
Tallab showed it for the Lipschitz case in [18].

Theorem 4.1. (Theorem 2.1 in [19]). Let T ∈ L(E,F ). Then there is a positive
constant C such that the following assertions are equivalent.

(1) The operator T is τ (p)-summing and πτ(p)(T ) ≤ C.
(2) There exist Borel probability measures µ on BE∗ and ν on BF∗∗ , such that

for all a in E and b∗ in F ∗, we have
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(8) |〈T (a), b∗〉| ≤ C
(∫

BE∗

∫
BF∗∗

|〈a, a∗〉 〈b∗, b∗∗〉|p dν(b∗∗)dµ(a∗)
) 1
p
.

Moreover, πτ(p)(T ) = inf C, where the infimum is taken over all constants C > 0
fulfilling (8).

If T : E → F is a continuous linear operator, its transpose is denoted by T ∗ :
F ∗ → E∗. The proof of the following lemma is straightforward.

Lemma 4.2. Let T : E → F be a continuous linear operator. If T is τ(p)-summing
then T and T ∗ are p-summing.

Consider the weak star topology on BX∗ and a probability Radon measure µ
on BX∗ . Given the canonical evaluation mapping eX : X → C(BX∗) and the
formal identity mapping jp : C(BX∗) → Lp(µ), define the linear subspace SµE :=
jp(eX(X)) ⊂ Lp(µ). For short we just denote iµE : E → SµE the composition
jp ◦ eX : X → SµE .

Theorem 4.3. Let T : E → F be a continuous linear operator. Let BT : E×F ∗ →
K be its associated bilinear map. The following statements are equivalent.

(i) T is τ(p)-summing.
(ii) The (non-linear, non-bilinear) map T× : `p,0w (E × F ∗) → `p given by

T×((ai, b
∗
i )i) := (〈T (ai), b

∗
i 〉)i, (ai, b

∗
i ) ∈ E × F ∗ for all i, is bounded with

bound C.
(iii) There are Borel probability measures η and ν on BE∗ and BF∗∗ respectively

and a continuous bilinear form S : SµE × SνF∗ → R such that the associated
bilinear map BT : E × F ∗ → K factors as

E × F ∗ BT //

iµE×i
ν
F∗

��

K.

SµE × SνF∗ ⊆ Lp(η)× Lp(ν)

S

55

Moreover, πτ(p)(T ) coincides with the infimum of the bounds C > 0.

Proof. The equivalence between (i) and (ii) is clear: it follows from the inequality

‖(〈T (ai), b
∗
i 〉)ni=1‖`p =

(
n∑
i=1

|〈T (ai) , b
∗
i 〉|

p

) 1
p

≤ C sup
‖a∗‖E∗≤1
‖b‖F≤1

(
n∑
i=1

|〈ai, a∗〉 〈b∗i , b〉|
p

) 1
p

= C‖((ai, b∗i ))ni=1‖p,w,

where (ai)
n
i=1 is a sequence in E and (b∗i )

n
i=1 is a sequence in F ∗.

(i) ⇒ (iii). Using Lemma 4.2, by the classical Pietsch factorization theorem
there are Borel probabilities measures µ and ν on BE∗ and BF∗∗ respectively and
continuous linear operators u : SµE → F and v : SνF∗ → E∗such that T = u ◦ iµE
and T ∗ = v ◦ iνF∗ . The bilinear mapping R : u(SµE) × v(SνF∗) → K given by
R(T (a), T t(b∗)) = 〈T (a), b∗〉 is well defined and the composition S := R ◦ (u× v) :
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SµE × SνF∗ → K is a bilinear form. The continuity of S follows from Theorem 4.1.
A simple calculation shows that S ◦ (iµE × iνF∗) = BT . Conversely, the continuity of
S gives the inequality (2) in the domination Theorem 4.1, which finishes the proof.

�

4.2. Multiple τ(p)-summing operators. As it happens with the examples in
Section 3, multiple τ(p)-summing operators are closely related to τ(p)-summing
operators, but the inequality is required for matrices (aj)

m
j=1× (b∗i )

n
i=1 and not just

for the diagonals ((ai, b
∗
i ))i ⊆ E×F ∗. This class can be defined just by considering

the linear operators that satisfy that the associated bilinear form is multiple p-
summing.

Let 1 ≤ p < ∞. We will say that a linear operator T : E → F is multiple
τ(p)-summing if there is a constant C > 0 such that for a1, . . . , am ∈ E and
b∗1, . . . , b

∗
n ∈ F ∗,
m∑
j=1

n∑
i=1

|〈T (aj), b
∗
i 〉|p ≤ Cp sup

a∗∈BE∗ ,b∗∗∈BF∗∗

m∑
j=1

n∑
i=1

|〈aj , a∗〉|p|〈b∗i , b∗∗〉|p.

We will write πm,τ(p)(T ) for the infimum of all constants satisfying the inequality
above. As the reader can notice, multiple τ(p)-summing operators are just operators
that satisfy that its associated bilinear form (a, b∗) 7→ 〈T (a), b∗〉 is multiple p-
summing.

Note also that in this case, given a continuous linear operator T : E → F , the

associated sequential operator T̂ can be defined from `pw(E) to `pw(F ). In this case,
Corollary 3.1 reads as follows, which is an alternative straightforward way of getting
the characterization obtained at the end of Section 1.

Corollary 4.4. Let T : E → F be a continuous linear operator. Let T̂ : `pw(E) →
`pw(F ) be the associated sequential operator induced by T . The following statements
are equivalent.

(i) T is multiple τ(p)-summing.

(ii) T̂ maps `p,0w (E) into Πp(F
∗, `p) continuously.

Moreover, πm,τ(p)(T ) = ‖T̂‖.

This result allows the comparison of our new space of operators with some classi-
cal ones. Let us show some direct consequences, all of them based in the continuous
inclusions

`p(F ) = F ⊗̂∆p
`p ↪→ F ⊗̂d′

p′
`p ↪→ F ⊗̂ε`p = `p,0w (F ),

that we explain in what follows.

First of all, note that T̂ takes finite sequences to elements in the space F ⊗ `p.
In the following formulas, the space `p

′
should be replaced by c0 whenever p′ =∞.

Since the tensor norm d′p′ is totally accesible (see Theorem 21.5 in [8]), the natural
map

F ⊗̂d′
p′
`p ↪→

(
F ∗ ⊗dp′ `

p′
)∗

is in fact a metric injection by the duality theorem for tensor norms (see also 15.7
in [8], or [29]). Therefore, we have that

(9) Π0
p(F

∗, `p) := F ⊗̂d′
p′
`p ↪→

(
F ∗ ⊗dp′ `

p′
)∗

= Πp(F
∗, `p).
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Since ε ≤ d′p′ —it is a reasonable tensor norm— and F ⊗̂ε`p = `p,0w (F ) we have
that the identification map i is continuous. This closes the factorization. The
converse use the same identifications and is also easy to see. This proves the
following

Corollary 4.5. Let 1 ≤ p < ∞. The operator T is multiple τ(p)-summing if and

only if there is a factorization for the associated sequential operator T̂ as

`pw(E)
T̂ //

T̂ %%

`pw(F ),

Π0
p(F

∗, `p)

i

99

where the space Π0
p(F

∗, `p) := F ⊗̂d′
p′
`p is (isometrically isomorphic to) a subspace

of Πp(F
∗, `p).

We can also see that if an operator T : E → F is p-summing, then it is multiple
τ(p)-summing as a consequence of the factorization; it can also be proved by a

direct calculation. Indeed, if T is p-summing T̂ is defined from `p,0w (E) to `p(F ).
By the Chevet-Persson-Saphar inequalities (see 15.10 in [8]), we have that d∗p′ ≤ ∆p

on `p ⊗ F , and so the continuity of the identification map

`p(F ) = `p⊗̂∆p
F → `p⊗̂d∗

p′
F = F ⊗̂d′

p′
`p = Π0

p(F
∗, `p).

Corollary 4.4 gives that T is multiple τ(p)-summing.

4.3. p-summing and multiple τ(p)-summing operators on Lp-spaces. Let
us finish the paper with some applications to the representation of ideals of sum-
ming operators into Lp-spaces. One of the former papers that contributed to the
success of the operator ideal theory and showed the central role of the p-summing
operators in the modern functional analysis was the paper [14] by Lindenstrauss
and Pe lczynski. Closely related to the applications of Grothendieck’s inequality, the
results on the coincidence of p-summing operators with other operator ideals for
particular —but relevant— spaces opened the door to some fruitful applications
that are nowadays well-known (see for example Ch.1 in [11] and the references
therein). In the same direction and from the tensorial point of view, the Chevet-
Persson-Saphar inequalities (see 15.10 in [8]) provide different descriptions of the
ideal of p-summing operators when the spaces involved are Lp-spaces (see [29]). In
what follows we show one of them, that holds as a consequence of the results of the
previous section when F is an Lp-space.

Corollary 4.6. Let 1 ≤ p ≤ ∞. Let µ be a measure and let T : E → Lp(µ) be a
continuous linear operator. Then T is multiple τ(p)-summing if and only if T is
p-summing.

Proof. This is a consequence of Theorem 4.4 when F = Lp(µ). The right-to-left
implication is a direct consequence of the comments at the end of the last subsection,
and is true for any range space F . Assume now that T is multiple τ(p)-summing.
Note that `p⊗̂∆pL

p(µ) = `p(Lp(µ)) and ∆p = d∗p′ on `p⊗Lp(µ) (see Corollary 2 in

15.10 of [8], see also [8, 20.5] and [8, 25.10]). Thus,

Π0
p(L

p′(µ), `p) = Lp(µ)⊗̂d′
p′
`p = `p⊗̂d∗

p′
Lp(µ) = `p⊗̂∆p

Lp(µ) = `p(Lp(µ)).
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Corollary 4.5 yields then the following diagram

`p,0w (Lp(µ))
T̂ //

T̂ ))

`pw(Lp(µ)),

Π0
p(L

p′(µ), `p) = `p(Lp(µ))

i

55

Therefore, T is p-summing. �

Another direct application can be obtained for the multilinear versions of τ(p)-
summing operators and multiple τ(p)-summing operators by using the arguments
of Ch.25 of [8]. In [8, Ch.25.10] coincidence results of the form `p⊗̂αF = `p(F )
are provided for some tensor norms α whenever F is a subspace of a quotient
of some Lp-space. Thus, we can extend the previous arguments for subspaces
and quotients of Lp-spaces and for (γ, α, p)-summing operators and their multiple
version to our broader class of multilinear operators. Let us write the (γ, α, p)-
summing case; the result for the multiple case is similar. Recall that an n-linear
operator T : E1 × · · · × En → F is (γ, α, p)-summing if the associated n-linear
operator

T : (`p0 ⊗γ E1)× (`p0 ⊗γ E2)× · · · × (`p0 ⊗γ En)→ `p ⊗α F

defined in Section 2.1, is continuous.
As an application of [8, Proposition 25.10] we obtain the following result.

Corollary 4.7. Let E1, . . . , En and F be Banach spaces, let 1 ≤ p < ∞, and
consider an n-linear operator T : E1 × · · · × En → F . If

(i) F is isomorphic to a subspace of some Lp(µ), and α = d∗p′ or α = g∗p′ , or

(ii) F ∗∗ (or F if 1 < p < ∞) is isomorphic to a quotient of some Lp(µ) and
α = dp or α = gp,

then T is (γ, α, p)-summing if and only if it is (γ,∆p, p)-summing.
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