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Chapter 1

Introduction

The ubiquity of modern wireless communications and the huge and ever-growing demand of
data bandwidth are accelerating the development of technologies operating at higher frequen-
cies, due to the high congestion of the currently used frequency spectrum. Nonetheless, these
new high frequency bands (such as the millimeter-wave band, a well-established candidate for
5G) face a hostile propagation channel, where an increased path loss, together with critical

shadowing and multipath effects, pose challenges for future communication systems.

To overcome these problems, a lot of attention has been put on antenna arrays, which
produce high directivity with steerable beam direction. This topology can be currently found
in numerous applications, such as radar, astronomy or satellite communications, where a high-
throughput directive beam is usually needed. Furthermore, beam-scanning ability is being
increasingly required for high mobility scenarios, like aircraft or low-orbit satellite links, where

transmitting and /or receiving antennas can potentially move at fast speeds.

Overall, the ability to obtain a steerable focused beam is advantageous for many appli-
cations. Applied to current communication systems, it can dramatically reduce interference
among technologies co-existing in the same band, as well as improve power efficiency, by

connecting the antenna directly to a targeted user.

However, conventional beam-forming schemes rely on bulky and costly components, with
little applicability for higher microwave frequencies. Traditional phase shifter-based arrays,

which account for the currently most widespread beam-forming technique, are losing pop-



ularity for future applications, where system cost-effectiveness is strongly embraced. Phase
control of the individual elements of an array is done by as many phase shifters as passive
elements in the array, which causes high costs and high insertion losses that can no longer be

ignored.

Research on technologies for beam-steerable tunable devices is attracting ample interest,
promoting high performance and low manufacturing costs in order to obtain viable widespread
solutions. In applications where a broad steering range is not paramount, coupled oscillator
arrays operating under the injection-locking principle represent a promising alternative to

mitigate some of the current drawbacks.

The goal of this master’s dissertation is to design and manufacture an array element,
part of a beam steering network controlled by coupled oscillators. The complete system will
consist of an efficient, dedicated antenna array compactly integrated with coupled oscillators,
which will be explained in Chapter 2. A single antenna element and oscillator will be co-
designed to achieve optimal characteristics. The operating principle and optimized simulation
results of the antenna and oscillator modules will be described in Chapter 3 and Chapter
4, respectively. Next, in Chapter 5, manufactured prototypes and measurement results to
validate these simulations will be presented. Lastly, in Chapter 6, the conclusions will be
formulated, together with the next steps required to come to a fully operational beam steering

network.



Chapter 2
System Architecture

This master’s dissertation will cover the design of an array element, that forms the basic
antenna element of a phase-shifterless beamsteering antenna array operating at the 2.45 GHz-
centered ISM (Industrial, Scientific and Medical) band. This chapter will provide an overview
of the antenna array system architecture and discuss the operating principle of a coupled-

oscillator based phase steering mechanism.

According to antenna array theory [1], a uniformly spaced array of isotropic antennas
excited with a progressive phase shift (A¢) between adjacent elements will have its main lobe
steered towards the Osqqy, direction [2]. The phase difference between these elements can be

expressed as:

Ap = QL)\d sin (@scan) - (2.1)
where d corresponds to the spacing between subsequent antenna phase centers, usually set
to A\/2 to avoid the generally undesired grating lobes!. To provide this excitation scheme,
a single-source feeding network with analog or digitally-controlled phase shifters is normally
used. Nevertheless, the large footprint of these components, their substantial losses at high
frequencies and the large cost make this approach unattractive for emerging applications. In

order to overcome the drawbacks of conventional phased arrays, several techniques have been

'For an array with uniform amplitude, the closest unwanted grating lobe will not be visible when % <

m, so for full scan coverage (|0scan| < 90°) d is set to A\/2 [2].



investigated to eliminate the need for the phase shifter network components. Switched-beam,
frequency-scanned or even mechanically scanned systems have been considered as solutions
to the previously mentioned problems [3]. However, the use of a coupled oscillator array has

recently surfaced as a noteworthy alternative [4].

2.1 Coupled Oscillator Phase Steering

The distribution of a constant phase difference between antenna elements with the use of
coupled oscillators is based on the injection locking phenomenom [3], which takes advantage
of the unconventional phase dynamics of nonlinear oscillators to obtain a controlled frequency
and phase output. As it is thoroughly analyzed in [5|, when a signal of frequency wjy; is
injected into an oscillator with free-running frequency of wygc, the latter synchronizes to the
injected signal. A steady-state solution can be found when the injected signal frequency is
inside the locking range (wysc = Awpy). The locking range value (2Awy) is proportional to
the injected signal amplitude, yet inversely proportional to the oscillator signal amplitude and
Quality Factor (Q), but it always represents a phase difference of £90° between the oscillator’s
output and the injected signal at both edges of the locking range (£Awy,) [6].

Several topologies that take advantage of injection-locked coupled oscillators have been
investigated [3,7], but most of them rely on the use of at least one phase shifter to obtain the
desired phased array [8]. Fig.2.1 illustrates the system architecture of the array proposed in
this dissertation: a combination of Stephan’s [9] and York’s [10] beam-steering architectures,
which entirely eliminates the use of phase shifters by means of a single-ended signal injection

into an array of coupled oscillators.

= =

Wosc

Element 1 Element 2 Element N
Figure 2.1: Block diagram representation of the coupled oscillator array system architecture.
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In the system diagram depicted in Fig. 2.1, which operates in a similar way as the phased
array presented in [10], an external oscillator injects a signal of frequency w;y,; into an oscillator
at the edge of the array. The frequency of the oscillator in which the signal is being injected
— namely, Element 1 — is synchronized with wj,;, and the phase difference between these
oscillators would depend, among other things, on both signal strengths [5]. Then, precisely
calculating nearest-neighbour bidirectional coupling between oscillators, this frequency and
phase shift propagates throughout the array, eventually making a progressive phase difference
between oscillators tangible and, as a result, a steerable antenna array. Unless additional
mechanisms are used ([11]), phase difference between adjacent antenna elements is limited
to A¢ < £90°. As defined by (2.1), scanning of this coupled oscillator array scheme will be

constrained to a |fscan| < 30° steering angle.

Although quantitative performance results of this system can be analytically obtained
[12] and the required signal amplitudes and coupling coefficients can be carefully calculated
[13], the goal of this dissertation is the design of a single array element. However, the ex-
ploration of the entire system architecture is useful to determine the system requirements of

each module of the array element, which will be described in Section 3.1 and 4.1.

2.2 Cost-effective Antenna Coupling Mechanism for Injection-
locked Phased Oscillator Array

In order to obtain a controlled coupling between oscillators, several techniques, such as a
resistive loaded microstrip line [14] or loosely coupled patch antennas [15], have been stud-
ied. Nevertheless, the use of high-Q cavities as resonators in the oscillator circuit has shown
enhanced injection-locked synchronization in coupled oscillator arrays [16]. Substrate Inte-
grated Technology (SIW) is particularly appropriate to design compact and low-cost cavities.
In [17], an SIW cavity acting as a resonating load of an externally biased diode was used in the
design of an oscillator. An SIW cavity was also used in [18], where the cavity was modelled
by an external electromagnetic simulation to enable precise nonlinear simulation techniques
and predict the oscillation frequency and output power. Furthermore, in cavity-loaded oscil-
lators, cavity-backed antennas can be compactly integrated in the same SIW structure. This
SIW-based active antennas have been proposed in [19,20], where oscillator and antenna are

integrated in opposite sides of a single-layer substrate.

Among the several advantages of SIW technology regarding oscillator design, the use



of SIW-based components to design beam-steering networks is getting increased attention
[21,22|. Although phase shifter-based feeding network to control an antenna phased array
can be integrated in SIW technology [23], a SIW-based coupled oscillator array architecture

for beam steering is proposed in [21], eliminating the need of phase shifters.
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Figure 2.2: Cavity-coupled oscillator array architecture.

Inspired by the aforementioned developments on practical coupled oscillator array beam
steering design, a more detailed schematic of the system architecture proposed in this disser-
tation is shown in Fig.2.2. Based on active SIW cavity-backed antenna array elements, the
coupling among the array to configure the injection-locked phase shift is controlled by appro-
priately tuning an aperture-based coupling between cavities. Using this coupling mechanism,
1D and 2D arrays can be synthesized configuring the intra-cavity coupling matrix. Besides,
as opposed to microstrip-based coupling circuitry, aperture-coupled cavities do not generate
undesired radiation, and the narrowband coupling enhances locking between oscillators, which

is specially problematic in large injection-locked oscillator arrays [24].

Fig. 2.3 illustrates an array element of the architecture shown in Fig.2.2. Each element
is entirely integrated in a single SIW structure, where the cavity serves both as a high-
Q resonating load for the oscillator and as a feeding structure for the radiating element.

Active and radiating modules of this array element will be on opposite sides of the SIW
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implementation, minimizing unwanted interference between both modules [21]|. To design the
array element depicted in Fig. 2.3, the design of the cavity-backed antenna module will be
described in Chapter 3. Next, in Chapter 4, an oscillator will be co-designed for optimum
integration with the antenna. The unavoidable dependance of the oscillator on the cavity-
backed antenna impedance will set the basis for the co-design considerations taken in this

dissertation.

AN

Element 1

Figure 2.3: Phased Antenna Array Element






Chapter 3
Antenna Design

This chapter will cover the design process of the antenna, from realistic specifications to a
final working prototype, starting with Section 3.1, where the antenna requirements are briefly
listed. The chosen topology and the working principles are described in detail in Section
3.2 and Section 3.3, respectively. To conclude, Section 3.4 describes the implementation
technology, gives final antenna dimensions and includes key simulation results of an optimized

antenna prototype.

3.1 Design Requirements

The device operates in the 2.45 GHz-centered ISM band, which ranges from 2.4 to 2.5 GHz.
Therefore, the reflection coefficient (|S11]|) — with respect to a 502 port impedance — must
be optimized to a magnitude below —10dB in this bandwidth. To diminish the influence of
potential out-of-band interferers and for enhanced oscillator operation, the response of the
antenna should be optimized to obtain a high Quality Factor. Considering the Q-factor is
inversely proportional to the impedance bandwidth, narrowband operation is preferred. As
such, the bandwidth should not exceed 50 MHz, corresponding to a Q = 49. To ensure a stable
array gain in a broad range of steering angles for the antenna array, the design of the array
element should aim for an omnidirectional radiation pattern in its positive hemisphere. Given
the fact that the injection-locked phased antenna array has a 30° steering angle limitation,
a half-power beamwidth of at least 60° should be achieved to ensure this gain stability.

This intended radiation pattern implies minimum backside radiation, corresponding to a



high Front-to-Back Ratio (FTBR) of at least 10dB. In addition, radiation efficiency should

be maximized — preferably exceeding 85% — to obtain optimum gain.

Finally, to guarantee robustness and versatility in realistic scenarios, a mechanically
reliable and low-cost fabrication process is embraced, aiming for a modular, thin-profile and
lightweight implementation. Promoting seamless integration with transceiver components,

while ensuring high shielding from undesired radiation, is recommended.

3.2 Antenna Topology

Slot antennas are commonly used due to their high efficiency and their suitability for thin
profile transceivers. However, their bidirectional nature can be an obstacle when a slot antenna
is placed close to conductive bodies or integrated in multilayered circuitry [25]. Cavity-backed
antennas (CBA), which are characterized by a negligible backside radiation, have been widely
investigated for their outstanding radiation performance and the benefits of their isolation
from other components [26]. Consequently, CBAs have proven to be a suitable element in
the design of large antenna arrays, given the negligible mutual coupling between the antenna
elements [27]|. Therefore, to satisfy the aforementioned design requirements, a cavity-backed

slot antenna (CBSA) is the chosen topology.

As a result of cavity resonance, CBSAs are inherently narrowband [25]. In CBSAs, the
walls confine the electromagnetic fields to the cavity and radiation is only generated from the
slot with an omnidirectional radiation pattern. SIW is used as a fabrication technique for the
CBSA in this dissertation, which retains the advantages of traditional high-efficiency, high-Q

cavity-backed antennas with a low-cost, low-profile implementation [28|.

3.3 Operation Principle

To explain the operating principle of a cavity-backed slot antenna, it is important to under-
stand the underlying physics of this type of antennas. Slot antennas are narrow apertures
that have been cut out of a metallic plane. In the same way that dipoles radiate based on
an electric current distribution, slot antennas — which represent an electromagnetic dual
problem — are excited with a magnetic current along the length of the gap in the conductor.
To create this current, a magnetic source needs to be present, in the form of an electric field

confined to the slot and perpendicular to this current (Fig.3.1) [29].
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Figure 3.1: Excitation of a slot on a metal plane.

One efficient way to get this electric field is by taking advantage of the electromagnetic
fields present in metallic cavities. Slots can be strategically placed in the walls of the cavities,
such that the fields at that location are suitable for a correct excitation of the aperture. How-
ever, although there are countless possibilities, an intelligent way to determine an optimum
position of a slot is by studying the electromagnetic fields that reside inside cavities and the

effects of the presence of a slot in one of the walls.

Figure 3.2: Cavity dimensions.

As it is comprehensively described in [30], rectangular cavities support an infinite num-
ber of TE (Transversal Electric) and TM (Transversal Magnetic) modes. When boundary

conditions are applied, a vanishing tangential electric field is imposed at the conducting walls
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of the cavity, and given the sinusoidal nature of field equations, these conditions are satisfied
for a number of stationary fields in the &, § and Z directions. Therefore, these stationary
fields only exist at those frequencies that make cavity dimensions (Fig. 3.2) an integer number

of half-wavelengths. These so-called resonant frequencies are defined as:

s = 5= () + (1) + () )

where indices m, n and p indicate the number of variations in the standing wave along cavity
width (W), height (h) and length (L), respectively. When h < W < L, the first resonant
mode is TE19;. TEqg; is characterized by the absence of E, and E, components, so the

electric field is entirely defined by E, and depends on (z,z) coordinates. Indices m = 1 and
p = 1 represent one half-sinusoidal cycle for both & and Z axes, whereas n = 0 suggests no
variation along j. Typically used higher order modes are TE2p; and TEjg2! [28], which present
a complete sinusoidal cycle along & and Z, respectively. Electric field magnitude distribution

for these resonant modes is shown in Fig. 3.3.

(a) Mode TE101 (b) Mode TE201 (C) Mode TE102

Figure 3.3: Electric field magnitude |E,| for different resonant modes.

Slots are usually placed in one of the sidewalls of a waveguide, perpendicular to g
(Fig.3.4a). This way, in monomode operation, the E, component of the propagating TE;o;

mode is confined to the slot — which is A/2 long — and radiation can intuitively be seen as

!Based on the assumption that h < W < L, resonant modes with order index n > 0 appear at higher

frequencies (1).
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efficient leakage through it [29]. Nevertheless, some recently popularized fabrication technolo-
gies, such as SIW, present height limitations, so placing a slot in one of the sidewalls quickly

becomes unwieldy.

(a) Slot located at the center of a cavity sidewall (b) Slot located at the center of the cavity top wall
(z=W) (y="nh)

Figure 3.4: Representation of different slot positions

The excitation of a slot that is placed in either the bottom (y = 0) or top (y = h) wall
of the cavity (Fig.3.4b) requires a different description, because no component of the electric
field is tangent to the aperture. In this situation, the electric field generated inside the slot
can be perceived as the result of a voltage difference between the long sides of the slot. This
way, when TEq9; or TEsgy are present in the CBSA shown in Fig. 3.4b, there will be no such
voltage difference and the slot will not be excited, that is to say, radiation efficiency will have
a marginal value. However, if TE g9 is excited, the two halves generated by the slot in the
middle of the cavity (Fig.3.5) will be antiphase and a large voltage difference will effectively

create a transverse electric field across the slot (E.) so it can radiate [31].
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Figure 3.5: Representation of the two cavity halves at each side of the slot, for a slot placed
at the center of the top wall (y = h).

Although it is meant to increase operating bandwidth, the working principle of the CBSA
presented in [32] can still be used for narrowband designs. In this article, a hybrid mode —
combination of TEqg; and TEjge — is present in the cavity, thanks to a long nonresonant slot
that is key to force this combination dividing the cavity in two parts, as depicted in Fig. 3.5.
Two different field distributions can be accomplished with the combination of these modes.
When there is a stronger TE;ps resonance, the electric fields in each of the halves are strongly
out-of-phase, so successful radiation can be generated from the aperture with the highest
radiation efficiency (7.qq4). When TEjp; resonance is stronger, the fields in each part are
in-phase, but with enough amplitude difference to induce a voltage difference in the slot. As
a result, the use of a long nonresonant slot to combine different modes offers some flexibility
to obtain the required electric field to feed the slot and enables TEqg1 as a contributor to the
operating field distribution.

3.4 Standalone Antenna Prototype

Substrate Integrated Waveguide technology has received special attention over the last years,
as it provides a compact and lightweight alternative to conventional waveguides by using

standard and low-cost printed circuit board (PCB) processes [21]. As a result, low-profile STW

14



cavity-backed antennas have been studied with different configurations and feeding techniques
[28], showing high efficiency performance in a single-layer implementation. However, STW
dielectric losses — which account for the largest part of insertion losses — are very high for
some loss-sensitive applications, such as the emerging millimeter wave systems [33]. Recently,
the air-filled SIW (AFSIW) technology has been proposed [34], showing an insertion loss
similar to metallic waveguides [33]. AFSIW geometry is based on multilayer PCB fabrication,
where two top and bottom substrates enclose an inner substrate, which contains an air region.
This three-layer implementation provides a higher Q-factor [30] and power handling than its
dielectric-filled (DFSIW) counterpart [33].

Figure 3.6: SIW implementation of the cavity-backed slot. Exploded view.

Inspired by [35], the CBSA is designed with AFSIW technology, implemented with a set
of stacked laminates. An exploded view of this implementation is shown in Fig. 3.62. Cavity
sidewalls are obtained by milling a rectangular hole in one or more FR4 substrates. The milled

sides are later metalized by round-edge plating. This technique allows combining different

2Substrate thicknesses in Fig. 3.6 are oversized for a better visualization.
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substrate thicknesses to obtain the desired cavity height®. Two more layers are added to act as
upper and lower cavity walls. One of these layers, referred as the top layer in this document,
will contain the slot. On the bottom layer, the circuitry needed for an oscillator-antenna
co-designed device will be integrated and, as such, the ground plane of this circuit will be the
lower metallic wall of the cavity. To ensure that subsequent layers are galvanically connected
and the substrates are properly aligned, layers are held together using a set of nylon screws
around the edge of the cavity.

In order to generate the required electromagnetic field inside the cavity, SIW CBSAs can
be fed with planar transmission lines, such as a microstrip line [36], coplanar waveguide (CPW)
[37] and grounded coplanar waveguide (GCPW) [32]. However, these feeding techniques
give rise to increased backside radiation and can suffer from disadvantageous dielectric and
conductor losses [38|. To reduce backside radiation and losses, and increase power handling, a
probe feeding mechanism is used, in which the feeding pin is the inner conductor of a coaxial
line [39].

i

UL
AL

L

Figure 3.7: Cavity cut. Probe feeding technique representation in AFSIW cavity.
3In practice, an extra 70 um from the copper on both sides of each FR4 layer will be added to the final
height, although simulations show that the effects of this addition are insignificant.
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Figure 3.8: Coaxial-fed AFSIW cavity-backed slot antenna dimensions. Front, lateral and

cross-sectional views.

A rendering of the probe feeding technique implemented in this design is shown in
Fig. 3.7, where a commercially available coaxial connector with extended inner conductor
is introduced into the cavity through a hole drilled in each of the top and bottom layers.
The hole in the bottom layer is an air-filled continuation of the coaxial input. This way, the
feeding network circuitry (i.e., the oscillator) is isolated from the radiating elements via a

ground plane [39]. On the top layer, the hole is drilled with a diameter slightly larger than
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the feeding pin, big enough for the probe to get through and still avoiding contact with the
cavity top wall. A circular copper isle is used to solder the probe in the upper side of the top
layer, thus being capacitively coupled with the cavity. This soldering isle adds a capacitive
component to the input impedance, which effectively compensates the inductance normally
associated with the probe [40].

A technical representation of the probe-fed AFSIW cavity-backed slot antenna designed
for this dissertation is shown in Fig.3.8, where the aforementioned feeding mechanism is
depicted in the cross-sectional view. The holes drilled in the top and bottom layers have
a diameter of diop and dportom, respectively; and the soldering isle diameter is denoted as
d;sie. The component used for this feeding mechanism is a 50 €2 multicomp© female SMA
(SubMiniature version A) connector. The connector’s inner conductor has a dp;, = 1.3mm
diameter, so dip is set to 1.4mm. The drilled hole in the bottom layer is set to dyottom =
4.35 mm, the same diameter as the teflon (formally, PTFE) insulation and outer conductor of
the connector. The soldering isle has been set to d;s. = 3 mm after the optimization process

to effectively match the device to the connector’s 50 2.

To implement the AFSIW cavity, two different types of commercial laminates are used.
The middle layer is implemented in FR4 [41], a cheap and broadly available substrate, as
this layer’s purpose is to contain the air-filled region. In contrast, the top and bottom layers
are implemented with low-loss Rogers© R04350b [42]. These laminates have a dielectric
constant of €, = 3.66 and a dissipation factor of tand = 0.0031 at 2.45 GHz, which guar-
antee high performance of both slot and feeding circuitry. Top and bottom layers substrate
thicknesses are t;,, = 250 ym and 3, = 500 um, respectively, to reduce losses and bandwidth
widening [32]. The three substrates are eventually held together with a set of 16 ISO M3
nylon screws, so dgiign is set to 3mm. To make room for the alignment screws, all layers are
extended b = 6 mm around the cavity edges. Finally, a 1 mm-thick teflon piece cut off the
coaxial connector insulation is placed inside the cavity attached around the probe, as a means
of ensuring structural stability in the central part to prevent any cavity height alteration in

the soldering process.

In order to obtain a resonance at 2.45 GHz of the fundamental mode TEq¢1, final cavity
dimensions are Wy, = 78 mm and L.y, = 90mm. The resonant frequency of mode TEqg;

can be obtained from (1), and is defined as:
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Although the resonant frequency is independent from cavity height, this dimension is limited
by commercially available substrate thicknesses. Therefore, to enable a three-layer AFSIW
implementation, it has been fixed to heqy = 1 mm, a commercially available FR4 substrate
thickness. However, despite not having an effect on mode resonance, cavity height has a direct
relation with final bandwidth. A small cavity height promotes higher Q-factor — although

not in a proportional way [43] — and hence: a narrow bandwidth.

The previously described AFSIW CBSA has been modeled and simulated in CST Mi-
crowave Studio. The electromagnetic field distribution, surface currents, radiation pattern
and impedance performance have been thoroughly analyzed over a broad range of frequency
points to understand the behavior of this cavity-backed slot antenna in particular, and to

eventually obtain the optimized prototype that is presented in this section.

For the dimensions of the designed cavity, the resonant frequency of the TEjgo mode is
4.19 GHz. The surface currents of this mode get disrupted in the presence of the slot and tend
to surround it to follow the path of least resistance. When the slot gets longer, this alteration
of currents shift the resonant frequency of TEjgo to lower frequencies. For this design, where
the slot fills the entire cavity length (Lg = 88 mm), the disruption is maximum, and TEgy
gets combined with TEjg; to obtain a hybrid mode field distribution around 2.45 GHz. In
turn, slot width (Wg,: = 1.5mm) does not have much influence on this disruption. For a
fixed slot length, a greater slot width slightly decreases capacitance between the two long sides
of the slot, having a low impact (smaller than slot length) on the hybrid mode impedance

response and frequency allocation [32].

The modes operating in this cavity in a wide frequency range around 2.45 GHz are TEqg1
and TEjp2. At higher frequencies (around 5 GHz), the mode TE3p; gets excited and efficiently
radiates (144 > 70%) in an undesired two-lobe radiation pattern®. Below 4 GHz, when TE3g;
influence is negligible®, the required radiation pattern is stable in a broad range of frequencies.

In the frequency range close to 2.45 GHz, modes TE19; and TEg2 are combined differently.

4For a long slot with an excited TE3p; mode, electric field magnitude inside the slot completes a sinusoidal
cycle. The radiation pattern is equivalent to a 2A-long dipole, in which electric current also completes a
sinusoidal cycle [29].

5TEs301 resonant frequency for these cavity dimensions is 5.35 GHz (1).
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Above 2.5 GHz, mode TEjq; is predominant, and radiation efficiency does not exceed 90%.
Below 2.5 GHz, TE¢2 is predominant, and the field distribution in each half of the cavity
is out-of-phase, causing the slot to efficiently radiate (9,44 > 90%). Exactly at 2.45 GHz,
the electric field presents 1352 phase difference and strong magnitude contrast between both
sides of the slot (Fig3.9b) and radiation efficiency meets a local maximum. The electric field
distribution inside the slot can be visualized in Fig. 3.9a, where electric field magnitude (|E.|)

presents one half-sinusoidal cycle.
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Figure 3.9: Electric Field distribution in cavity and slot at 2.45 GHz.

The broadband evolution of the hybrid mode, in relation with the feeding mechanism,
presents a set of resonances (low impedance) and antiresonances (high impedance) in the
frequency range under consideration. At 2.45 GHz, the impedance response presents a reso-
nance, which is part of a low-impedance region delimited by two antiresonances at lower and
higher frequencies (Fig. 3.10). Therefore, matching at 2.45 GHz implies a high Quality Factor,

as the surrounding high-impedance antiresonances directly constrain matching bandwidth.
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Figure 3.10: Simulated input impedance (Z;;).

The input impedance response seen from the coaxial port is shown in Fig.3.10, where
Zin = 53.58 4+ j6.33 at 2.45 GHz. As previously stated, this frequency point is between two
high-resistance regions, so matching conditions remain narrowband. The matched bandwidth
can be visualized in the reflection coefficient (|S11|), represented in Fig.3.11. [S11| < —10dB
is accomplished in a frequency region ranging from 2.42 GHz to 2.47 GHz, and within this
50 MHz bandwidth, matching to the input port is maximum at the central frequency 2.45 GHz,
where [S11| = —23.3dB. Considering a Q-factor referred to the —10dB bandwidth, a Q = 49
is obtained.

Given the radiation pattern stability below 5GHz and the radiation efficiency above
design requirements in the region near 2.45 GHz (Fig. 3.12), the optimization process is mainly
addressed to obtain optimum match at the operating frequency. The most significant changes
to the impedance response are caused by the modification of the probe feed position. To
achieve optimal matching to 50 €2, the probe is located 5 mm from the center of the cavity in
the Z negative direction. To fine-tune the matching conditions into the final performance seen
in Fig.3.11, the W, and d;4. also play a role, even though their effect on the impedance is

smaller.
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Chart representation.

Figure 3.11: Simulated reflection coefficient (S11)
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Figure 3.12: Radiation performance over frequency

Radiation pattern stability between 2.2 GHz and 2.7 GHz is reflected in Fig.3.12. Ra-
diation efficiency (Fig.3.12a) exceeds 80% from 2.2 GHz to 2.5 GHz. Starting from 2.5 GHz
the field distribution is dominated by a TE1g9; mode, and specially at 2.55 GHz, 1,44 drops to
0% and the radiation pattern shape gets extremely perturbed. Overall, directivity and gain
increase slightly over frequency (Fig. 3.12b), while the —3dB-referred angular width (Af_345)
decreases (Fig.3.12c). This evolution represents a tendency to a more directive lobe for higher

frequencies, which is counterproductive to obtain a stable gain over a broad range of steering
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angles for the antenna array. Furthermore, self-shielding of the CBSA topology from back-
side radiation is shown in Fig.3.12d. At 2.45GHz (Fig.3.13), as the FTBR is 14.1dB for
a directivity of D = 7.4dBi. Due to the high efficiency (1,4q4 = 95%), gain is 7.1dB. The
half-power beamwidth, which ranges from 64° in the H plane to 85° in the E plane, can be
more intuitively visualized in Fig. 3.13 (dotted line), where ¢ = 0° (H plane) and ¢ = 90° (E

plane) polar cuts of the three-dimensional radiation pattern are represented.

10 10

~10 —10

—-20 -20

(a) ¢ = 0° polar cut (H plane) (b) ¢ = 90° polar cut (E plane)

Figure 3.13: Directivity (red)|[dBi] and Gain (blue)[dB] at 2.45 GHz

Oscillator-ready CBSA Design

Simulation results previously shown represent the performance of a standalone cavity-backed
slot antenna. However, in order to co-design an oscillator-antenna device, some considerations
have to be taken into account. Without going into details about the oscillator design process,
that will be described in the following Chapter, a few design decisions have been taken to
obtain a co-designed antenna prototype for realistic results in the design of the active part of

the device.

The probe feeding mechanism of the standalone antenna prototype is based on the use
of a standard SMA commercial coaxial connector to conveniently validate simulation results
with measurement equipment. Nevertheless, to integrate the oscillator onto the bottom layer
the coaxial connector has been removed, and the probe — which remains unchanged — is

fixed by means of a second soldering isle in the bottom layer. To connect this soldering isle
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with the oscillator circuitry, a microstrip line sized for a 50 ) characteristic impedance in the
500 pm-thick RO4350b substrate is employed.

d
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d@
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top layer

N _ I  widde layer

bottom layer
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Figure 3.14: Microstrip-fed AFSIW cavity-backed slot antenna dimensions. Cross-Sectional

and bottom layer front views.

The absence of the coaxial connector and the new feeding structure in the bottom layer

provides additional variables to obtain an optimum match. The microstrip line, which has
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been arbitrarily set to 10 mm long, has a tapered profile, as depicted in Fig.3.14. In this
case, the drilled hole in the top and bottom layers is the same (dpottom = diop = 1.4mm),
and a dey por = 4.22mm circle is removed from the copper layer of the bottom substrate that
faces the interior of the cavity, in order to emulate a very thin coaxial input. Bottom layer’s
soldering isle has been optimized to a d;se por = 4 mm diameter, while the isle on the top layer

remains the same size (d;sie,top = 3 mm).
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Figure 3.15: Simulated input impedance (Z;;,) and reflection coefficient (|S;1]) of

microstrip-fed co-designed antenna prototype.

Impedance response (Fig. 3.15) of the oscillator-ready antenna design presents substantial
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changes in the magnitude of the two antiresonances that surround 2.45GHz, but a low-
impedance region remains around this frequency, so it remains possible to achieve a good
match. Matching at the operating frequency, as shown in Fig. 3.15¢, has moderately improved
(|S11] = —28.7dB), while the Q-factor has increased to 61, due to a slightly narrow bandwdith
(40 MHz) mainly caused by a matching point which lays on a resistance region steeper than
in the standalone prototype. Radiation performance remains stable, with a small radiation
efficiency reduction (9,44 = 89%). A higher Front-to-Back Ratio (FTBR = 20.5dB) shows
a fourfold reduction of backside radiation power with respect to the standalone antenna. As
a result, co-designed CBSA’s overall performance complies better with the antenna system

requirements embraced in Section 3.1.

The final performance at the central operating frequency (2.45 GHz) of the standalone
and co-designed CBSA simulated prototypes is quantitatively summarized in the following
table.

Prototype Standalone Co-designed
Input Resistance R;n 53.6 50.9 Q
Input Reactance X; 6.3 Q -36 Q
Reflection Coefficient [S11] —-23.3 dB —28.7 dB
Matched Bandwidth BW 50 MHz 40 MHz
Quality Factor Q 49 61
Directivity D 74 dB 7.3 dB
Radiation Efficiency 1,44 95 % 89 %
Gain G 7.1 dB 6.8 dB

Angular width (E) AN 85 deg. 96 deg.
Angular width (H) A 64 deg. 67  deg.
Front-to-Back Ratio = FTBR 14.1 dB 20.5 dB

Table 3.1: Antenna prototype simulation results
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Chapter 4
Oscillator Design

This chapter will cover the design process of the oscillator, from design requirements to final
working prototype, starting with Section 3.1, where the oscillator specifications are described.
The chosen topology and the operating principle are explained in Section 3.2 and Section 3.3,
respectively. To conclude, Section 3.4 describes the design process, includes key simulation

results and gives the final oscillator layout.

4.1 Design Requirements

As part of the co-designed oscillator-antenna device, this module is designed to oscillate at
2.45 GHz. To prevent interference with co-existing technologies in the same band, the Euro-
pean Telecommunications Standards Institute (ETSI) sets a maximum! Equivalent Isotropic
Radiated Power (EIRP?) of 36 dBm for the 2.45 GHz ISM band [44,45]. Considering the
gain of the simulated co-designed antenna is 6.8 dB, the output power of the oscillator (P,s.)
should be limited to 29.2dBm (~ 1 W).

Taking into account that the oscillator will be an element of a coupled oscillator array, and
that an external signal will be injected into it, some precautions should be taken for correct

operation of the injection locking principle. Locking range dependency on the oscillator’s

!Depending on the modulation scheme of the transmission system maximum EIRP values may vary [44].
2EIRP is a standardized definition of the hypothetical output power that an isotropic antenna would have

to radiate to equate the signal strength that the actual source is radiating in the main lobe direction. It is

defined by the power input to the antenna multiplied by its gain.
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Q-factor and signal amplitude was mentioned in Chapter 2, and it is defined by:

Awyp = Wosc Ainj

2Q  Aose’

(4.1)

assuming A,se < Ajpj, where Ay, and A,ge represent the injected and output signal ampli-

tudes, respectively [6].

To ensure that the locking range (£Awp) will not exceed the co-designed antenna
matched bandwidth (2.45 GHz + 20 MHz), the Q-factor has to be larger than 61.25 Aj;,;/Aosc
to enable optimum match throughout the full range of phase shift between elements [5]. Ob-
viously, the injected signal amplitude and frequency-tunable range can be decided a posteriori
to fulfill this requirement, but a high Q-factor will decrease the external oscillator’s necessary
output power and, as a result, power consumption of the whole system will be reduced. Either
way, the oscillator should be designed under the assumption that the P, is larger than P;,;

to ensure the injected power can be successively coupled into adjacent oscillators.

Regarding the oscillator output signal, the optimized design should aim for harmonic
purity. To obtain a sinusoidal time-domain waveform at the operating frequency, harmonic
suppression should preferably exceed 20dB. Additionally, the oscillation needs to achieve
time-domain steady-state. Avoiding potential non-harmonic oscillations in a broad range of

frequencies is also preferred to prevent causing interference to out-of-band technologies.

Finally, to ensure seamless integration with the co-designed antenna, the circuit layout
has to be implemented in the bottom layer of the previously designed AFSIW cavity. The
co-designed oscillator design process needs to take into account antenna impedance response
and, therefore, its integration cannot imply the modification of any of the AFSIW CBSA
dimensions that directly affect the antenna’s overall performance. Should there be any neces-
sary modification to the AFSIW structure, the changes would need to be reflected accordingly

in the antenna simulations.

4.2 Oscillator Topology

Oscillators use nonlinear active devices to convert DC to a sinusoidal RF signal. At low fre-
quencies, a steady-state solution is often obtained using a transistor-based amplifier with a

frequency-dependent external feedback [30]. Well-known topologies, such as Hartley, Colpitts
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and Clapp [46] oscillator circuits can be represented by this operation mode. However, at
microwave frequencies higher than 500 MHz, the conceptualized assumption that both ampli-
fier and external feedback act independently is no longer valid, given the increasing parasitic
effects and coupling between components. As a result, guaranteeing oscillation conditions can

become unwieldy.

A different approach is used to design oscillators at high microwave frequencies. Negative
resistance oscillators represent a design technique where transistors are biased to a negative
resistance operating point, thus leading to a different circuit topology than their low-frequency

counterparts.

A first step in this design procedure is designing a functioning amplifier, which will
later be destabilized to obtain an oscillating output. Among the possible amplifier types,
common-emitter and common-base are the frequently chosen topologies. To obtain an un-
stable operating point, internal positive feedback is added to the amplifier circuit, and to
simplify this process, a common-base amplifier is designed for this module, as the RF signal

inside this type of amplifiers is always in-phase [47].

4.3 Operation Principle

As previously mentioned, a negative resistance oscillator is designed using a destabilized
amplifier. Making use of traditional amplifier stability analysis, this amplifier is properly

loaded to sustain a frequency-dependent steady-state oscillation.

Zs AMPLIFIER 7.

Ziu Zout

Figure 4.1: Two-port diagram of a conventional amplifier.

The two-port diagram shown in Fig. 4.1 represents an amplifier terminated with certain

source (Zg) and load (Z1) impedances. The impedance seen from the input (Z;,) and the
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output (Zyy:) depend on load and source impedances, respectively. From stability theory, it
is known that for a given transistor biasing, there are a number of termination impedances
that cause either R;, < 0 or Ry, < 0, which are often represented with stability circles in
the Smith chart.

DESTABILIZED
AMPLIFIER

Rill < 0

Figure 4.2: Two-port diagram of a destabilized amplifier. Negative resistance seen at the

input port.

Since the voltages at both amplifier ports are related, oscillation will occur all over the
circuit regardless of the destabilized port. To particularize, a Zy, inside the unstable region of
the output stability circle can be considered, leading to a negative input resistance (Fig.4.2).
While a positive resistance represents energy dissipation, a negative resistance implies loss
compensation. If the energy dissipation at the input port is smaller that the incident energy
from the amplifier, any excitation, noise or small perturbation in the circuit will be repeatedly
amplified as time progresses and an oscillation will build up. Oscillation start-up conditions

can be expressed as:

Rs+ Rin <0 (4.2a)
X5+ Xin=0 (4.2b)

The oscillation is critically dependent on the nonlinear behavior of Z;,,. The impedance
seen from the input port of the amplifier depends heavily on the amplitude of the signal
being amplified. As signal strength is increased to large-signal conditions, the resistive part
magnitude of Z;,, decreases, i.e., R;, becomes less negative, while the reactive part remains
relatively constant [46]. When |R;,| is the same value as Rg, the amplifier is effectively

compensating the losses of the passive source without generating additional energy, that is,
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the oscillation is showing a constant envelope. Therefore, the conditions for a steady-state

oscillation can be expressed as:

Rs + Rin =0 (4.3a)
Xs+ X =0 (4.3b)

Equations (4.2b) and (4.3b) imply that the source and amplifier reactances are conjugate
matched, which means there is a strong frequency dependence. Ideally, these conditions must
be met at exactly one frequency — the frequency of oscillation (wes.) — and at a specific

signal level.

4.4 Co-designed Oscillator Prototype

The process to design an oscillator prototype is based on the steps followed in [5, 48], where
a negative resistance oscillator circuit is effectively synthesized with a step-by-step approach.

The working prototype described in this section was designed using the following procedure:

1. Amplifier design

2. Amplifier destabilization

3. Output matching network design

4. Determination of source impedance to ensure oscillator start-up

5. Time and frequency-domain simulations

The design of the following schematics was performed with Keysight’s ADS.

Amplifier design

To design the amplifier, a common-base topology has been used. As it was briefly justified
in Section 4.2, common-base amplifier topologies, unlike common-emitter, present in-phase

input and output signals. This feature simplifies and reduces the necessary components for
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amplifier destabilization. The active component used for this amplifier is a NPN BJT, which
has superior phase noise performance to MESFETSs [46]. The selected model is a BFP193
transistor [49], from Infineon Technologies, ideal for low-noise and high-gain amplifiers, which
has a transition frequency (fr) of 8 GHz. The fr, sets the frequency at which the gain of
the transistor drops to unity, and therefore, the maximum frequency at which the oscillation
can build-up. This way, fr is sufficiently high to oscillate at 2.45 GHz while ensuring high-

frequency oscillations will be minimized [46].
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Figure 4.3: Schematic of a common-base amplifier.

The common-base amplifier schematic is shown in Fig. 4.3, the values of the ideal com-
ponents are specified in Table 4.1 and the simulated DC operating point is shown in Table 4.2.
The transistor is biased to Vog = 2.03V, well below the collector-emitter breakdown voltage
(12V), obtained with Ry, which drops some of the power supply voltage (V.. = 3.3V). Ry
and Rs act as a voltage divider, setting the voltage at the base (Vg = 832mV). A very small

34



current flows into the base (Ip = 270 pA), which make Iz ~ I = 20.8 mA, as common-base

topologies do not amplify current.

Two ideal DC block capacitors are placed at the RF input (emitter) and output (collec-
tor). Another capacitor (Cpp) is attached to the base in order to connect this terminal to
ground at RF frequencies. Additionally, two inductors are connected to the collector (L¢) and
to the emitter (Lg), which act as RF chokes. Lg, however, also adds inductive degeneration

to the emitter, as a means of ensuring the operating point is stable against any change of

temperature.
Ry 51 Q
Ry 300 9 Vee 33 'V
Ry 200 Q I, 24.5 mA
Crp ideal RF bypass Ppc 19 dBm
Cp ideal RF bypass Ve 203 V
Cr, ideal DC block Ve 811 mV
Cs ideal DC block Ip 270 uA
L¢ ideal DC Feed Ic 20.8 mA
Lg ideal DC Feed Ip 20.8 mA

Table 4.1: Component values of Table 4.2: DC Operating Point of

common-base amplifier. common-base amplifier.

Amplifier destabilization

The RF bypass capacitor at the base has a high impedance for low frequencies and low
impedance for higher frequencies. Adding a series inductance to this capacitor creates a
tunable resonance, which will act as a low impedance path to ground for a certain range of
frequencies. That is, adding an inductor (Lgpg) in series with Cpp creates an internal positive
feedback in a band around the LC resonance. A new schematic is shown in Fig. 4.4, where

this additional component is reflected.
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Figure 4.4: Schematic of a common-base amplifier with positive feedback at the base.

The values of the components of this series LC branch are shown in Table4.3, and they
resonate at 2.37 GHz. However, according to Fig. 4.5, the potentially unstable region peaks
at the operating frequency, 2.45 GHz. This is due to the fact that the transistor’s parasitic

capacitances (such as Cp¢) also contribute to the resonance.
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RO 51 Q — |pin]
R, 300 Q —lpesd
Ry 200 0

Crs 15 pF 2/

Cp  ideal RF bypass
Cr, ideal DC block
Cg ideal DC block
Lrg 3 nH

Lo ideal DC Feed

Lg  ideal DC Feed 0551 22 23 24 25 26 27 28 20 3
Frequency [GHz|

—_
T

Reflection Coefficient Magnitude

Table 4.3: Component values of destabilized Figure 4.5: Port reflection coeflicients
(|pinl; |pout|) in the destabilized amplifier.

common-base amplifier.

At this moment, when standard port terminations (Z; = Zg = 50(2) are being used in

the simulations, R;, and R,,; present negative value. The unstability of this circuit can be
clearly visualized in Fig. 4.5, as |pin| and |pout| show magnitudes above 1 in a broad range of

frequencies around 2.45 GHz.

Nevertheless, if a different load impedance is used, the unstability can be maximized.
A Smith chart representation of the output stability circle is shown in Fig.4.6. The positive
feedback causes the |pi| = 1 circumference (black) to almost fill the entire chart. This way,
virtually any Z;, would produce a negative value at the input (|pi| > 1). Additional circles

have been drawn to observe the possible values of Z, that increase |pip|.
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Figure 4.6: Smith chart representation of constant |p;,| circles:
|pin| = 1 (black), |pin| = 2 (blue) and |p;,| = 3 (red).

Output matching network design

Among the infinite possibilities of Z1, a value that increases the magnitude of | R;,| which, at
the same time, stays deep inside the stability circle will protect the unstability from deviations
in the component values and guarantee good start-up conditions. The load impedance selected
to increase the unstability is Z;, = 18.6+326.9 2, which belongs to the |p;,| = 3 circumference
(Fig.4.6 — red).

The matching network designed for the output port is shown in Fig4.7, which consists of
a series capacitor, followed by a transmission line and a shunt stub. The lines, which are ideal
simulation models, are configured for a characteristic impedance (Z,) of 50 at 2.45 GHz.
The capacitor (Cg) is the previously ideal DC block, which now participates to match the
load.
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Zy,

Figure 4.7: Output matching network to achieve the selected Zy,.

Zant Single Value CST Model
Cg 10 pF 10 pF

Iz 11.23  deg. 33.7 deg.
lstup  13.95  deg. 31.95 deg.

Table 4.4: Component values of the output matching network.

As a first step to synthesize this matching network, it has been designed to match
the impedance of the antenna at the operating frequency, Z,,: (2.45GHz) = 50.9 — j3.6
(Table 3.1). Afterwards, the impedance results from the co-designed AFSIW CBSA have been
exported from CST and added as Zg,; of the schematic. The change from Z,,; (2.45 GHz) to
a frequency-dependent Z,,,; slightly affects the length of I, and I, (Table 4.4).

Determination of source impedance

The complex input reflection coefficient for the chosen Zy, is p;, = 3.044—21.3° which, referred
to 50 €2, represents an input impedance of Z;;, = —904;24 Q). According to the aforementioned
start-up conditions (4.2), the source impedance should compensate the conjugated reactance
and some resistance. To determine the amount of resistance that the source will have, a
widespread rule of thumb is making Rg one-half to one-third of the small signal value of | R;;,|
[46]. This way, the amplifier input resistance will be sufficiently more negative than the source,
so that oscillations can grow. As a result, the source impedance is set to Zg = 30 + j24 €,
which is accomplished with an RC series circuit, composed of a 30 € resistor and a 2.7 pF DC

block capacitor. The final ideal schematic is shown in Fig. 2.8.
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Figure 4.8: Ideal schematic of the oscillator.

Time and frequency-domain simulations

As mentioned before, the oscillator’s steady-state regime happens for large-signal conditions,
when the nonlinearities of the amplifier reduce the magnitude of R;,. Therefore, some simu-

lations need to be done to validate the behavior of the oscillator with large-signal magnitudes.

Fig. 4.9 encompasses the performance of the ideal oscillator in both time and trequency-
domain. Using the imported AFSIW CBSA impedance response as an output port in the
simulation provides the |pyy¢| response shown in Fig. 4.9a. A narrowband and large unstability

is clearly visualized at 2.45 GHz in small-signal range.

To represent the time domain response of the oscillator, a transient simulation has been
configured at the OUT node (Fig.4.8). Fig.4.9b shows the sinusoidal shape of the time-
domain waveform at this node, whereas Fig. 4.9c shows the evolution over time from small-
signal to large-signal steady state. A way to reliably determine if the device is oscillating

at the expected frequency is calculating the Fast Fourier Transform (FFT) of a sufficiently
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long waveform. In Fig.4.9e, a broadband FFT of the steady-state part of the waveform is
represented, which peaks at 2.48 GHz.

Finally, to double-check the oscillating frequency simulation, and to determine the ex-
pected output power at the node, a Harmonic Balance (HB) simulation is configured. In
ADS, there is an option to assist the HB with the results from transient to operate more
efficiently (Transient Assisted Harmonic Balance). Transient simulator detects steady-state
53 ns after starting, and communicates relevant information with HB, leading to the results
shown in Fig. 4.9f. HB predicts a 8.5 dBm oscillation at the OUT node, with 25 dB of second
harmonic suppression, at the same frequency as the transient simulation, therefore validating

these results for both time and frequency domains.
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Layout-friendly prototype

The last step in the process is designing a schematic to eventually manufacture an oscillator
prototype. The main purpose of this part is changing all the ideal component models to
realistic models provided by the manufacturers. The transmission lines, which were also
ideal, are modelled properly considering the substrate the circuit is going to be implemented
on and additional transmission lines and T-junctions are included in the circuit in order to
seamlessly connect all components in a layout-friendly schematic. This, of course, changes
the response of the oscillator. Therefore, to prevent any degradation of power and harmonic
purity, and to ensure the oscillating frequency stays close to 2.45 GHz, it is important to
know the effects every component has on the final performance. The designed layout-friendly
schematic with realistic components, referred as real schematic in this document, is illustrated
in Fig.4.10.
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Figure 4.10: Real schematic of the oscillator.

The bottom layer of the AFSIW CBSA, on which the oscillator will be integrated, is
a Rogers© R0O4350b [42] with a thickness of tp,; = 500 um. At 2.45GHz, a transmission
line with a characteristic impedance of Z., = 502 has a width of W59 = 1.07mm on this
substrate, which is the same width of the microstrip line in the microstrip-fed CBSA model
simulated in CST (Fig. 3.14). The output matching network, which is directly connected with

the antenna model (Zg,;), is based on W5y microstrip lines.

The BFP193 transistor’s footprint has two diagonally opposite emitter pads, which have
been connected with a thin transmission line underneath the component. Additional trans-
mission lines have been used to distribute the components in the layout. Unfortunately, some
of these lines drastically change the response of the entire circuit. The output matching net-

work, in particular, turns out to be most sensitive to these changes and now features an open
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stub for additional tuning ability.

To allow fine-tuning of the destabilizing internal feedback, the inductor Lpp is imple-
mented in a distributed form (Ipp). A similar approach has been followed in the source
impedance, where the RC circuit is separated with a transmission line (Ig). These two lines
(lpp and lg) are key to fine-tune the frequency of oscillation, as the feedback controls the

unstable range of frequencies and the source impedance controls the net reactance.

The RF chokes at the collector and emitter are now modelled with two 62 nH inductors,
optimized for high impedance at the operating frequency. The inductor at the emitter was also
used to generate internal negative feedback to stabilize the DC operating point. To control
the amount of feedback, a resistor Rg has been connected to this inductor. The dissipation
that Rp causes can be used to reduce the power of the overtones when harmonics increase,

thus being important to guarantee harmonic purity.

To predict the oscillating frequency, an additional simulation has been configured. ADS’
component OscTest can be placed in the feedback branch of the oscillator to gather informa-
tion useful to guarantee oscillation start-up. The results, shown in Fig.4.11, are the gain and
phase over frequency at a node placed in the feedback branch. The oscillation will start-up
and achieve steady-state if the gain exceeds unity and the phase crosses zero (from positive
to negative values), which matches the necessary conditions for oscillation according to the
Barkhausen criterion [5]. This conditions, although not sufficient to guarantee oscillation, are
the basis of external feedback oscillators, and can be cautiously used as a means to predict

the performance of this oscillator in a short simulation time.
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Figure 4.11: OscTest gain and phase response

The gain and phase for the optimized real schematic are represented in Fig4.11. The
shape of the curves is mainly caused by the steepness of the CBSA impedance. Then, these
curves can be effectively warped — although not in a predictable way — by changing the
output matching network components. Tuning the output matching network is key to prevent
oscillation conditions to be met in any other frequency. Empirically, it has been observed that
the oscillation frequency matches the one predicted by this simulation if the phase crosses zero
with high negative slope, as shown in the graph (Fig4.11), where the conditions are satisfied
at 2.48 GHz. To fine-tune the frequency, [Fp is the most effective component up to a certain
degree, when the negative phase slope decreases and the results stop being reliable. Once the
graph has been optimized, Rg can be used to adjust the gain with no effect on the shape of

the curve and a direct relation with the output power.

The real oscillator performance is shown in Fig.4.12. Using a port referred to the
impedance of the co-designed CBSA, the output reflection coefficient is plotted in Fig4.12a,
which shows a high degree of unstability in the circuit at 2.49 GHz.
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Figure 4.12: Performance of the oscillator with real components
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The output waveform of this oscillator shows a clean sinusoid (Fig. 4.12b), which outper-
forms the ideal schematic results. Besides, the oscillation start-up shows no signs of overshoot
and the oscillation power increases smoothly. With no effect on performance, oscillation start-
up is delayed, starting around 85 ns (Fig.4.12c) and it achieves steady-state several nanosec-
onds later (at 180ns). The FFT of the time-domain simulation results peaks at 2.49 GHz
(Fig.4.12d). Again, to validate the results of the transient simulation, a frequency-domain
HB has been configured. HB results, shown in Fig.4.12e, feature a 7.2dBm oscillation at
2.48 GHz at the OUT node. Despite the loss of 1.3 dB of output power compared to the ideal
simulations (Fig. 4.9¢), second harmonic suppression is increased to 37.8 dB. The outstanding
harmonic purity of the results of the real schematic might be caused by the dissipative nature
of the realistic component models that have been used in the circuit and the addition of the

resistance in the degenerative emitter feedback.

Integration in CBSA bottom layer

In Fig. 3.14, a microstrip-fed AFSIW CBSA was illustrated. The oscillator prototype is de-
signed to be connected at the end of the microstrip line shown in this figure to effectively
feed the cavity and radiate. To manufacture the bottom layer, the soldering isle (d;sie pot), the
drilled hole (dtp) and the circle etched in the copper (deypot) need to be taken into account
for the final layout. As shown in Fig.4.13, the probe-feeding structure and the oscillator
schematic have been combined into a single layout, which will be implemented in a Rogers©
RO4350b substrate.
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Figure 4.13: Real schematic of the oscillator integrated in the bottom layer of the AFSIW
CBSA.

To guarantee a stable bias and prevent any performance degradation caused by ripple
or noise on the power supply pins [50], a series of three decoupling capacitors with different
values are placed at the end of the line that provides the DC voltage to the circuit. The values
of these capacitors are 100 pF, 100 nF and 10 uF, which will act as a low impedance path to
ground for a broad range of RF frequencies. The power supply terminals are connected to

the circuit with two PCB-mounted sockets for banana jacks [51]. To make room for these
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connectors, one side of the bottom layer has been extended 2 cm, and the line that connects
Ve with the circuit has been elongated accordingly. The ground terminal of the power supply
is connected to the copper layer that faces the inside cavity, which is the same ground that
the RF components are referred to. Component values of the final optimized oscillator layout,
together with SMD sizes and manufacturers, are shown in Table. 4.5, and a renderization of

the final prototype is illustrated in Fig. 4.14.

Component Value  Manufacturer Model Size
Cpci 100 pF Murata GRM18 0603
Cpeo 100 nF Murata GRM18 0603
Cpes 10  wF  Murata GRM18 0603
Cr, 1.8 pF Murata GRM15 0402
Cg 0.9 pF Kemet CBR 0402
Crp 1.8 pF Murata GRM15 0402
Ry 51 €  Vishay CRCW 0402
Ry 300 ©  Vishay CRCW 0402
Ro 220 ©  Vishay CRCW 0402
Rg 120 Q  Vishay CRCW 0402
Rg 300 €  Vishay CRCW 0402
Lo 62 nH Murata LQW15 0603
Lg 62 nH Murata LQW15 0603
Transistor Infineon BFP193

DC Connectors CLIFF FCR7350

Table 4.5: Component values of the real oscillator schematic integrated in the AFSIW
CBSA.
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Figure 4.14: Co-designed oscillator integration in the AFSIW cavity.

4.5 Standalone Oscillator Prototype

To measure the output impedance of the oscillator, a standalone prototype is designed pre-
serving the same circuit layout and component values. To connect with the measurement
equipment, the footprint of a female SMA end launch connector (Southwest Microwave 292-
05A [52]) is drawn at the RF output (Fig.4.15).
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Figure 4.15: Standalone oscillator layout

In the circuit, the connector is represented by a 502 port. The simulation results of
this schematic show that the most unstable frequency is 2.52 GHz, although 2.45 GHz still
presents poyt = |2.7| (Fig. 4.16). This small deviation is due to the modification of the load, as
the output matching network was designed for Z,,; and not for a frequency-independent 50 €2
port. The output impedance, shown in Fig.4.17, presents an negative-resistance antiresonace

at the point of maximum unstability.
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Figure 4.16: |pout| of standalone oscillator referred to a 502 port
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Figure 4.17: Standalone oscillator simulated output impedance.
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Chapter 5

Measurement Results

In this chapter, the measurement results of several prototypes will be covered.

Standalone Antenna Prototype

To measure the impedance of the CBSA, the coaxial-fed design detailed in Fig.3.8. has been
manufactured. The 50 multicomp© female SMA connector has been introduced into the
cavity, and properly soldered to the isle in the top layer and the pad in the bottom layer. Once
the connector is properly attached to the cavity, the excess length of the inner conductor of this

connector (Fig.3.7), which acts as the probe, is cut to prevent additional backside radiation.

The prototype has been connected to a Vector Network Analyzer (VNA) with a standard
SMA coaxial cable, which will measure the input impedance (Z;,) and the input reflection
coefficient (p;n). The measurement equipment used to obtain these results is a Keysight©

PNA-X, a high-performance VNA.

The input impedance and reflection coefficient of the standalone antenna prototype are
shown in Fig.5.1, as well as the simulation results from Section 3.4. The measurement re-
sults show consistency with the simulations. The same antiresonances can be observed in the
reactance (Fig.5.1b). The antiresonance at 2.35 GHz is more evident and has higher nega-
tive slope than in the simulations, which is reflected by a higher resistance (Fig.5.1a). The

antiresonance corresponding to the resonance of the TE1p; mode at 2.54 GHz is less abrupt
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than the simulated one, although it still leads to a resistance maximum. At 2.45 GHz, the
input impedance is Z;, = 54.43 + 75.87€) which, referred to 502, provides an input reflec-
tion coefficient minimum: 23.06dB (Fig.5.1c). The —10dB-referred matched bandwidth is
60 MHz (Q= 41), from 2.415 GHz to 2.475 GHz, 10 MHz wider than the previously simulated,
but still keeping 2.45 GHz as the best-matched frequency.
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. SARRE ST ) v N S I S
2 21 22 23 24 25 26 27 28 29 3 2 21 22 23 24 25 26 27 28 29 3
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(c) Reflection Coefficient magnitude (]pin|)

Figure 5.1: Standalone antenna prototype impedance measurements with PNA-X.

To completely validate the performance of the antenna, the radiation pattern is also
measured. To isolate the antennas from undesired radiation and to suppress multipath prop-

agation, the measurements are performed inside an anechoic chamber. In the measurement
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set-up (Fig.5.2) an UWB horn antenna is placed at one side of the anechoic chamber, acting as
a fixed receiver. At a distance of d; = 5.025 m — several wavelenghts away to achieve far-field
conditions — the antenna under test (AUT) is placed in a rotatory positioning system, which
can rotate the AUT around its 6 and ¢2 axes, making it possible to obtain a three-dimensional

radiation pattern.

q=

horn AUT

PNA-X

Figure 5.2: Configuration to measure the radiation pattern with the VNA.

After ensuring the antenna under test was perfectly aligned with the receiving antenna in
all the possible steering directions, a full two-port calibration is executed to take the influence
of the measurement set-up into consideration. The radiation pattern is measured in steps of 5°
in azimuth and elevation. Overall, the measured radiation performance shows great coherence
with the simulation (Fig.5.3). Both E- and H-plane polar cuts are represented in the results,
which show a gain of 7dB in the main beam direction and 13.1dB of FTBR. The half-power
beamwidth is 60° and 95°, for the ¢ = 0° and ¢ = 90° polar cuts, respectively. The gain
response over frequency (Fig. 5.3¢) is obtained measuring the Sg1. A similar ripple in the the
gain is observed, which was caused by the radiation efficiency, according to the simulations
(Fig.3.12a). As it was simulated, the predominant presence of the TE;p; mode at frequencies
above 2.5 GHz has an interesting effect around 2.55 GHz, where gain and radiation efficiency
drastically drop to minimum values. A comparison between simulated and measured main

results is shown in Table 5.1.
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Figure 5.3: Standalone antenna prototype radiation performance measurements (blue)
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Results Simulation Measurements

Input Resistance Ry 53.6 54.4
Input Reactance Xin 6.3 Q 5.9 Q
Reflection Coefficient [S11] —23.3 dB —23.1 dB
Matched Bandwidth BW 50 MHz 60 MHz
Quality Factor Q 49 41

Gain G 7.1 dB 7 dB

Angular width (E) AOF,n 85  deg. 90  deg.
Angular width (H) AOH, 64 deg. 60 deg.
Front-to-Back Ratio  FTBR 14.1 dB 13.1 dB

Table 5.1: Standalone antenna prototype simulation and measurement results at 2.45 GHz

Standalone Oscillator Prototype

To validate the simulation results of the oscillator, a standalone oscillator prototype was
designed to measure the output impedance of the oscillator, which will not be possible to
measure once integrated in the AFSIW cavity. The measurement set-up is illustrated in
Fig.5.4. The equipment used for this measurement is a Keysight Fieldfox N9917A VNA. The
DC voltage is applied connecting two banana jacks to a DC power supply (Keithley 2230G).

DCrowEr ot puT | VNA

Figure 5.4: Configuration to measure the impedance of the standalone oscillator with the
VNA.

The output reflection coefficient is shown in Fig. 5.5. Compared to the simulated results,
the frequency of maximum unstablility has shifted to lower frequencies. This |pgy¢| maximum,
which coincides with an antiresonance (Fig.5.6), occurs at 2.41 GHz, a 120 MHz shift in fre-

quency. The response in impedance is similar to the simulations. The measured impedance
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shows a steeper antiresonance with similar negative resistance, which mainly affects the un-

stable bandwidth.
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Figure 5.5: Measured |poyt| of the standalone oscillator prototype

1001 200
— Measured — Measured
Simulated B Simulated

501 100]
S e " s |
N T R R e R s, S
B U E (] ———
é ........ é
o~ X ; o

—50k —100+

05755 93 24 25 26 27 28 29 3 —20 5753 23 24 25 26 27 28 20 3

Frequency [GHz| Frequency |GHz|
(a) Resistance (b) Reactance

Figure 5.6: Standalone oscillator measured output impedance.

After configuring a simulation to replicate these results, it has been observed that a small

increase in capacitor values provides a response closer to the measurements. The resistors
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used in the circuit were measured before soldering, a small deviation in inductor values does
not have a big effect on the impedance response and the microstrip transmission line manu-
facturing process has very small tolerances that do not cause such a difference in the response.
Hence, the lower frequency of these results might be caused by a deviation from the nominal

values of the employed capacitors or a high parasitic capacitance across the circuit.

Co-designed Array Element Prototype

The design of the integrated co-designed oscillator is described in Section 4.4 and the final
layout for the bottom layer of the AFSIW structure is illustrated in Fig. 4.13. The assembling
process of the integrated oscillator-antenna device is the same as the standalone antenna,
using the same top and middle layers. The probe excess length is cut on the top and bottom

layer after soldering to each isle.

pom ] ) [H- sa

[ d, |

Figure 5.7: Configuration to measure the oscillation frequency and output power with the

SA.

No difference in the radiation performance of the AFSIW CBSA with an integrated os-
cillator is expected, as its dimensions remain exactly the same. The most important results
to measure from this device are the output power and the frequency of oscillation. The mea-
surement set-up is depicted in Fig5.7. To supply the power to the oscillator, the Keithley
2230G is used once more. Additionally, a Rhode & Schwarz Spectrum Analyzer (SA) is em-
ployed to measure the output power and f,s.. To receive power from the integrated oscillator,
the standalone antenna prototype is placed a certain distance away (d2) and is connected to
the SA. Any undesired harmonics will be highly attenuated as they will be reflected back to
the oscillator at the antenna input and, as such, the antenna acts as a high-Q filter. The

oscillator’s output power (P,s.) can be calculated from Friis’ transmission equation:
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G 00g<47rd2> (5.1)

where P,.. — the power measured in the SA — and P, are in dBm units and G represents
the gain of the standalone antenna prototype. The response obtained from the spectrum
analyzer is shown in Fig.5.8. This final performance was obtained after a tuning process.
The prototype using the components displayed in Table 4.5 produces no oscillation so, using
the insights obtained with the standalone oscillator, certain component values have been
adjusted in the integrated oscillator circuit to obtain an oscillation. Particularly, Cs = 0.6 pF
and Cp = 1.3pF are the new capacitors in the circuit that have led to the oscillation that
can be observed in Fig.5.8. The frequency of oscillation is 2.45 GHz, which is lower than
the f,sc of the simulated oscillator prototype, but it is the originally intended f,s. and has
better matching conditions, according to the standalone antenna performance. The received
power, measured with do = 3.9m of separation between antennas, is P, = —48.1dBm, so

the oscillator’s output power can be calculated as:

P = —48.1 —2-7+52.04 = —9.65dBm. (5.2)

—40

—90Ff

Received Power [dBm|

|
—
—
ot

~1455 205 2.55
Frequency [GHz]

Figure 5.8: Power spectrum measured with the SA.

This oscillation power is 16.8dB lower than the simulated in Section 4.4 (Fig.4.12).
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To guarantee that the power is not being inappropriately dissipated in the circuit, the DC
operating point has been verified. Vop = 2.4V and Vg = 2.7V match the voltages at the
transistor’s terminals in the simulations, so it can be dismissed that the transistor is operating
at a different DC operating point and with different characteristics. To tune the oscillator’s
output power, increasing R should lead to less negative feedback, less transistor bias stability
and an increased output power, whereas decreasing Rg should reduce source dissipation,
which has a direct effect on the oscillation conditions explained in Section 4.3. However, it
has been observed that modifying these components causes small shifts in frequency with no
improvement in power. One of the reasons that might cause the low P, is the possibility
that the transmitting CBSA, due to its sensitivity to h.q, variations, is not matched at
2.45 GHz and there are high mismatch losses. The presence of high power harmonics can also
be the reason why most of the power is not delivered at the operating frequency. However,
the high out-of-band mismatch losses and the low gain at these frequencies due to higher-
order electric field modes inside the slot would make the overtones undistinguishable from

co-existing technologies (such as 5 GHz Wi-Fi).
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Chapter 6

Conclusions and Future Work

The goal of this master’s dissertation was to design an antenna array element operating at
the 2.45GHz ISM band, with a phase distribution controlled by injection-locked coupled
oscillators to achieve phase shifter-less beam steering. A cost-effective oscillator coupling
mechanism was presented, based on aperture-coupled air-filled SIW cavities. To obtain an
array element prototype, the design was divided in two modules: antenna and co-designed
oscillator. These two modules, given the characteristics of SIW cavities, were to be integrated

in opposite sides of the same AFSIW structure, minimizing the influence between them.

To obtain outstanding radiation performance and seamless integration with the SIW
cavity coupling mechanism, a CBSA was designed as the antenna module. Supporting a
hybrid mode to maximize radiation efficiency, more than 7,,q = 85% is observed in the
measurement results of the standalone AFSIW CBSA in a broad range of frequencies around
2.45 GHz and, in particular, 95% at the operating frequency. The antenna features a G =
7 dB omnidirectional beam with broad half-power beamwidths, and reflects the self-shielding
quality of CBAs showing 13dB of FTBR.

The oscillator module was designed to be integrated on the bottom layer of the AFSIW
cavity, on the opposite side of the slot. The device was designed as a negative resistance
oscillator, that is, a common-base amplifier was appropriately destabilized to present nega-
tive resistance at both input and output ports. The oscillator was carefully co-designed to
guarantee start-up and steady-state conditions using an oscillator-ready version of the AF-
SIW CBSA as a load. Simulations predicted a 7.2 dBm oscillation at 2.48 GHz with excellent
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harmonic purity (> 38dB). Notwithstanding the fact that the measurement results of a stan-
dalone version of the oscillator module showed an excess capacitance in the circuit, this was
successfully compensated by manual tuning of the circuit capacitors. The oscillator integrated
in the AFSIW CBSA, which represents the final array element originally intended, features
an oscillation at 2.45 GHz. However, despite the numerous attempts to obtain a different
outcome, the calculated oscillator’s output power is —9.65dBm, almost 17dB of difference

with the simulations.

The designed CBSA showed a steep impedance response and somewhat fragile matching
conditions. As a result, the antenna prototypes presented high sensitivity to height variations,
so that any subtle pressure or soldering inaccuracy would shift the operating frequency of the
antenna, although with a constant matched bandwidth. This impedance behavior did also
affect the oscillator response, and fine-tuning the oscillating frequency became a burdensome
task. Despite the inability to measure the final device, the sensitivity of the CBSA in the
assembling process suggests that the oscillator is working in conditions different than the
simulated ones, which could account for the substantial deviation in output power. Non-
effective harmonic suppression is another plausible cause of power loss, although measurements

of the standalone oscillator do not show significant presence of overtones.

Future developments in the same line of work should emphasize the prevention of any pos-
sible structural unstability in the assembled AFSIW structure. A more sophisticated solution
than a teflon piece inside the cavity would prevent some of the simulation and measurement
discrepancies from happening. Besides, matching the antenna to a less steep region — at the
expense of bandwidth — would allow for some error margin. Regarding the oscillator, once
the CBSA response is stable and fairly predictable, finding ways to immunize the oscillator
from the effects of the steep CBSA impedance out of the desired operating band will hamper
potential out-of-band oscillations. Besides, filtering the impedance of the CBSA to work just
with the intended frequency of operation would simplify the oscillator’s internal behavior and

ease the tuning process at the same time.

Once both oscillator and antenna are integrated and working with a proper output
power, an array can be safely designed. Having a predictable output power is important
to design the appropriate coupling between cavities, which will define the phase difference
between antennas. Either way, the design of the array requires thorough understanding of the
bidirectional coupling between neighboring array elements, as steady-state phase relationships

become difficult to calculate, so adding some manual tuning ability to the coupling mechanism,
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instead of having a fixed coupling, would certainly be helpful. As long as the oscillating
frequency and output power are under control, further developments on this matter will

eventually lead this array element to a fully functional phase shifter-less beam steering array.
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