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Lumped Approach for Flow-Through and Wall-Flow Monolithic Reactors 

Modelling for Real-Time Automotive Applications 

 Francisco Payri, Francisco José Arnau, Pedro Piqueras, María José Ruiz  
 

Abstract 

The increasingly restrictive legislation on pollutant emissions is 

involving new homologation procedures driven to be representative 

of real driving emissions. This context demands an update of the 

modelling tools leading to an accurate assessment of the engine and 

aftertreatment systems performance at the same time as these 

complex systems are understood as a single element. In addition, 

virtual engine models must retain the accuracy while reducing the 

computational effort to get closer to real-time computation. It makes 

them useful for pre-design and calibration but also potentially 

applicable to on-board diagnostics purposes. This paper responds to 

these requirements presenting a lumped modelling approach for the 

simulation of aftertreament systems. The basic principles of operation 

of flow-through and wall-flow monoliths are covered leading the 

focus to the modelling of gaseous emissions conversion efficiency 

and particulate matter abatement, i.e. filtration and regeneration 

processes. The model concept is completed with the solution of 

pressure drop and heat transfer processes. The lumped approach 

hypotheses and the solution of the governing equations for every sub-

model are detailed. While inertial pressure drop contributions are 

computed from the characteristic pressure drop coefficient, the 

porous medium effects in wall-flow monoliths are considered 

separately. Heat transfer sub-model applies a nodal approach to 

account for heat exchange and thermal inertia of the monolith 

substrate and the external canning. In wall-flow monoliths, the 

filtration and porous media properties are computed as a function of 

soot load applying a spherical packed bed approach. The soot 

oxidation mechanism including adsorption reactant phase is 

presented. Concerning gaseous emissions, the general scheme to 

solve the chemical species transport in the bulk gas and washcoat 

regions is also described. In particular, it is finally applied to the 

modelling of CO and HC abatement in a DOC and DPF brick. The 

model calibration steps against a set of steady-state in-engine 

experiments allowing separate certain phenomena are discussed. As a 

final step, the model performance is assessed against a transient test 

during which all modelled processes are taking place simultaneously 

under highly dynamic driving conditions. This test is simulated 

imposing different integration time-steps to demonstrate the model´s 

potential for real-time applications. 

Introduction 

Growing concerns about pollution effects on environment and human 

health is leading worldwide to the adoption of increasingly stringent 

emission standards [1]. This context has established the 

aftertreatment systems as essential devices in both spark and 

compression ignition engines [2], in addition to the research in 

different but synergistic areas like injection, combustion, boosting 

systems, EGR or control strategies.  

Compression ignition engines require the combination of a wall-flow 

particulate filter, which collects the particulate matter, with a series of 

flow-through monolithic reactors in charge for CO, HC and NOx 

abatement due to the lean-burn combustion requirements of these 

engines. As a consequence, a great variety of architectures combining 

several devices is expected in the next years being the particular 

components conditioned by the specific NOx abatement solution 

[3,4]. On the other hand, the Three-Way Catalyst (TWC) can fulfill 

the abatement of CO, HC and NOx as an only device in spark 

ignition engines due to the stoichiometric operation conditions. 

Concerning particulate emissions, direct injection gasoline engines 

lead to particulate formation [5]. Therefore, these engines require the 

use of a wall-flow Gasoline Particulate Filter (GPF) to fulfill the 

regulation limits [6]. 

In parallel to limits, upcoming standards are widening the boundary 

conditions under which the engine emissions must be carefully 

controlled. Thus, besides the driving cycle, European regulations 

cover durability requirements in form of deterioration factors, low 

temperature tests, altitude impact or Real Driving Emissions (RDE) 

assessment constrained by conformity factors. In addition, On-Board 

Diagnostics (OBD) is also required imposing monitoring 

requirements related to emission control, in particular on exhaust 

aftertreatment systems. 

This regulatory framework has led to the acknowledgment of the 

aftertreatment devices as a part of the integral engine concept [7]. 

Thus, the automotive industry demands flexible aftertreatment 

modelling tools able to be used in OBD [8] at the same time as the 

main physical and chemical phenomena are properly treated. This is 

essential to couple these tools to engine models both for control and 

gas dynamics [7] applications. The computational models must 

ensure robustness, feasibility and cost effectiveness as well as a deep 

understanding of the governing physical and chemical phenomena.  

Different approaches for monolithic wall-flow and flow-through 

devices have been proposed to deal with these objectives. In wall-

flow monoliths, the Bisset´s proposal based on the solution of a 

single pair of inlet and outlet channels [9] as well as the work of 

Konstandopoulos and Johnson [10] has served as a basis for the 

development of new tools mainly driven to reduce the computational 

effort. Lumped [11], 1D-lumped [12] and 1D [13] model approaches 

have been discussed in the literature for real-time applications. In the 

last case, decoupling techniques are applied to the solution procedure 

in order to reduce the computational effort demanded by traditional 

1D models [13]. Similarly, flow-through monolith real-time models 

have been also proposed, based on 1D [14], use of neural networks 

[15] and control-oriented [16] approaches. 

As a particular response to the need of flexible computational tools 

for exhaust aftertreatment systems, a classical lumped model is 

presented in this work. The model formulation for wall-flow and 
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flow-through monoliths is described in detail. The model conception 

is based on a modular approach covering pressure drop, heat transfer 

and chemical mechanism sub-models is considered. The heat transfer 

modelling is based on a nodal approach adapted from 1D modelling 

[17] to account for gas to wall heat exchange, heat losses against 

environment and thermal inertia of the monolith substrate and the 

external canning. The abatement of gaseous pollutants is modelled 

solving the chemical species transport in the bulk gas and washcoat 

regions assuming quasi-steady flow. In the case of wall-flow 

monoliths, the filtration efficiency computation is included as basic 

performance according to the proposal of Serrano et al. [1817]. In 

these devices, the geometrical properties of the porous medium and 

the inlet channel geometry are described as a function of the 

particulate matter load, which varies due to filtration and regeneration 

and impacts on chemical, thermo- and fluid-dynamic processes. 

Partial soot penetration into the porous wall is assumed [19]. The soot 

oxidation mechanism includes the modelling of the adsorption 

reactant phase on soot particles. The model potential is assessed by 

means of the modelling of brick composed by a Diesel Oxidation 

Catalyst (DOC) and a Diesel Particulate Filter (DPF), which was 

tested in an engine test bench. The calibration methodology for DOC 

and DPF firstly considers motoring and steady-state operation, which 

enables the isolation of certain phenomena. As a final step, the model 

deals with a World harmonized Light vehicles Test Cycle (WLTC) 

during which all processes take place simultaneously under dynamic 

driving conditions, hence being suitable for performance and real-

time ability evaluation. 

Exhaust aftertreatment system lumped model 

The presented exhaust gas aftertreatment models for flow-through 

and wall-flow monoliths are integrated into a gas dynamics software 

called Virtual Engine Model (VEMOD), which has been developed at 

the Research Institute CMT-Motores Térmicos. VEMOD is a 

computational tool that aims to respond to highly limiting 

requirements of emission standards imposed by new homologation 

procedures, closer to real-world driving conditions in terms of engine 

dynamic operation, ambient temperature and altitude concerns. The 

current context demands the support of new computational tools able 

to accurately predict the engine performance and emissions while 

reducing the cost of expensive tests campaigns usually based on 

chassis-dyno calibration and road validation. 

As sketched in Figure 1, VEMOD deals with these purposes based on 

an integral engine modelling that covers the calculation of a set of 

key processes. Firstly, the air management is computed by means of a 

1D gas dynamics model [20] which deals with flow properties 

transport along the intake and exhaust systems as well as the long-

and short-route EGR paths. Thus, specific sub-models are considered 

for the boosting system, i.e. compressor [21] and turbine [22], air-

charge and EGR coolers, throttle valves, heat transfer, etc. The gas 

dynamics model is coupled to a cylinder model whose main function 

is the prediction of the in-cylinder conditions based on the 

combustion process. A detailed heat transfer model [23,24] is used to 

obtain the heat rejection to the chamber walls and a mechanical 

losses model [25] allows predicting the brake power. An emission 

sub-model is coupled to the combustion process to provide raw CO, 

HC, NOx, and soot emissions as a function of the engine operating 

conditions. Sub-models are also considered for auxiliary systems 

related to cooling and lubrication functions. Air management and 

cylinder models set the boundary conditions to evaluate the 

performance of the different exhaust aftertreatment devices. In the 

particular case of the compression-ignition engine, DOC, DPF and 

deNOx systems, i.e. Lean-NOx Trap (LNT) or Selective Catalyst 

Reduction (SCR), can be considered. Finally, the engine model is 

coupled to two additional sub-models providing the capability to 

simulate driving cycles. On the one hand, a control system model 

emulates the electronic control unit (ECU) of the engine. The ECU 

sets different engine actuators, as the throttle position, the injection 

settings, the exhaust gas recirculation valves, the VGT position, etc., 

based on engine sensors data. In particular, the throttle demand is 

imposed by the driver that follows the driving cycle. It is simulated 

under the constraint of a particular vehicle model, which determines 

the engine speed as main input for the engine model. 

 

Figure 1. Flow-chart of Virtual Engine Model (VEMOD) modules. 

The definition of the exhaust aftertreatment systems model is based 

on a decoupled lumped quasi-steady approach that ensures the 

modularity for its integration in different computational 

environments. Its use in gas dynamics codes implies that the exhaust 

aftertreatment models are used as boundary conditions between the 

end cells of two 1D elements (ducts). In this case, the thermodynamic 

properties are imposed at the inlet (pressure, temperature and 

composition) and outlet (pressure) of the flow-through or wall-flow 

device, as presented in Figure 2 and Figure 3. The lumped model 

solution provides the fluxes between these adjacent cells at time t, 

which are necessary to solve the flow properties at the end of the time 

step (t+∆t). In the case of standalone execution of the models, for 

example as embedded software in OBD applications, the exhaust 

mass flow might be imposed to the lumped model. 

The flow-through monolith model deals with the main physical and 

chemical processes to determine the performance of the system in 

fluid-dynamic and emissions terms. It is comprised by three sub-

models solving pressure drop, heat transfer and chemical reactions. 

As a lumped model, constant flow properties are assumed along the 

monolith length. The model provides a lumped description of the 

monolith substrate properties and the prediction of the flow 

properties at the monolith outlet. According to the flow-chart shown 

in Figure 2, the model is able to predict mass flow across the 
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monolith. It is calculated by the pressure drop sub-model. The outlet 

gas composition, i.e. pollutants conversion efficiency, is computed by 

the chemical reactions modelling. Finally, the outlet gas temperature 

as well as the substrate and external canning wall temperature are 

determined by the heat transfer and the heat released in the chemical 

reactions. To do that, the main input data are the inlet gas temperature 

and the composition. As previously stated, the inlet and output 

pressure are provided in gas dynamics software for mass flow 

prediction. On the contrary, the on-board vehicle applications might 

use exhaust mass flow together with the inlet temperature to provide 

a pressure drop estimate. 

 

Figure 2. Flow-chart of flow-through lumped model. 

The wall-flow monolith model is structured in the same way. The 

pressure drop, the inlet gas temperature and the composition are the 

input flow properties for the model solution in gas dynamics software 

environment. Figure 3 shows the main interactions between the 

different sub-models. Due to the operation principle concerning 

particulate matter collection, this model includes filtration and soot 

oxidation sub-models. In turn, these processes, as well as a correct 

mass flow prediction from pressure drop, demand a porous medium 

sub-model to account for the variation in micro- and meso-geometry 

of the substrate and the inlet channels respectively.  

 
 Figure 3. Flow-chart of wall-flow lumped model. 

Pressure drop 

The placement of the aftertreatment systems into the exhaust line 

involves a flow restriction directly related to the characteristics of 

their particular geometry and the flow properties. The pressure drop 

contributions are several. In flow-through monolithic reactors, these 

are mainly inertial contributions. The flow suffers a diffusion 

(pathline expansion) when enters the inlet volume as well as at the 

exit of the monolith channels. Complementarily, the flow is locally 

expanded (pathline contraction) at the channels inlet interface and 

when exiting from the outlet volume towards other monolith or the 

exhaust line. Assuming incompressible flow, the pressure drop in 

these kind of systems can be defined as 

∆𝑝𝑐𝑎𝑡 =
1

2
𝜍𝑐𝑎𝑡𝜌𝑖𝑛𝑢𝑖𝑛 

2         (1) 

where 𝜍𝑐𝑎𝑡 is the pressure drop coefficient of the device. This 

coefficient is specific of the system geometry and a function of the 

Reynolds number. Taking the monolith inlet interface as reference for 

Reynolds number definition and characterizing experimentally the 

pressure drop coefficient value, the pressure drop can be imposed as 

boundary condition to obtain the flow velocity from Eq. (1). In turn, 

it allows calculating the mass flow across the catalyst every time-step 

from the inlet gas density and the open monolith cross-section. 

In wall-flow monoliths, the importance of the inertial contributions is 

even higher due to the minor open area [26], with alternatively 

plugged channels and progressively reduced as soot is collected into 

the inlet channels. In addition to inertial and friction pressure drop, 

additional contributions appear due to the fact that the flow is forced 

to pass across the porous wall and the particulate layer, if this last 

exists because of soot or ash accumulation (Figure 4). 
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Figure 4. Pressure drop contributions into a wall-flow monolith: 1 – local flow 

expansion, 2 – inlet channel friction, 3 – particulate-ash layer, 4 – porous 
substrate, 5 – outlet channel friction, 6 – local flow diffusion. 

Therefore, assuming incompressible flow, the particulate filter (PF) 

pressure drop can be expressed as [26]: 

∆𝑝𝑃𝐹 = ∆𝑝𝐷𝑎𝑟𝑐𝑦 + ∆𝑝𝑖𝑛𝑒𝑟𝑡𝑖𝑎𝑙 + ∆𝑝𝑓𝑟         (2) 

The lumped approach requires neglecting the axial channel velocity 

parabolic profile [27]. Taking into account the cell geometry, which 

is shown in Figure 4, the representative channel velocity can be 

approximated as a function of the volumetric flow rate (𝑄) and the 

inlet and outlet monolith cross-sections: 

𝑢𝑖𝑛 =
2𝑄𝐿𝑒𝑓

𝑉𝑒𝑓𝜎 (𝛼 − 2(𝑤𝑝𝑙 + 𝑤𝑎𝑠ℎ))
2 ;  𝑢𝑜𝑢𝑡 =

2𝑄𝐿𝑒𝑓

𝑉𝑒𝑓𝜎𝛼
2
        (3) 

Therefore, as in flow-through monoliths, the inertial contribution to 

the pressure drop in a wall-flow PF is defined as 

∆𝑝𝑖𝑛𝑒𝑟𝑡𝑖𝑎𝑙 =
1

2
𝜍𝑡𝜌𝑖𝑛𝑢𝑖𝑛

2         (4) 

which includes the total pressure drop coefficient (𝜍𝑡) related to the 

pressure drop due to flow diffusion (pathline expansion) at the inlet 

volume entrance, flow expansion (pathline contraction) at the 

monolith entrance, flow diffusion at the monolith outlet and flow 

expansion at the outlet volume. On the other hand, the friction 

contribution in square cross-section channels [28] is given by  

∆𝑝𝑓𝑟 =
1

3
𝐹𝑤𝜇 [

𝑢𝑖𝑛𝐿𝑖𝑛

(𝛼 − 2(𝑤𝑝𝑙 + 𝑤𝑎𝑠ℎ))
2 +

𝑢𝑜𝑢𝑡𝐿𝑜𝑢𝑡
𝛼2

]        (5) 

being 𝐹𝑤 the viscous loss coefficient set to 28.454 [10]. Finally, the 

pressure drop across the porous media is described by the Darcy´s 

law [10] and by a minor Forchheimer´s contribution, which can be 

assumed negligible in wall-flow monolith substrates [29].  

The characteristic filtration velocity is dependent on the volumetric 

flow rate and the monolith geometry, i.e. the effective channel width 

for the flow transport (𝛼(𝑧)), which varies across the particulate and 

ash layers from 𝛼 − 2(𝑤𝑝𝑙 +𝑤𝑎𝑠ℎ) to 𝛼 as depicted in Figure 4: 

𝑢𝑤 =
𝑄

4𝐿𝑖𝑛𝛼(𝑧)𝑁𝑖𝑛
        (6) 

Making use of this definition, the porous medium pressure drop in 

every layer is given by 

∆𝑝𝐷𝑎𝑟𝑐𝑦 =
𝜇

𝑘
 ∫𝑢𝑤(𝑧)𝑑𝑧          (7) 

where 𝑘 is the permeability of the porous medium and 𝜇 the gas 

dynamic viscosity. Therefore, the total Darcy´s contribution is 

obtained integrating Eq. (7) along the thickness of every porous 

medium. Therefore, the resulting Darcy´s pressure drop can be 

calculated as: 

∆𝑝𝐷𝑎𝑟𝑐𝑦 = ∆𝑝𝑤 + ∆𝑝𝑝𝑙 + ∆𝑝𝑎𝑠ℎ        (8) 

Including the impact of the ash plug in the effective inlet channel 

length, it is finally obtained: 

 

∆𝑝𝐷𝑎𝑟𝑐𝑦 =
𝜇𝑄𝐿𝑒𝑓

2𝑉𝑒𝑓𝜎𝐿𝑖𝑛
(

𝑤𝑤
𝑘𝑤,𝑒𝑓𝛼

+
1

2𝑘𝑝𝑙
ln (

𝛼 − 2𝑤𝑎𝑠ℎ

𝛼 − 2(𝑤𝑝𝑙 +𝑤𝑎𝑠ℎ)
) 

+
1

2𝑘𝑎𝑠ℎ
ln (

𝛼

𝛼 − 2𝑤𝑎𝑠ℎ
))        (9) 

The use of this expression requires knowing different porous medium 

properties, some of them dependent on the soot load and the flow 

properties. The permeability of the clean porous wall is just 

dependent on the pore structure and the slip-flow correction [30]. As 

forward discussed, the clean porous wall permeability and the inertial 

pressure drop coefficient can be determined from the pressure drop 

measurement in a flow test rig. These data are the basis for the 

assessment of the permeability under loading conditions. 

Porous media properties 

The calculation of the pressure drop and the filtration efficiency in 

porous media is dependent on micro-geometry properties. The main 

parameters are the porosity and the mean pore diameter. Their 

definition in the porous wall, particulate layer and ash layer is based 

on the packed-bed of spherical particles theory, which considers the 

porous structure as a set of spherical unit cells. These unit cells fulfill 

that their porosity is the same as that of the porous medium being a 

unit collector placed in the core of the unit cell. In addition, the unit 

cells also have the same surface area to volume ratio as a pore with a 

diameter equal to the mean pore diameter. 

In the porous substrate, the diameters of the unit collector (𝑑𝑐,𝑤) and 

the unit cell (𝑑𝑐𝑒𝑙𝑙,𝑤) are functions of the porosity (𝜀𝑤) and the mean 

pore diameter (𝑑𝑝,𝑤). In clean conditions, these are respectively 

computed as: 

𝑑𝑐,𝑤0
=
3

2
(
1 − 𝜀𝑤0

𝜀𝑤0

)𝑑𝑝,𝑤0
        (10) 

𝑑𝑐𝑒𝑙𝑙,𝑤 = √
𝑑𝑐,𝑤0

3

1 − 𝜀𝑤0

3

        (11) 

In turn, the permeability in clean conditions is also a function of the 

porosity and the mean pore diameter together with flow properties, 

which determine the slip-flow effect through the Stokes-Cunningham 

factor [31], 
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𝑘𝑤0
= 𝑓(𝜀𝑤0

)𝑑𝑐,𝑤0

2 𝑆𝐶𝐹𝑤0
        (12) 

where 𝑓(𝜀𝑤) is a function of the Kuwabara´s hydrodynamic factor 

(𝐾) [30] 

𝑓(𝜀𝑤0
) =

0.02𝐾

1 − 𝜀𝑤0

=

0.02 (2 − 1.8(1 − 𝜀𝑤0
)
1
3 − 𝜀𝑤0

− 0.2(1 − 𝜀𝑤0
)
2
)

1 − 𝜀𝑤0

        (13) 

and the Stokes-Cunningham factor is dependent on the Knudsen 

number, which is defined as a function of the gas mean free path and 

the mean pore diameter. In a clean DPF, the SCF is obtained 

according to Eq. (14): 

𝑆𝐶𝐹𝑤0
= 1 + 𝐾𝑛𝑤0

(1.257 + 0.4𝑒
−1.1
𝐾𝑛𝑤0)        (14) 

𝐾𝑛𝑤0
=

2𝜆

𝑑𝑝,𝑤0

        (15) 

All these properties can also be calculated analogously as a function 

of the soot load. As the soot is collected within the porous wall the 

variation of porosity and unit collector diameter is computed. The 

model applies a two layer porous wall concept due to the partial soot 

penetration [1918,32,33]. Therefore, the effective permeability is 

given by 

∆𝑝𝑤 =
𝜇𝑢𝑤𝑤𝑤
𝑘𝑤,𝑒𝑓

=
𝜇𝑢𝑤𝑤𝑤𝑓𝑠𝑝

𝑘𝑤
+
𝜇𝑢𝑤𝑤𝑤(1 − 𝑓𝑠𝑝)

𝑘𝑤0

        (16) 

so that 

𝑘𝑤,𝑒𝑓 =
𝑘𝑤𝑘𝑤0

𝑓𝑠𝑝𝑘𝑤0
+ (1 − 𝑓𝑠𝑝)𝑘𝑤

        (17) 

where 𝑓𝑠𝑝 is the fraction of porous wall thickness where the soot is 

collected.  

The micro-geometric properties in this region are governed by the 

change in soot apparent density into the porous wall [19]. Assuming 

as soot packing density (𝜌𝑠,𝑤) that of the soot aggregates with 

medium fractal dimension and medium number of primary particles 

(345 kg/m3) [19], the apparent soot density is then a function of a 

shape factor related to the effective hydrodynamic diameter of the 

unit collector. It is identified by the dotted line in Figure 5(b). 

  

Figure 5. Soot deposition evolution around a porous wall unit collector as a 

function of the soot load.  

Therefore, the growth of the unit collector diameter can be expressed 

as 

𝑑𝑐,𝑤 = 2(
𝑑𝑐,𝑤0

3

8
+
3𝑚𝑠,𝑐𝑒𝑙𝑙

4𝜋𝜒𝜌𝑠,𝑤
)

1
3

  (18) 

where the shape factor, which ranges between 0 < 𝜒 ≤ 1 and 

increases as the soot load within the porous wall does, is a function of 

the soot mass in the loaded porous wall fraction: 

𝜒 = 𝑎1(Φ𝜌𝑠)
−𝑎2

+ 𝑎3        (19) 

In Eq. (19), Φ𝜌𝑠 is the soot density factor, which is defined as the 

ratio between the soot packing density inside the porous wall and the 

soot mass to soot penetration volume ratio: 

Φ𝜌𝑠 =
𝜌𝑠,𝑤𝑉𝑠𝑝

𝑚𝑠,𝑤
        (20) 

Since the diameter of the unit collector varies as a function of the 

soot load within the unit cell, the porosity and the mean pore 

diameter are described by Eqs. (21) and (22) respectively: 

𝜀𝑤 = 1 − (
𝑑𝑐,𝑤
𝑑𝑐𝑒𝑙𝑙,𝑤

)

3

        (21) 

𝑑𝑝,𝑤 =
2

3
(

𝜀𝑤
1 − 𝜀𝑤

) 𝑑𝑐,𝑤        (22) 

The parameter governing the switch from deep bed to cake filtration 

regime is the saturation coefficient provided that there is not an ash 

layer. If it is already formed, it will act as a barrier filter imposing 

cake filtration from the very beginning of the loading process. The 

saturation coefficient relates the amount of collected soot to the 

maximum amount that can be collected per unit cell in volumetric 

terms as 

𝐹𝑠𝑎𝑡 =
𝑑𝑐,𝑤
3 − 𝑑𝑐,𝑤0

3

(𝜑𝑑𝑐𝑒𝑙𝑙,𝑤)
3
− 𝑑𝑐,𝑤0

3
        (23) 

where 𝜑 represents the percolation factor. The saturation mass of the 

unit cell is proportional to the difference between the cell and the 

clean unit collector volumes according to Eq. (24): 

𝑚𝑠,𝑠𝑎𝑡𝑐𝑒𝑙𝑙 =
4

3
𝜋 ((

𝜓𝑑𝑐𝑒𝑙𝑙,𝑤
2

)
3

− (
𝑑𝑐,𝑤0

2
)

3

)𝜌𝑠,𝑤        (24) 

The permeability in the particulate and ash layers is calculated 

applying Eq. (12) adapted to these substrates. In the case of the 

particulate layer, the unit collector diameter is set to the mode of the 

particulate size distribution, which makes the porosity to fall typically 

into the range 0.6 to 0.7 [19]. This range is in agreement with the 

porosity of the mean soot aggregates (~0.81) [34,35] and the 

ballistic deposition, i.e. governed by convective transport, of the soot 

onto the porous wall, which leads to particulate layer compaction 

[36,37]. 

𝑘𝑝𝑙 = 𝑓(𝜀𝑝𝑙)𝑑𝑐,𝑝𝑙
2 𝑆𝐶𝐹𝑝𝑙        (25) 

a) Clean conditions b) Soot loading

d
cell,w

dc,w0

dc,w
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𝑘𝑎𝑠ℎ = 𝑓(𝜀𝑎𝑠ℎ)𝑑𝑐,𝑎𝑠ℎ
2 𝑆𝐶𝐹𝑎𝑠ℎ        (26) 

In these layers, the Stokes-Cunningham factor is calculated from the 

Knudsen number referred to the gas mean free path and the mean 

pore diameter of every layer. It is obtained according to Eq. (10), 

which is referred to the clean porous wall. The porosity of the layer 

and the unit collector diameter, which is defined as the characteristic 

size of the deposited particles, are used. 

Filtration 

The filtration sub-model computes the mass-based filtration 

efficiency and, thus, the amount of soot collected per unit cell. The 

model provides both the overall filtration efficiency, which is 

represented by that corresponding to the mode diameter of the 

particle emissions, and as a function of the particle size distribution 

(PSD) [18]. It is done accounting by Brownian and interception 

collection mechanisms around a single sphere. The inertial 

contribution is not included due to its negligible impact [18]. 

Brownian diffusion that aerosol particles undergo gets importance as 

the particle size decreases. In addition, Brownian diffusion is also 

favoured when the flow velocity is small, so that it dominates the 

particle motion. It happens in wall-flow particulate filters, which are 

characterised by high filtration area and, hence, low filtration 

velocity. Consequently, the small particles are able to leave the 

streamlines diffusing away towards the unit collectors on which they 

are finally deposited. The single collector efficiency for Brownian 

diffusion is given by [38] 

𝜂𝐷 = 3.5 (
𝜀𝑤
𝐾
)

1
3
𝑃𝑒𝑤

−
2
3         (27) 

where the Peclet number (𝑃𝑒𝑤) is defined as: 

𝑃𝑒𝑤 =
𝑢𝑤𝑑𝑐,𝑤
𝜀𝑤𝐷𝑝𝑎𝑟𝑡

         (28) 

As shown in Eq. (28), the Peclet number is a function of the flow and 

the loaded porous wall properties. The soot load contributes to 

increase the particles collection. It is the main governing parameter of 

the collection process and leads to high filtration efficiency. 

Nevertheless, the flow properties have important effects when the 

soot loading is low. Its influence is mainly related to the mass flow 

and the gas temperature. The gas temperature directly affects the 

particle diffusion coefficient according to Eq. (29). In addition, the 

gas density is also affected leading to a relevant influence on the 

filtration velocity for a given mass flow. The gas density is also 

dependent on the gas pressure, but this last has minor importance in 

standard post-turbine PF location where its value is closer to ambient 

conditions. Nevertheless, it can also get importance in pre-turbine PF 

configurations, thus affecting the filtration velocity and the slip-flow 

effect [39].  

𝐷𝑝𝑎𝑟𝑡 =
𝑇𝑘𝐵𝑆𝐶𝐹𝑤
3𝜋𝜇𝑑𝑝𝑎𝑟𝑡

        (29) 

In Eq. (29), 𝑘𝐵 is the Boltzmann constant and 𝑑𝑝𝑎𝑟𝑡 is the particle 

diameter, which has an opposite effect to that of the gas temperature. 

The interception efficiency of a single unit collector is related to the 

inability of the particles to deviate from the streamline being stuck on 

the unit collector if it brings the particle surface within the radius of 

the collector surface. The contribution of this mechanism, which 

takes importance as the particle size increases, i.e. inversely to 

Brownian diffusion, is quantified according to Eq. (30) 

𝜂𝑅 = 1.5
𝑁𝑅
2

1 + 𝑁𝑅

3−2𝜀𝑤
3𝜀𝑤

  
𝜀𝑤
𝐾
        (30) 

where 𝑁𝑅 is the interception parameter defined as the ratio between 

the particle size and unit collector diameter. 

Finally, making use of the independence rule to consider the mutual 

effect of both mechanisms, the overall filtration efficiency of an 

isolated single collector is computed as: 

𝜂𝐷𝑅 = 𝜂𝐷 + 𝜂𝑅 − 𝜂𝐷𝜂𝑅         (31) 

From the collection efficiency of a single unit collector, the filtration 

efficiency of the packed spherical particles representing the porous 

wall is given by: 

𝐸𝑓 = 1 − 𝑒
−
3𝜂𝐷𝑅(1−𝜀𝑤)𝑤𝑤𝑓𝑠𝑝𝑆𝑐

2𝜀𝑤𝑑𝑐,𝑤         (32) 

Eq. (32) is obtained from the mass balance of particles through the 

packed bed control volume using the pore velocity as characteristic 

velocity for the particles due to the proximity among collectors [40]. 

The prediction of the filtration efficiency in clean conditions is 

depending on the sticking coefficient (𝑆𝑐), which accounts for the 

ratio between the rate of particles stick to the collector and the rate 

they strike it [40]. It is a parameter obtained empirically and used to 

correct the collection efficiency of the single sphere [40]. The 

filtration efficiency in clean conditions is very sensitive to this 

parameter. However, its influence is minor on the filtration efficiency 

variation as a function of the soot loading and on its maximum value 

[18]. As the soot load increases, the dynamic growth of the filtration 

efficiency is governed by the change in porous wall micro-geometry 

as well as on the soot penetration. This parameter has also a direct 

impact on the pressure drop prediction. The modelling of loading 

processes in different DPFs revealed a linear dependence between the 

soot penetration thickness and the Peclet number in the porous wall at 

the very beginning of the loading process [18] according to Eq. (33): 

𝑤𝑠𝑝 = 𝑤𝑤𝑓𝑠𝑝 = 0.0019𝑃𝑒𝑤0
        (33) 

Although the effects of transition from deep bed to cake filtration 

regimes are mainly related to the one-dimensional flow distribution 

[18], i.e. the filtration velocity profile along inlet channels, the porous 

wall properties play also a role. Despite the fact that it is not very 

relevant in quantitative terms, a transition phase modelling avoids 

discontinuities over time in filter performance prediction, such as 

pressure drop and filtration efficiency [18]. Therefore, two 

mechanisms are considered to model the transition from deep bed to 

cake filtration regime. On the one hand, a limit saturation coefficient 

(𝑆𝑙) is defined. When the saturation coefficient of the unit cell 

exceeds this value, the particulate layer starts to grow governed by 

the particulate layer filtration efficiency. The growth is assumed to be 

a linear function of the porous wall filtration efficiency. The 

particulate layer filtration efficiency converges to that of the porous 

wall once this is saturated [18]. It is because the porous wall acts as a 
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barrier as it is saturated so that incoming particles are deposited on its 

surface increasing the thickness of the particulate layer. Therefore, 

the particulate layer filtration efficiency can be expressed as [18]: 

𝐸𝑓,𝑝𝑙 = 𝐸𝑓,𝑤 (
𝐹𝑠𝑎𝑡 − 𝑆𝑙
1 − 𝑆𝑙

)        (34) 

In parallel to this mechanism, a hill-like local growth of the 

particulate layer around pores is proposed based on the experimental 

findings of Choi and Lee [41]. A homogenous distribution of soot on 

the filtration area (porous wall surface of the inlet channels) allows 

calculating the particulate layer thickness as a function of the soot 

mass in the particulate layer, the particulate layer density and the 

occupied volume. Taking into account the hill-like local growth 

around the pores, the resulting particulate layer thickness can be 

corrected to increase while the thickness is below a threshold value. 

This approach is equivalent to consider that the soot mass is 

concentrated around the surface pores leading to higher local 

particulate layer thickness, as schematically represented in Figure 6. 

Therefore, the particulate layer thickness can be expressed as 

𝑤𝑝𝑙 =
𝑤𝑝𝑙ℎ𝑜𝑚

𝜉
=

𝛼 − √𝛼2 −
𝑚𝑠,𝑝𝑙

𝐿𝑖𝑛𝜌𝑝𝑙

2𝜉
         (35) 

where 𝜉 is the correction factor. According to [18], it is proposed a 

correction factor varying linearly from the porous wall porosity when 

the particulate layer starts to grow up to one once the limit particulate 

layer thickness is reached. Therefore, it is obtained as: 

𝜉 = 𝜀𝑤 + (1 − 𝜀𝑤) (
𝑤𝑝𝑙

𝑤𝑝𝑙,𝑙𝑖𝑚
)         (36) 

  
Figure 6. Particulate layer growth during the transition phase: soot deposition 

onto the porous wall around the border region of surface pores. 

Reaction mechanism 

The chemical conversion within the monolith is tackled integrating 

the one-dimensional chemical transport equations. It is considered in 

the axial channel direction for gaseous emissions in flow-through 

monoliths and across the porous wall to model the soot oxidation in 

wall-flow monoliths.  

Gaseous emission modelling 

The chemical reaction sub-model for gaseous pollutant emissions 

computes their conversion efficiency integrating the one-dimensional 

chemical species transport equation into the gas stream and the 

washcoat along the monolith length [42]. Assuming quasi-steady 

flow, these governing equations are given by 

𝑢𝑖𝑛
𝑑𝑋𝑛
𝑑𝑥

= −𝑆𝑝𝑐𝑎𝑡𝑘𝑚,𝑛(𝑋𝑛 − 𝑋𝑛,𝑆)        (37) 

𝜈𝑛𝑅𝑛+ 𝑆𝑝𝑤𝑐𝑘𝑚,𝑛(𝑋𝑛 − 𝑋𝑛,𝑆) = 0      (38) 

where Eq. (37) regards the bulk gas equation. The left-hand side 

accounts for the convection transport of the species along the channel 

and the right-hand side represents the diffusion of species from the 

bulk to the channel surface. Complementarily, Eq. (38) represents the 

chemical species transport over the catalyst surface. It comprises the 

diffusion of the species from/to the surface and to/from the washcoat 

and the corresponding reaction rates. 𝑋𝑛 and 𝑋𝑛,𝑆 are the molar 

fraction of species 𝑛 into the gas and in the washcoat respectively, 

𝑆𝑝𝑐𝑎𝑡 represents the geometric surface area related to the mass 

transfer from the gas to the catalyst surface and 𝑆𝑝𝑤𝑐 is the geometric 

surface area related to the mass transfer from the catalyst surface into 

the washcoat volume. These geometric surface areas are defined as 

𝑆𝑝𝑐𝑎𝑡 =
𝑆cat
𝑉𝑔𝑎𝑠

=
𝑆𝑝𝑚𝑜𝑛

𝑂𝐹𝐴
        (39) 

𝑆𝑝𝑤𝑐 =
𝑆cat
𝑉𝑤𝑐

=
𝑆𝑝𝑚𝑜𝑛

(1 − 𝑂𝐹𝐴)Θ𝑤𝑐
        (40) 

where 𝑂𝐹𝐴 is the open frontal area of the monolith, Θ𝑤𝑐  represents 

the washcoat fraction over the solid area and 𝑆𝑝𝑚𝑜𝑛
 is the geometric 

surface area of the monolith (𝑆cat/𝑉𝑚𝑜𝑛). Expressing these variables 

as a function of the cellular geometry parameters, i.e. channel width 

and wall thickness, Eqs. (39) and (40) can be adapted to diverse 

monolithic channel cross sections. 

On the other hand, the external diffusion from bulk gas to catalyst 

external surface is represented by the bulk mass transfer 

coefficient 𝑘𝑚. It is defined as a function of the Sherwood number 

and the molecular diffusivity for every pollutant species as 

𝑘𝑚,𝑛 =
𝐷𝑚𝑛

𝑆ℎ𝑛

𝛼
        (41) 

being the Sherwood number (𝑆ℎ) defined as proposed by Hawthorn 

[43] for square channel cross-section and the molecular diffusivity 

obtained from the mixture of every species 𝑛 with the exhaust gas 

compounds (see Eq.(48)). Finally, the reaction rate for every 

pollutant species 𝑛 accounts for all reactions in which is involved. In 

a general case, the reaction rate in gas phase reactions is expressed as  

𝑅𝑟,𝑛 = 𝜂𝑖𝑛𝑡,𝑟,𝑛
𝑘𝑟,𝑛
𝐺𝑟,𝑛

(∏𝑋𝑗
𝑚𝑗

𝑗

−
∏ 𝑋𝑖

𝑚𝑖
𝑖

𝐾𝑒𝑞,𝑟,𝑛
)       (42) 

where 𝑗 denotes the reactants in the forward reactions, 𝑖 the products 

(reactants in the reverse reaction) and 𝑚 is the reaction order. Eq. 

(42) is a general representation of the reaction rate that is valid to 

solve forward and reverse reactions [44]. From the calibration of the 

kinetic constant in the forward reaction, the use of the equilibrium 

constant (𝐾𝑒𝑞,𝑟,𝑛) allows calculating the reaction rate of the driven 

reverse reaction. In adsorption processes leading to gas compounds 

accumulation and the subsequent desorption, the reaction rate of the 

species 𝑛 is written as shown next: 

𝑅𝑎𝑑𝑠,𝑛 = 𝜂𝑖𝑛𝑡,𝑎𝑑𝑠,𝑛
𝑘𝑎𝑑𝑠,𝑛
𝐺𝑎𝑑𝑠,𝑛

(1 − 𝜃)𝜓∏𝑋𝑗
𝑚𝑗

𝑗

       (43) 

𝑅𝑑𝑒𝑠,𝑛 = 𝜂𝑖𝑛𝑡,𝑑𝑒𝑠,𝑛
𝑘𝑑𝑒𝑠,𝑛
𝐺𝑑𝑒𝑠,𝑛

𝜃𝑛𝜓∏𝑋𝑗
𝑚𝑗

𝑗

       (44) 

Deep bed filtration

Transition filtration

Porous wall Cake filtration
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In Eqs. (43) and (44) 𝜃 represents the surface coverage and 𝜓 is the 

specific storage capacity of the substrate.  

In every reaction, the kinetic constant 𝑘𝑟,𝑛 is expressed by means of 

an Arrhenius type equation dependent on the inlet gas temperature; 

𝐺𝑟,𝑛 is the inhibition term [45] and 𝜂𝑖𝑛𝑡,𝑟,𝑛 represents the internal 

pore diffusion efficiency. The calculation of the internal pore 

diffusion efficiency is performed assuming isothermal conditions. It 

is because the rate of change of the substrate temperature is very low 

and can be considered negligible within every calculation time-step, 

as discussed in next sections. Therefore, the internal pore diffusion 

efficiency can be computed as a function of the Thiele modulus [46]:  

𝜂𝑖𝑛𝑡,𝑟,𝑛 =
1

𝜙𝑟,𝑛
(

1

tanh(3𝜙𝑟,𝑛)
−

1

3𝜙𝑟,𝑛
)       (45) 

Since the diffusion process in the meso-pores of the catalyst particle 

is more limiting than in the macro-pores of the catalyst slab [47], the 

Thiele modulus is defined assuming spherical catalyst particles [48] 

as [49,50] 

𝜙𝑟,𝑛 =
𝑟𝑐𝑎𝑡
3

√
𝑘𝑟,𝑛∏ 𝑋

𝑗

𝑚𝑗
𝑗

𝐷𝑒𝑓,𝑛𝑋𝑛
       (46) 

where 𝐷𝑒𝑓,𝑛 is the effective diffusivity of the species 𝑛. It is 

calculated as proposed by Edelbauer et al. [51] 

𝐷𝑒𝑓,𝑛 =
𝜀𝑐𝑎𝑡
𝜔

(
1

𝐷𝑚𝑛

+
1

𝐷𝐾𝑛𝑛
)

−1

        (47) 

where the molecular diffusivity in the mixture of gases is obtained as 

[52] 

𝐷𝑚𝑛,𝑙
=

1.43𝑥10−6
𝑇1.75

𝑝

√𝑀𝑛 +𝑀𝑙

0.002
(𝑣𝑛

1
3 + 𝑣

𝑙

1
3)

2 → 𝐷𝑚𝑛
= (∑

𝑋𝑘
𝐷𝑚𝑛,𝑙𝑘

)

−1

        (48) 

and the Knudsen diffusivity according to [46] 

𝐷𝐾𝑛𝑛 =
𝑑𝑝,𝑐𝑎𝑡

3
√
8ℜ𝑇

𝜋𝑀𝑛
        (49) 

where 𝑑𝑝,𝑐𝑎𝑡 is the pore diameter of the catalyst particle. 

The solution of the chemical species conservation equations provides 

the rate of variation of the pollutant emissions. Therefore, applying 

the stoichiometry of the reactions defining the particular reaction 

mechanism to be applied in every monolithic reactor, the released 

heat per unit of time onto the substrate can be represented in a 

general way as: 

𝑞 𝑟 = 𝑛 𝑇,𝑔𝑎𝑠∑𝐻𝑓,𝑗∆𝑋𝑗
𝑗

+∑Ψ𝑇,𝑎−𝑠

𝑎−𝑠

 

∑ ∆𝐻𝑎𝑑𝑠
𝑑𝑒𝑠

,𝑎−𝑠,𝑖
∆𝜃𝑎−𝑠,𝑖𝑖

∆𝑡
       (50) 

In Eq. (50), the first summation refers to gas phase reactions, where 

𝑛 𝑇,𝑔𝑎𝑠 represents the total exhaust gas mole flow entering the 

catalyst, 𝐻𝑓,𝑗  is the enthalpy of formation of the species 𝑗 and ∆𝑋𝑗  its 

molar fraction variation during the time-step due to the gas phase 

reaction mechanism. The second summation accounts for the heat of 

reaction related to adsorption and desorption processes in the catalyst 

active sites. In this summation Ψ𝑇,𝑠 is the maximum amount of moles 

adsorpted in active site 𝑎 − 𝑠, ∆𝐻𝑎𝑑𝑠

𝑑𝑒𝑠
,a−𝑠,𝑖

 is the heat of adsorption-

desorption of species 𝑖 in active site 𝑎 − 𝑠 and ∆𝜃𝑎−𝑠,𝑖 is the coverage 

variation for species 𝑖. 

Soot oxidation modelling 

The regeneration sub-model in wall-flow particulate filters solves the 

conservation equation of the soot oxidizing species accounting for a 

three-layer step. As sketched in Figure 7, particulate layer, coated 

porous wall and uncoated porous wall region are distinguished.  

The model considers that the soot oxidation in every region takes 

places in presence of O2, which becomes predominant at high 

temperatures and in catalysed filters, and NO2, which is the main 

oxidant at low temperature [53]. 

𝐶 + 𝛼𝑂2𝑂2 → 2(𝛼𝑂2 − 0.5)𝐶𝑂2 + 2(1 − 𝛼𝑂2)𝐶𝑂        (51) 

𝐶 + 𝛼𝑁𝑂2𝑁𝑂2 → 𝛼𝑁𝑂2𝑁𝑂 + (2 − 𝛼𝑁𝑂2)𝐶𝑂 + (𝛼𝑁𝑂2 − 1)𝐶𝑂2   (52) 

 

Figure 7. Scheme of the regions of soot regeneration in the wall-flow 

particulate filter. 

Assuming quasi-steady flow and including the influence of external 

and internal diffusion, the transport of O2 and NO2 in the tangential 

direction of every layer is given by  

𝑢𝑤
𝑑𝑋𝑛
𝑑𝑧

− 𝐷𝑚𝑛

𝑑2𝑋𝑛
𝑑𝑧2

= −𝑆𝑝𝑠𝑘𝑟𝑒𝑔,𝑛𝛼𝑛𝜃𝑛𝜂𝑖𝑛𝑡,𝑛        (53) 

where the reaction rate is proportional to the Arrhenius type kinetic 

constant 𝑘𝑛, which is defined as a function of the inlet gas 

temperature, the soot geometric surface area (𝑆𝑝𝑠) [9] and the 

internal pore diffusion efficiency of species 𝑛 related to the soot 

particle properties [54,55]. The reaction order is depending on the 

operating conditions as a function of the surface coverage 𝜃𝑛, i.e. the 

fraction of surface positions in the soot particle that are occupied by 

the reactant species. This adsorption step is modelled by means of the 

Langmuir isotherm [56, 57] as 

Non-loaded porous wall

z

Loaded uncoated porous wall

Loaded coated porous wall

Particulate layer

2 plw 

pl
w

w
w
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𝜃𝑛 =
𝐾𝑒𝑞,s,𝑛𝑋𝑛

1 + 𝐾𝑒𝑞,s,𝑛𝑋𝑛
        (54) 

where 𝐾𝑒𝑞,𝑠,𝑛 is the equilibrium constant for the adsorption and 

desorption processes of the oxidizing agent on the soot surface. Thus, 

Eq. (53) is solved for O2 and NO2 applying a 4th-order Runge-Kutta 

method consecutively to every layer. It means that the solution in 

every layer is decoupled. The boundary conditions are imposed at the 

inlet of every layer. They are the concentration at the outlet of the 

previous region (inlet gas concentration in the first layer) and the first 

derivative of the concentration in the tangential direction. This last is 

calculated as a function of the reaction rate and the diffusion term, 

which is approximated at the beginning of the time-step. Therefore, 

an iterative procedure is applied until the convergence is obtained. 

Known the O2 and NO2 depletion rate at every layer from its molar 

fraction variation, the filtration velocity, the filtration area and the 

molar concentration, i.e. 

𝜕𝑛𝑛
𝜕𝑡

= ∆𝑋𝑛𝑢𝑤𝐴𝑓𝑐𝑔𝑎𝑠        (55) 

the soot depletion rate is then obtained accounting for the 

completeness index of every reaction as: 

𝜕𝑚𝑠,𝑟𝑒𝑔

𝜕𝑡
= −𝑀𝑐∑

1

𝛼𝑛

𝜕𝑛𝑛
𝜕𝑡

𝑛

        (56) 

Finally, the released heat per unit of time during the regeneration 

process on the porous media is calculated accounting for the 

stoichiometry coefficients and the enthalpy of formation of the 

involved species according to Eq. (50). 

Heat transfer 

The heat transfer sub-model applies a lumped nodal approach based 

on the discretization of the general heat transfer equation: 

𝜌𝑐𝑝
𝜕𝑇

𝜕𝑡
= (

𝜕2𝑇

𝜕𝑥2
+
𝜕2𝑇

𝜕𝑧2
)𝜅 + 𝑞 𝑟

′′   (57) 

Discretizing this equation by centered finite differences, the wall 

temperature at time-step 𝑝 + 1 and node (𝑖, 𝑗) can be solved 

explicitly from the wall temperature at time-step 𝑝: 

𝜌𝑐𝑝
𝑇𝑖,𝑗
𝑝+1

− 𝑇𝑖,𝑗
𝑝

Δ𝑡
= 𝜅 (

𝑇𝑖−1,𝑗
𝑝

− 2𝑇𝑖,𝑗
𝑝
+ 𝑇𝑖+1,𝑗

𝑝

(Δ𝑥)2
 

+
𝑇𝑖,𝑗−1
𝑝

− 2𝑇𝑖,𝑗
𝑝
+ 𝑇𝑖,𝑗+1

𝑝

(Δ𝑦)2
) + 𝑞 𝑟

′′        (58) 

Taking into account the characteristics of every control volume and 

different thermal properties and heat transfer area at every node, the 

wall temperature can be finally calculated as: 

𝑇𝑖,𝑗
𝑝+1

=
∆𝑡

𝐶𝑖,𝑗
( ∑

T𝑖+𝑘,𝑗
𝑝

− 𝑇𝑖,𝑗
𝑝

𝑅𝑖+𝑘,𝑗/𝑖,𝑗

+1

𝑘=−1

+ ∑
T𝑖,𝑗+𝑘
𝑝

− 𝑇𝑖,𝑗
𝑝

𝑅𝑖,𝑗+𝑘/𝑖,𝑗

+1

𝑘=−1

+ 𝑞 𝑟) + 𝑇𝑖,𝑗
𝑝
 (59) 

In Eq. (59), 𝐶𝑖,𝑗 represents the thermal capacity in the control volume 

of node (𝑖, 𝑗); 𝑅 is the equivalent thermal resistance between two 

neighboring nodes.  

The use of simple lumped heat transfer models has gained an 

increasing attention due to their reasonable compromise between 

computational cost and solution accuracy. As shown in Eq. (59), this 

kind of approach can provide an explicit solution of the wall 

temperature in complex systems, such as the engine [58] or the 

turbocharger [59]. In exhaust aftertreatment systems, where the 

exhaust gas exchanges heat with the environment via the substrate 

material and the external canning, these models also find a field of 

application. The definition of a representative network of equivalent 

thermal resistances and capacitances to account for heat exchange 

and thermal inertia of the monolith substrate and the external canning 

is required. Figure 8 shows the proposed nodal scheme in this work. 

The lumped representation of the monolith has been adapted from the 

1D heat transfer model proposed by Galindo et al. [17] for wall-flow 

PFs. 

 

Figure 8. Nodal scheme of the heat transfer sub-model. 

The heat transfer in flow-through and wall-flow monoliths is 

modelled in the same way just taking into account the particular 

geometry characteristics related to gas to wall heat transfer. 

According to Figure 8, the model solves the heat transfer equation in 

the nodes located on the substrate and the external canning. The 

substrate wall temperature (𝑇𝑤) is estimated with the objective to 

provide the outlet gas temperature. The lumped assumption involves 

that only averaged monolith conditions are calculated. Consequently, 

the lack of axial resolution avoids capturing local effects with the 

proposed sub-model. However, radial discretization is possible. It 

allows describing the averaged wall temperature gradient towards the 
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monolith periphery, where the internal surface temperature (𝑇𝑠𝑢𝑟,𝑖𝑛𝑡) 
is assessed. The heat transfer across the canning is modelled from this 

boundary node accounting for the different layers to predict the 

external surface temperature (𝑇𝑠𝑢𝑟,𝑒𝑥𝑡), which is also dependent on 

the surrounding elements and the ambient temperature. 

Based on the definition of the thermal equivalent resistances and 

capacitances shown in Figure 8 and detailed in the Appendix, and 

adding the heat released due to chemical reactions, the substrate wall 

temperature can be obtained as 

𝑇𝑤
𝐵,𝑝+1

=
∆𝑡

𝐶𝑤
𝐵,𝑝 (∑

𝑇𝑘 − 𝑇𝑤
𝐵,𝑝

𝑅𝑘
𝑘

+ 𝑞 𝑟
𝑝
) + 𝑇𝑤

𝐵,𝑝
   (60) 

where superscripts 𝐵 and 𝑝 represent the channels beam and the time-

step to which every variable belongs. The summation considers all 

the thermal equivalent resistances connected to the substrate wall 

node, i.e. the one representing gas to wall heat transfer in the 

monolith channels and those related to radial conduction from the 

monolith core to the external surface. 

The internal and external canning temperatures are computed in the 

same way, thus obtaining: 

𝑇𝑠𝑢𝑟,𝑖𝑛𝑡
𝑝+1

=
∆𝑡

𝐶𝑠𝑢𝑟,𝑖𝑛𝑡
𝑝 (

𝑇𝑤
𝐵𝑝𝑒𝑟,𝑝 − 𝑇𝑠𝑢𝑟,𝑖𝑛𝑡

𝑝

𝑅𝑟𝑎𝑑
𝐵𝑝𝑒𝑟,𝑝

+
𝑇𝑠𝑢𝑟,𝑒𝑥𝑡
𝑝

− 𝑇𝑠𝑢𝑟,𝑖𝑛𝑡
𝑝

𝑅𝑠𝑢𝑟
𝑝 ) 

+ 𝑇𝑠𝑢𝑟,𝑖𝑛𝑡
𝑝

        (61) 

𝑇𝑠𝑢𝑟,𝑒𝑥𝑡
𝑝+1

=
∆𝑡

𝐶𝑠𝑢𝑟,𝑒𝑥𝑡
𝑝 (

𝑇𝑒𝑥𝑡 − 𝑇𝑠𝑢𝑟,𝑒𝑥𝑡
𝑝

𝑅𝑒𝑥𝑡
𝑝 +

𝑇𝑠𝑢𝑟,𝑖𝑛𝑡
𝑝

− 𝑇𝑠𝑢𝑟,𝑒𝑥𝑡
𝑝

𝑅𝑠𝑢𝑟
𝑝  

+
𝑇𝑠𝑢𝑟,𝑝𝑟𝑒
𝑝

− 𝑇𝑠𝑢𝑟,𝑒𝑥𝑡
𝑝

𝑅𝑎𝑥,𝑝𝑟𝑒
𝑝 + 

𝑇𝑠𝑢𝑟,𝑝𝑜𝑠𝑡
𝑝

− 𝑇𝑠𝑢𝑟,𝑒𝑥𝑡
𝑝

𝑅𝑎𝑥,𝑝𝑜𝑠𝑡
𝑝 ) + 𝑇𝑠𝑢𝑟,𝑒𝑥𝑡

𝑝
     (62) 

Outlet gas properties 

The outlet gas properties are obtained as the last stage of the solution 

process from the results provided by the pressure drop, heat transfer 

and chemical conversion sub-models previously described. Thus, the 

energy and mass balance between inlet and outlet sections of the 

monolith are solved every time-step yielding the outlet gas 

temperature and velocity:  

𝑇𝑜𝑢𝑡 =
𝑐𝑝𝑖𝑛
𝑐𝑝𝑜𝑢𝑡

𝑇𝑖𝑛 −
𝑞 ℎ𝑡

𝑚 𝑐𝑝𝑜𝑢𝑡
 +

𝑢𝑖𝑛
2 − 𝑢𝑜𝑢𝑡

2

2𝑐𝑝𝑜𝑢𝑡
        (63) 

𝑢𝑜𝑢𝑡 =
𝐴𝑖𝑛𝑢𝑖𝑛𝑝𝑖𝑛𝑇𝑜𝑢𝑡
𝐴𝑜𝑢𝑡𝑝𝑜𝑢𝑡𝑇𝑖𝑛

        (64) 

On the other hand, the outlet gas composition of every species 𝑛 can 

be expressed as a function of the inlet mass fraction and the variation 

in mass fraction of reactants and products. In the general case, i.e. 

including particulate matter filtration, the outlet mass fraction of 

chemical species 𝑛 is given by 

𝑌𝑛,𝑜𝑢𝑡 =
𝑚 𝑛,𝑜𝑢𝑡
𝑚 𝑜𝑢𝑡

=
𝑚 𝑛,𝑖𝑛 +𝑚 𝑖𝑛∆𝑌𝑛
𝑚 𝑖𝑛(1 + ∑∆𝑌𝑖)

=
𝑌𝑛,𝑖𝑛 + ∆𝑌𝑛
1 + ∑∆𝑌𝑖

        (65) 

where the mass fraction variation is determined from filtration 

efficiency for soot and from the solution of Eqs. (37) and (38) for 

gaseous pollutants. The mass fraction variation of the non-pollutant 

chemical species is calculated from the stoichiometry of every 

chemical reaction: 

∆𝑌𝑛 = −
𝑀𝑛

𝑀̅
∑𝜈𝑛∆𝑋𝑗
𝑗

        (66) 

In eq. (66) 𝑀𝑛 and 𝑀̅ are the molecular weights of the species 𝑛 and 

the gas mixture respectively, 𝜈𝑛 is the stoichiometric coefficient of 

the species 𝑛 (<0 for reactants, >0 for products) and ∆𝑋𝑗  represents 

the molar fraction variation of the pollutants involving species 𝑛 in 

their conversion. 

Experimental validation 

The modelling of a close-coupled DOC and DPF brick was carried 

out as validation. Several in-engine experiments were selected to 

characterize specific phenomena under well-controlled conditions. 

The last step was the modelling of a Worldwide harmonized Light 

vehicles Test Cycle (WLTC), in which all processes takes place 

simultaneously. This test was also used to quantify the computational 

effort of the DOC and DPF models in order to assess their potential 

for real-time applications. The tests were performed with a Euro 5 

passenger car Diesel engine, whose main characteristics are 

summarized in Table 1. The geometrical parameters of the 

aftertreatment systems are also listed in Table 2.  

Table 1. Main engine characteristics. 

Type Euro 5 HSDI Diesel engine 

Displaced volume 1598 cc 

Stroke 79.5 mm  

Bore 80 mm 

Number of cylinders 4 in line 

Number of Valves 4 per cylinder 

Compression ratio 14.5:1 

Turbocharging VGT 

EGR system SR-EGR, LR-EGR 

Maximum power @ speed 96 kW @ 4000 rpm 

Maximum torque @ speed 320 Nm @ 1750 rpm 

 

Table 2. Geometric characteristics of DOC and DPF. 

DOC DPF 

Diameter 0.172 m Diameter 0.172 m 

Length 0.082 m Length 0.1 m 

Cell density 400 cpsi Plug length 5 mm 

Channel width 1.17 mm Cell density 200 cpsi 

Wall thickness 0.101 mm Channel width 1.39 mm 

Nº of channels 14400 Wall thickness 0.4 mm 

Catalytic area 5.5 m2 Nº of channels 7200 

Geometric 

surface area 
2900 m-1 Filtration area 2.11 m2 

Channel section Square Channel section Square 
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DOC modelling 

As previously discussed, the mass flow across the monolith cannot be 

imposed in gas dynamics applications. It is predicted from inlet and 

outlet pressure, which set problem boundaries. Therefore, the 

pressure drop coefficient of the DOC was firstly determined as a 

function of the Reynolds number. It was done making use of 

motoring tests. These tests are useful for this purpose since only 

pressure drop takes place. Heat transfer can be assumed negligible 

because of the low operating temperature, which is very close to 

ambient conditions, whilst chemical reactions are completely avoided 

because of the lack of reacting flow. 

Figure 9 shows the prediction of mass flow across the DOC when the 

experimental pressure drop is imposed. The steps in Figure 9(a) 

correspond to different engine speeds under motoring operation. The 

experimental instantaneous pressure drop coefficient was calculated 

according to Eq. (1) for every operating point. The average value of 

every point, which are black circled in Figure 9(b), was used to 

obtain a fitting function covering a wider Reynolds number range to 

be applied to predict the mass flow under different operating 

conditions. 

Once the DOC pressure drop behavior was characterized, a set of 

steady-state tests were run as a basis for the heat transfer and 

chemical sub-models setup. As a particular case of flow-through 

monolith, the main chemical functions of the DOC comprise the 

oxidation of CO and HC. In addition, the DOC also affects the NO2 

to NO ratio being the objective to move this ratio towards the 

equilibrium conditions. It makes the NO2 concentration increase and 

benefits the DPF passive regeneration and the NOx abatement in 

SCR devices. Therefore, the lumped model computes the variations 

in gas composition taking into account the following reactions:  

𝐶𝑂 +
1

2
𝑂2 → 𝐶𝑂2        (67) 

𝐶𝑛𝐻𝑚 + (𝑛 +
𝑚

4
)𝑂2 → 𝑛𝐶𝑂2 +

𝑚

2
𝐻2𝑂        (68) 

𝐶𝑛𝐻𝑚 + 𝑍𝑒𝑜𝑙𝑖𝑡𝑒 ⇆ 𝐶𝑛𝐻𝑚 ∙ 𝑍𝑒𝑜𝑙𝑖𝑡𝑒        (69) 

𝑁𝑂 +
1

2
𝑂2 ⇆ 𝑁𝑂2        (70) 

 

Figure 9. Pressure drop coefficient determination and mass flow prediction in 

motoring tests. 

In the case of HC, the conversion efficiency is given by the 

combination of oxidation and accumulation on an absorbent material, 

typically a zeolite [60]. Decane was used in this work as representative 

hydrocarbon of the Diesel engine emission [61,62], both for oxidation 

and storage modelling. Although the HC heat of adsorption is from one 

to two orders of magnitude lower than the heat of oxidation [63], it has 

been included in Eq. (50). The heat of adsorption is dependent on the 

temperature and the zeolite formulation [63]. Neglecting this last 

effect, the HC storage was modelled as a physisorption so that the heat 

of adsorption was approximated to the heat of condensation [64,65]. 

The integration along the monolith length of the CO and HC 

conservation equations in the gas bulk phase (Eq. (37)) and within the 

washcoat (Eq. (38)) gives as a result the outlet molar fraction as 

shown in Eqs. (71) and (72). In order to obtain an explicit solution for 

pollutants outlet concentration, which contributes to reduce the 

computational effort, the O2 concentration is assumed constant along 

the monolith. In addition, the inhibition terms are assumed to be 

dependent on the chemical species concentration in the washcoat 

obtained at the end of the previous time-step. 

𝑋𝐶𝑂,𝑜𝑢𝑡 = 𝑋𝐶𝑂,𝑖𝑛𝑒
(1−

4
𝜋
)
𝑘𝑜𝑥,𝐶𝑂𝜂𝑖𝑛𝑡,𝑜𝑥,𝐶𝑂𝑏1𝑋𝑂2

𝐺𝑜𝑥,𝐶𝑂
𝜏
        (71) 

𝑋𝐻𝐶,𝑜𝑢𝑡 =
(𝑏3 + 𝑏2𝑋𝐻𝐶,𝑖𝑛)𝑒

𝑏2𝜏 − 𝑏3
𝑏2

        (72) 

The parameter 𝑏1 in Eq. (71) is given by 

𝑏1 =
𝑘𝑚,𝐶𝑂

𝛼
𝜋
(1 −

𝜋
4
)
𝑘𝑜𝑥,𝐶𝑂𝜂𝑖𝑛𝑡,𝑜𝑥,𝐶𝑂𝑋𝑂2

𝐺𝑜𝑥,𝐶𝑂
+ 𝑘𝑚,𝐶𝑂

        (73) 

and parameters 𝑏2 and 𝑏3 present in HC solution (Eq. (72)) are defined 

as 

𝑏2 = (1 −
4

𝜋
) (𝑘𝑎𝑑𝑠,𝐻𝐶𝜂𝑖𝑛𝑡,𝑎𝑑𝑠,𝐻𝐶(1 − 𝜃)ψ +

𝑘𝑜𝑥,𝐻𝐶𝜂𝑖𝑛𝑡,𝑜𝑥,𝐻𝐶𝑋𝑂2
𝐺𝑜𝑥,𝐻𝐶

) 

𝑘𝑚,𝐻𝐶𝑋𝐻𝐶

𝛼
𝜋
(1 −

𝜋
4
) (𝜂𝑖𝑛𝑡,𝑎𝑑𝑠,𝐻𝐶𝑘𝑎𝑑𝑠,𝐻𝐶(1 − 𝜃)ψ +

𝑘𝑜𝑥,𝐻𝐶𝜂𝑖𝑛𝑡,𝑜𝑥,𝐻𝐶𝑋𝑂2
𝐺𝑜𝑥,𝐻𝐶

) + 𝑘𝑚,𝐻𝐶

 (74) 

𝑏3 = (
4

𝜋
− 1) (𝜂𝑖𝑛𝑡,𝑑𝑒𝑠,𝐻𝐶𝑘𝑑𝑒𝑠,𝐻𝐶𝜃𝜓 

−(𝜂𝑖𝑛𝑡,𝑎𝑑𝑠,𝐻𝐶𝑘𝑎𝑑𝑠,𝐻𝐶(1 − 𝜃)𝜓 + 𝜂𝑖𝑛𝑡,𝑜𝑥,𝐻𝐶
𝑘𝑜𝑥,𝐻𝐶
𝐺𝑜𝑥,𝐻𝐶

𝑋𝑂2)𝑏4)     (75) 

being 𝑏4: 

𝑏4 =
𝜂𝑖𝑛𝑡,𝑑𝑒𝑠,𝐻𝐶𝑘𝑑𝑒𝑠,𝐻𝐶𝜃𝜓

𝜂𝑖𝑛𝑡,𝑎𝑑𝑠,𝐻𝐶𝑘𝑎𝑑𝑠,𝐻𝐶(1 − 𝜃)𝜓 + 𝜂𝑖𝑛𝑡,𝑜𝑥,𝐻𝐶
𝑘𝑜𝑥,𝐻𝐶𝑋𝑂2
𝐺𝑜𝑥,𝐻𝐶

+
𝜋𝑘𝑚,𝐻𝐶

𝛼 (1 −
𝜋
4
)

 (76) 

The steady-state tests were run at 1500 rpm, 2000 rpm and 2500 rpm 

varying the engine load from 5% to 40% in order to cover the low to 

medium exhaust temperature range. The engine operation was 

continuously monitored to account for thermal transient effects. 

Figure 10 compares experimental and modelling results concerning 

outlet gas and canning surface temperature in steady-state tests at 

2500 rpm. Every step in temperature identifies a change in engine 

load. The inlet DOC gas temperature is represented by the dashed 

black series in plot (a). Being the surface temperature measured at the 
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middle of the DOC monolith, the model shows good ability to predict 

the thermal response of the device, both in monolith and canning. 

The outlet gas temperature prediction is sensitive to its increase over 

inlet gas temperature at low engine load because of the heat released 

by the CO and HC oxidation. 

 

Figure 10. Comparison between experimental and modelled DOC outlet gas 

and canning surface temperature at 2500 rpm with engine load steps from 5% 

to 40%. 

Regarding this aspect, Figure 11 represents the conversion efficiency 

of CO and HC corresponding to steady-state points at different 

engine speeds. The calibration of CO and HC kinetic constants 

parameters is shown in Table 3. Figure 11(a) shows the DOC 

conversion efficiency when the engine was moved from motoring to 

5% in engine load at 1500 rpm. It is shown how the CO conversion 

efficiency grows during the first seconds due to the progressively 

increase of the inlet temperature. However, HC conversion efficiency 

is high from the very beginning due to HC adsorption at low 

temperature. The model captures properly both the oxidation and 

adsorption processes providing a good prediction of the conversion 

efficiency for both pollutants. Plots (b) and (c) in Figure 11 confirm 

the good ability of the model to determine the conversion efficiency 

as the temperature increases what makes the conversion efficiency be 

progressively limited by mass transfer and pore diffusion processes. 

Although both CO and HC conversion efficiencies are slightly 

overestimated, the results are very close to the experimental data 

being even noticed the HC conversion sensitivity to change in the 

operating point in Figure 11(c). 

As a final step, the calibrated DOC model was applied to the 

simulation of a WLTC run at ambient temperature. DOC and DPF 

were modelled together being the DPF model calibration described in 

next section. From a thermo-and fluid-dynamic point of view, Figure 

12 shows a good prediction of the mass flow and DOC outlet gas 

temperature. Some deviations are observed in mass flow, mainly 

during sudden accelerations. In the case of the outlet gas temperature, 

the predicted profile at the DOC outlet is very accurate but a faster 

response of the model is noticed, especially during the warm-up 

period. On the one hand, part of the discrepancies seem to be due to a 

pure delay in the experimental signal, which is probably related to the 

characteristic thermocouple response. On the other hand, the inherent 

limitations of a lumped model seem also to be present. During the 

warm-up period, the outlet gas temperature is overpredicted by the 

model. It is not related to the higher HC conversion efficiency 

predicted by the model (see Figure 13), since during this phase 

hydrocarbons are adsorpted but not oxidized. 

 

Figure 11. Comparison between experimental and modelled HC and CO 

conversion efficiency during thermal stabilization of different steady-state 
operating conditions. 

 

Table 3. DOC kinetic constants definition. 

Reactions Pf [s
-1] Ea [J/mol] 

HC adsorption 0.2 0 

HC desorption 50000 107500 

HC oxidation 5x1015 68000 

CO oxidation 2.5x1017 80000 

Inhibition terms 

𝐺𝑜𝑥,𝐻𝐶 = 𝑇𝑖𝑛(1 + 𝐾1𝑋𝐶𝑂,𝑆 +𝐾2𝑋𝐻𝐶,𝑆)
2
(1 + 𝐾3𝑋𝐶𝑂,𝑆

2 𝑋𝐻𝐶,𝑆
2 )(1 + 𝐾4𝑋𝑁𝑂,𝑆

0.7 ) 

𝐺𝑜𝑥,𝐶𝑂 = 𝑇𝑖𝑛(1 + 𝐾5𝑋𝐶𝑂,𝑆 +𝐾6𝑋𝐻𝐶,𝑆)
2
(1 + 𝐾7𝑋𝐶𝑂,𝑆

2 𝑋𝐻𝐶,𝑆
2 )(1 + 𝐾8𝑋𝑁𝑂,𝑆

0.7 ) 

 Pf [-] Ea [J/mol] 

𝐾1 555 -7990 

𝐾2 1.58x103 -3x103 

𝐾3 2.98 -96534 

𝐾4 4.79x105 31036 

𝐾5 555 -7990 

𝐾6 1.58x103 -3x103 

𝐾7 2.98 -96534 

𝐾8 4.79x105 31036 
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Therefore, the most probable cause of the outlet gas temperature 

overprediction is the decrease of the heat transfer rate with respect to 

the actual behavior. The lumped modelling involves that the monolith 

is heated homogenously. As a result, the local effects cannot be 

captured. In real operation, these are very relevant since only the 

entering region of the monolith is heated up significantly during the 

beginning of the warm-up phase. It leads to a dynamic process 

governed by heat transfer in axial and radial directions, which is 

neglected by the lumped approach.  

The results in Figure 12(b) allow also noting that the maximum rate 

of outlet gas temperature variation is about 150ºC in 100 s (order of 

magnitude) during the WLTC. Applying a time-step of 0.02 s (typical 

of ECU), it means that the maximum temperature variation per time-

step is about 0.03 ºC. The order of magnitude of the time-step in the 

case of 1D gas dynamics software is 10-5 s. It means that the 

maximum temperature variation per time-step is around 1.5x10-5 ºC. 

These results demonstrate that the isothermal condition hypothesis to 

calculate the internal pore diffusion efficiency, which is discussed 

next, can be accepted in this application case. 

 

Figure 12. Comparison between experimental and modelled DOC mass flow 
and outlet gas temperature during driving conditions (WLTC). 

Concerning pollutant emissions, Figure 13 represents in plots (a) and 

(b) the comparison between experimental and modelled accumulated 

conversion efficiency for HC and CO respectively. For the sake of 

completeness, Figure 14 shows the experimental and modelled 

cumulative emissions of HC and CO at the DOC inlet and outlet. The 

series are normalized with respect to the experimental accumulated 

emission of every species at the DOC inlet at the end of the WLTC.  

Again, high accuracy is obtained during the whole WLTC, which 

requires good sensitivity to temperature, in terms of oxidation but 

also adsorption and desorption of HC, pore diffusion and mass 

transfer effects. Nevertheless, it is important to note again that the 

kinetic constants are computed with the inlet gas temperature instead 

of the substrate wall temperature, which is the governing one. As 

previously described, it is done both in the gaseous emissions 

modelling (DOC) and in the DPF regeneration sub-model. This 

assumption is useful in terms of computational effort. In the case of 

OBD applications, the inlet gas temperature can be easily measured 

and allows decoupling chemical computations from heat transfer 

modelling. In addition, the sub-models can also be decoupled even 

considering radial heat transfer modelling in the monolith. If the 

substrate wall temperature was used in the kinetic constant 

calculation, every radial region of the monolith would require to be 

calculated separately for every sub-model. Consequently, the 

computational effort would be increased.  

 

Figure 13. HC and CO accumulated conversion efficiency and internal 

diffusion efficiency during WLTC. 

 

Figure 14. HC and CO cumulative emissions during WLTC. 

Nevertheless, the use of the inlet gas temperature can lead to lower 

model accuracy when the difference between the gas and the 

substrate temperatures is high. It is demonstrated in Figure 13(a). The 

HC accumulated conversion efficiency is overestimated during the 

first cycle phase. It is because the inlet gas temperature is clearly 

higher than the substrate temperature, which is progressively 
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increasing from ambient conditions governed by the substrate thermal 

inertia. 

Pore diffusion and mass transfer take place simultaneously during the 

high and extra-high speed cycle phases. Thus, it is possible to 

observe a drop of accumulated conversion efficiency both in HC and 

CO at 1170 s and 1550 s in the experiment and the model. These 

sudden drops are related to instantaneous slip emissions caused by a 

fast mass flow increase (Figure 12(a)), which leads to the residence 

time reduction, and a decrease of the internal diffusion efficiency up 

to ~20%, as plotted in Figure 13(c) and (d). It is due to the 

temperature increase, which is not enough to compensate these 

negative effects by increasing the kinetic constant. 

HC adsorption and desorption are evidenced separately in Figure 15 

and Figure 16. Figure 15 depicts the low speed WLTC phase during 

which adsorption is the dominant phenomena abating HC emissions. 

Figure 15(a) shows the inlet HC molar fraction and its variation due 

to oxidation and adsorption processes (negative values). As observed, 

oxidation and adsorption are complementary but the adsorption takes 

more importance during this phase because of the low temperature 

periods ((Figure 15(b)). Consequently, it contributes to high 

accumulated HC conversion efficiency during the very WLTC 

beginning and leads the surface coverage to increase (Figure 15(d)). 

 

Figure 15. Hydrocarbon adsorption phenomena during low speed phase of 

WLTC. 

After the low speed phase, the surface coverage keeps almost 

constant because of the high oxidation rate until the desorption starts. 

Figure 16 shows the HC related variables during the high-speed 

WLTC phase. First HC desorption event occurs at 1120 s (Figure 

16(a)). Although the model shows a decrease in HC accumulated 

conversion efficiency more marked than in experimental results, the 

model captures the following positive slope in this variable like in the 

experiment. This positive slope points out the oxidation of a high HC 

mass that can be only explained by the combustion of the incoming 

and the progressively desorpted HC before it leaves the DOC 

monolith. This process produces the gradual decrease of the surface 

coverage while the temperature is kept over 300ºC. According to 

these results, the tested DOC is able to adsorp HC below 150ºC, 

keeping them retained until 300ºC are reached. This temperature for 

desorption ensures high oxidation rate and avoids excessive HC slip.  

 

Figure 16. Hydrocarbon desorption phenomena during high-speed phase of 

WLTC. 

 

DPF modelling 

The pressure drop characterization in wall-flow particulate filters 

requires several steps to distinguish between clean and loading 

conditions. In clean conditions, the DPF pressure drop to volumetric 

flow rate ratio is a linear function of the volumetric flow rate [30], as 

shown in Figure 17(a). These results correspond to pressure drop 

measurements in a flow test rig according to the procedure described 

in [66]. Expanding Eq. (2), the term 𝑐1 in Eq. (77), which is obtained 

experimentally, results a function of the monolith geometry, the 

dynamic viscosity and the porous wall permeability, as observed in 

Eq. (78). Therefore, the porous wall permeability can be directly 

calculated from the experimental. A value of 7.64x10-13 m2 was 

obtained for the tested DPF. Next, the inertial pressure drop 

coefficient (𝜍𝑡), which is the only remaining unknown parameter in 

Eq. (79), can be calibrated from the pressure drop results. A constant 

pressure drop coefficient was imposed in this work. Figure 17(b) 

represents in red color the clean DPF pressure drop at ambient 

temperature conditions (20ºC) predicted by the model as a function of 

the mass flow. Despite the constant inertial pressure drop coefficient, 

results are well aligned with experimental data. It is due to the small 
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inertial pressure drop contribution at low mass flow in comparison to 

in-channel contributions [27]. 

∆𝑝𝐷𝑃𝐹
𝑄

= 𝑐1 + 𝑐2𝑄        (77) 

𝑐1 =
𝜇

2𝑉𝑒𝑓𝜎
(
𝑤𝑤
𝑘𝑤0

𝛼
+
8𝐹𝑤𝐿𝑒𝑓

2

3𝛼4
)        (78) 

𝑐2 =
2𝜌

𝑉𝑒𝑓
2 𝜎2𝛼2

𝜍𝑡 (
𝐿𝑒𝑓

𝛼
)
2

        (79) 

 

Figure 17. Clean DPF pressure drop characterization in flow test rig. 

Once the clean porous wall permeability was determined, the porosity 

(0.4) and the mean pore diameter (21.4 µm) of the substrate were 

estimated considering Eq. (12) as described in [66].These data are 

needed to account for the change in pressure drop as filtration 

efficiency as the DPF is loaded. Thus, a soot loading test was 

performed under steady-state conditions. The operating point was 

selected to provide high opacity and low exhaust gas temperature at 

the DPF inlet to avoid passive regeneration. The DPF was weighed in 

hot conditions before and after the test to determine the final soot 

load [67]. This kind of test allows characterizing the pressure drop 

response and the filtration efficiency as a function of the soot load. 

As represented by red dots in Figure 18(a), a set of discrete 

conditions test were selected along the soot loading. The points in 

deep bed filtration regime were used to calibrate the shape factor, 

whose fitted correlation is shown in Eq. (80), and the soot thickness 

penetration fraction into the porous wall (2.95%). The last governs 

the pressure drop during this regime and defines the saturation soot 

mass.  

𝜒 = 3.011(Φ𝜌𝑠)
−0.986

+ 0.0149        (80)  

The pressure drop during the cake filtration regime is conditioned by 

the particulate layer porosity, which was found to be 0.66 when 

imposing the mode of the particle size distribution (80 nm) as 

collector diameter to set the particulate layer permeability according 

to Eq. (25). 

Figure 19(a) shows the mass flow prediction as a function of the soot 

load when the experimental pressure drop was imposed applying the 

shape factor given by Eq. (80). The mass flow, which was almost 

constant, is properly predicted throughout the test as well as the soot 

load (Figure 19(b)). In fact, the soot load is a function of the mass 

flow but also depends on the computation of the filtration efficiency, 

whose evolution until the maximum value is zoomed in Figure 19(c). 

Finally, Figure 19(d) demonstrates that the model also accounts 

properly for heat transfer. An accurate prediction of the DPF outlet 

gas temperature is provided both during the thermal transient period 

and once steady-state conditions are reached.  

 

Figure 18. Shape factor correlation for DPF pressure drop prediction. 

 

Figure 19. Comparison between DPF experimental and model response during 

the soot loading test under steady-state conditions. 
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The soot oxidation was firstly calibrated by modelling an active 

regeneration process, which is summarized in Figure 20. It was 

performed after the soot loading test so that the initial substrate 

conditions are known from the end modelling shown in Figure 19. 

Again, the DPF pressure drop is imposed as boundary condition so 

that the fluid-dynamic model calculates the mass flow across the 

DPF. Being the mass flow constant, the time-dependence of the 

pressure drop is governed by the soot load and gas temperature, 

which are both a function of the soot oxidation rate. It is defined by 

the soot oxidation kinetic constant as well as the equilibrium 

adsorption/desorption constant for every oxidizing species, whose 

parameters in the Arrhenius type equation are detailed in Table 4. 

The difference between the pre-exponential factor for soot oxidation 

in the cake and the porous wall is mainly due to the different soot 

deposition pattern in these two regions. The model is solved in the 

tangential direction of the porous medium. Therefore, the amount of 

soot in the particulate layer per unit of length is higher in this region 

than in the porous wall, where there are soot and ceramic substrate. 

According to Eq. (53), the model accounts for soot properties by 

means of the soot geometric surface area. The value proposed by 

Bisset in [9] is used without distinction between the porous medium 

regions. However, this value must be corrected in the porous wall 

because of the soot and unit collectors interaction. Formally, this 

correction is falling into the pre-exponential factor calibration. 

 

Figure 20. Comparison between DPF experimental and model response during 
active regeneration test. 

This way, Figure 20(c) represents the soot mass load prediction into 

the DPF distinguishing between porous wall and particulate layer 

throughout the regeneration process. The corresponding soot 

depletion rate governs the heat release rate determining the outlet gas 

temperature, which is plotted in Figure 20(d). 

Table 4. Kinetic constant parameters for the DPF regeneration sub-model. 

 
Oxidation 
Pf  [m/s] 

Oxidation 

Ea  

[J/mol] 

 

Equilibrium 

ads/des Pf  

[-] 

 

Equilibrium 

ads/des ∆H 

[J/mol] 

 Particulate 

layer 

O2 7.2 108500 0.000033 -85000 

NO2 30000 100000 0.0001 -75000 

Porous 

wall 

O2 0.33 108500 0.000033 -85000 

NO2 1500 100000 0.0001 -75000 

 

This model setup was finally applied to the modelling of the DPF 

response during WLTC driving conditions. The DOC model, whose 

performance has been discussed in the previous section, determined 

the DPF inlet flow conditions. As shown in Figure 21(a), the tailpipe 

gas temperature is predicted showing very good agreement with 

experimental data. In addition, Figure 21(b) shows the soot 

accumulation into the DPF, which began the driving cycle in clean 

conditions.  

The soot accumulation governs the DPF pressure drop whose correct 

modelling is essential for the prediction of the mass flow across the 

aftertreatment devices, which has been already shown in Figure 12. 

In this test it depends on a proper definition of the clean substrate 

properties besides filtration efficiency and soot depletion rate as the 

cycle advances. It is interesting to note that a proper modelling of 

these phenomena is in turn dependent on the predicted mass flow in 

the previous time-step, since it sets the amount of soot mass entering 

the DPF. This fact demonstrates the need of a robust model 

calibration to avoid that the interaction among all sub-models might 

lead to progressive error increase. In addition, it means that a proper 

mass flow prediction is related to confident computation of other 

parameters such as the instantaneous accumulated soot mass. In 

Figure 21(b) the experimental filtrated soot mass, which was obtained 

from the inlet to outlet difference in soot mass flow measurements, 

shows very good agreement with the model results. The model 

slightly overestimates the filtrated soot mass according to the mass 

flow prediction shown in Figure 12 and the filtration efficiency 

results in Figure 19.  

Figure 21. Comparison between experimental and modelled DPF outlet gas 

temperature and collected soot mass during WLTC. 
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The experimental data are completed with the end soot load remaining 

into the DPF, which is based on DPF weighing data. The model 

provides the instantaneous amount of soot accumulated into the DPF, 

which is quantified as the difference between filtrated and regenerated 

soot mass. Since only the NOx concentration was measured, 80% of 

the NO2 to NOx ratio in equilibrium conditions was assumed in this 

test in order to define the NO2 concentration at the DPF inlet. It is 

shown that the predicted final amount of soot mass into the DPF is 2.25 

g, which is very close to the experimental value (2.05 g). This good 

agreement provides high confidence on the potential of the presented 

tool to explore thermal management and DPF design strategies to 

enhance the passive regeneration performance. These strategies might 

be based on the analysis of the flow properties and on the instantaneous 

amount of accumulated soot mass during the driving cycle, which is 

not possible to be obtained by experimental means. 

Real-time calculation assessment 

In order to demonstrate the capability of the proposed lumped models 

for real-time use, a computational effort assessment is presented in 

this section. The demand of DOC and DPF computational effort was 

evaluated in WLTC applying different time-steps ranging from 

representative ECU to gas dynamics software applications. 

Simulations were performed on a standard office PC with an Intel i7 

processor and using Microsoft Visual Studio C++ release as 

programming and compiler environment. The results are presented in 

Table 5 normalized with respect to real-time. Similar results are 

obtained for both models, being slightly faster the DPF model. Three 

time-steps were selected to show the impact of the working routine 

environment on the computational effort. In gas dynamics software 

the time-step is governed by the CFL condition and the mesh size 

[68]. It leads to time-steps typically of 10-5 s in order of magnitude. 

Even imposing these characteristic time-steps, the DOC and DPF 

models are far below real-time requirements. As the time-step is 

increased towards typical ECU requirements, the computational 

effort gets around 3300 times faster than real-time. The quasi-steady 

approach of all sub-models and the lack of numerical stability criteria 

to be applied allows imposing the proposed time-steps in standalone 

executions (only the wall-flow and flow-through models, i.e. not 

integrated into gas dynamics software or similar). The only restriction 

is that the time-step must be lower than the input data updating time. 

These results strengthen the ability of the model to be used under 

different environments ranging from in-engine office simulation to 

hardware in-the-loop applications. 

Table 5. Computational effort of DOC and DPF lumped model in WLTC 

simulation referred to real-time. 

 Normalized calculation time [-] 

Diameter 
Time-step [s] DOC DPF 

2x10-2 0.0003 0.0003 

1x10-4 0.0617 0.0542 

3x10-5  0.2039 0.1875 

 

Summary and conclusions 

A lumped exhaust aftertreatment modelling approach for through-

flow and wall-flow monolithic reactors has been presented and 

described in this work. The main purpose has been to provide a 

model basis keeping physical and chemical content but ensuring low 

computational effort in different fields of use, such as on-board 

diagnostics, calibration or pre-design stages. In this sense, the model 

accounts for a modular structure covering pressure drop, heat transfer 

and chemical processes as well as filtration efficiency and porous 

media micro-structure modelling in wall-flow monoliths. Pressure 

drop in flow-through monoliths is computed from a pressure drop 

coefficient that relies on experimental characterization. In wall-flow 

monoliths this approach is completed accounting for porous medium 

and friction pressure drop contributions separately. In case of the 

porous medium, the prediction capability is provided as a function of 

the soot mass loading. In fact, its influence is taken into account 

applying a packed bed of spherical particles approach to estimate the 

permeability from the filtration efficiency and, hence, the micro-

structural properties of the different porous media. The heat transfer 

is computed from the base of a lumped thermal scheme that accounts 

for the main heat fluxes as well as the thermal inertia of the substrate 

and canning materials. Finally, the chemical conversion in flow-

through monoliths is solved integrating the chemical species 

conservation equations into the bulk-gas phase and the washcoat 

along the monolith length. It is done including the assessment of the 

reaction rate limiting phenomena such as bulk mass transfer, internal 

pore diffusion and chemical kinetics. A similar procedure is applied 

to wall-flow monoliths regarding soot oxidation, which is modelled 

solving the oxidizing reactants conservation equations across the 

porous media in a three-layer approach. 

The proposed models have been assessed applying them to the 

prediction of outlet flow properties in a close-coupled brick 

composed of a DOC and DPF. Experimental data were obtained from 

selected in-engine tests representing a simple but robust step-by-step 

calibration procedure. Finally, the model performance was assessed 

in a WLTC. All sub-models showed good and balanced accuracy to 

capture all relevant phenomena providing deeper understanding on 

the experimental results. It establishes a reliable basis for analysis 

and optimization of monolith functionalities, both concerning 

pollutants abatement and those related to engine integration. It is 

further strengthened by the assessment of the computational effort 

demand, which has been shown to be lower than real-time in all 

applications ranging from 5 times faster for typical gas dynamics 

code time-step to 3300 times faster for control and on-board control 

diagnostics proposals when run in standard office environment. 
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Definitions/Abbreviations 

Acronyms 

CFL Courant-Friedrichs-Lewy 

DOC Diesel Oxidation Catalyst 

DPF Diesel Particulate Filter 

ECU Electronic Control Unit 

EGR Exhaust Gas Recirculation 

GPF Gasoline Particulate Filter 

HSDI High-Speed Direct Injection 

LNT Lean NOx Trap 

LR-EGR Long-Route EGR 

OBD On-Board Diagnostics 

OFA Open Frontal Area 

PF Particulate Filter 

PSD Particle Size Distribution 

RDE Real Driving Emissions 

SCR Selective Catalytic Reduction 

SR-EGR Short-Route EGR 

TWC Three-Way Catalyst 

VGT Variable Geometry Turbine 

WLTC World harmonized Light vehicles Test Cycle 

Latin letters 

𝒂𝒊 Constant in shape factor correlation [-] 

A Area [m2] 

𝑨𝒇 Filtration area [m2] 

𝒃𝒊 Coefficient in CO/HC outlet molar 

fraction solution 

[-] 

𝒄𝒊 Pressure drop to volumetric flow rate 

coefficient 

[-] 

𝒄𝒈𝒂𝒔 Molar concentration of the gas stream [mol/m3] 

𝒄𝒑 Specific heat [J/kgK] 

C Equivalent thermal capacity [J/K] 

𝒅𝒄 Unit collector diameter  [m] 

𝒅𝒄𝒆𝒍𝒍,𝒘 Unit cell diameter [m] 

𝒅𝒑 Mean pore diameter  [m] 

𝒅𝒑𝒂𝒓𝒕 Particle diameter [m] 

D Diameter [m] 

𝑫𝒆𝒇 Effective diffusivity [m2/s] 

𝑫𝑲𝒏 Knudsen diffusivity  [m2/s] 

𝑫𝒎 Molecular diffusivity [m2/s] 

𝑫𝒑𝒂𝒓𝒕 Particle diffusion coefficient [-] 

𝑬𝒂 Activation energy [J/mol] 

𝑬𝒇 Filtration efficiency [-] 

𝒇𝒔𝒑 Loaded porous wall fraction [-] 

𝑭𝒄 Heat transfer correction coefficient  [-] 

𝑭𝒔𝒂𝒕 Porous wall saturation coefficient [-] 

𝑭𝒘 Viscous loss coefficient [-] 

𝑮𝒓,𝒏 Inhibition term of species 𝑛 in reaction 𝑟 [-] 

h Heat transfer coefficient [W/m2K] 

𝑯𝒇 Enthalpy of formation  [J/mol] 

𝒌 Permeability  [m2] 

𝒌𝑩 Boltzmann constant [J/K] 

𝒌𝒎 Mass transfer coefficient [m/s] 

𝒌𝒓,𝒏 Kinetic constant of species 𝑛 in    

reaction 𝑟 

[s-1] 

𝒌𝒓𝒆𝒈,𝒏 Kinetic constant of soot oxidation by 

species 𝑛 

[m/s] 

𝑲 Kuwabara´s hydrodynamic factor [-] 

𝑲𝒆𝒒 Equilibrium constant  [-] 

𝑲𝒊 Inhibition term coefficient 𝑖 [s-1] 

𝑲𝒏 Knudsen number [-] 

𝑳𝒆𝒇 Effective channel length [m] 

𝑳𝒊𝒏 Inlet channels length [m] 

𝑳𝒎𝒐𝒏 Monolith length [m] 

𝑳𝒐𝒖𝒕 Outlet channels length [m] 

𝒎𝒔,𝒄𝒆𝒍𝒍 Soot mass in the unit cell [kg] 

𝒎𝒔,𝒇𝒊𝒍𝒕 Filtrated soot mass  [kg] 

𝒎𝒔,𝒓𝒆𝒈 Regenerated soot mass  [kg] 

𝒎𝒔,𝒔𝒂𝒕𝒄𝒆𝒍𝒍 Saturation mass of the unit cell [kg] 

𝒎𝒔,𝒘 Soot mass in the porous wall [kg] 

𝒎  Mass flow [kg/s] 

M Molecular weight [kg/mol] 

𝒏 𝒏 Molar flow of species 𝑛 [mol/s] 

𝒏 𝑻,𝒈𝒂𝒔 Total exhaust gas mole flow  [mol/s] 

𝑵𝒊𝒏 Inlet channels number [-] 

𝑵𝑹 Interception parameter [-] 

p Pressure [Pa] 

𝑷𝒇 Pre-exponential factor  

Pe Peclet number [-] 

𝒒 𝒉𝒕 Gas to wall heat exchange [W] 

𝒒 𝒓 Reaction power [W] 

𝒒 𝒓
′′ Reaction power per unit of volume [W/m3] 
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Q Volumetric flow rate [m3/s] 

𝒓𝒄𝒂𝒕 Catalyst particle radius  [m] 

R Equivalent thermal resistance [K/W] 

𝑹𝒏 Reaction rate of species 𝑛 [s-1] 

𝕽 Universal gas constant [J/molK] 

𝑺𝒄 Sticking coefficient [-] 

SCF Stokes-Cunningham factor [-] 

Sh Sherwood number [-] 

𝑺𝒍 Limit saturation coefficient [-] 

𝑺𝒑 Geometric surface area  [m-1] 

t Time [s] 

T Temperature [K] 

𝒖𝒊𝒏 Inlet flow velocity [m/s] 

𝒖𝒐𝒖𝒕 Outlet flow velocity [m/s] 

𝒖𝒘 Filtration velocity [m/s] 

𝒗 Diffusion volume [m3/mol] 

𝑽 Volume [m3] 

w Thickness [m] 

𝑿𝒏 Molar fraction of species 𝑛 [-] 

𝒀𝒏 Mass fraction of species 𝑛 [-] 

Greek letters 

𝜶 Clean channel width [m] 

𝜶𝒏 Completeness index of species 𝑛 [-] 

∆𝒑 Pressure drop  [Pa] 

∆𝑯𝒂𝒅𝒔/𝒅𝒆𝒔 Adsorption-desorption enthalpy [J/mol] 

𝜺 Emissivity [-] 

𝜺𝐚𝐬𝐡 Ash layer porosity [-] 

𝜺𝒄𝒂𝒕 Catalyst particle porosity [-] 

𝜺𝒑𝒍 Particulate layer porosity [-] 

𝜺𝒘 Loaded porous wall porosity [-] 

𝜺𝒘𝟎
 Clean porous wall porosity [-] 

𝜼𝑫 Brownian unit collector efficiency  [-] 

𝜼𝑫𝑹 Overall unit collector efficiency [-] 

𝜼𝒈𝒂𝒔,𝒘 Gas to wall heat transfer efficiency [-] 

𝜼𝒊𝒏𝒕 Internal pore diffusion efficiency [-] 

𝜼𝑹 Interception unit collector efficiency  [-] 

𝜽 Surface coverage [-] 

𝚯𝒘𝒄 Washcoat fraction  [-] 

𝜿 Conductivity [W/mK] 

𝝀 Gas mean free path [m] 

𝝁 Gas dynamic viscosity [kg/ms] 

𝝂𝒏 Stoichiometric coefficient of species 𝑛 [-] 

𝝃 Particulate layer corrector thickness [m] 

𝝆 Density [kg/m3] 

𝝆𝒔,𝒘 Soot packing density [kg/m3] 

𝝈 Cell density [m-2] 

𝝈𝒔𝒃 Stefan-Boltzman constant [W/m2K4] 

𝝇𝒄𝒂𝒕 Catalyst pressure drop coefficient [-] 

𝝇𝒕 Inertial pressure drop coefficient [-] 

𝝉 Residence time [s] 

𝝋 Percolation factor [-] 

𝝓 Thiele modulus [-] 

𝚽𝝆𝒔 Soot density factor [-] 

𝝌 Shape factor [-] 

𝝍 Specific storage capacity [-] 

𝚿𝑻,𝒂−𝒔 Maximum moles adsorpted in active 

site 𝑎 − 𝑠 

[mol/m3] 

𝝎 Meso-pores tortuosity in catalyst 

particles 

[-] 

Subscripts 

𝒂 − 𝒔 Active site 

ads Adsorption 

ash Ash layer 

ax Axial 

c Conduction 

can Canning 

cat Catalyst 

ch Monolith channel 

des Desorption 

ef Effective 

ext External 

fr Friction 

gap Gap between mat and canning 

gas Exhaut gas flow 

in Inlet 

int Internal 

lim Limit 

mat Canning mat 

mon Monolith 

n Species 

out Outlet 

ox Oxidation 

pl Particulate layer 

𝒑𝒍𝒉𝒐𝒎 Homogenous particulate layer 

post Related to a device downstream of the monolith 

pre Related to a device upstream of the monolith 

r Radiation 

rad Radial 

s Soot 

sp Soot penetration into porous wall 

subs Substrate 

sur Surface 

w Substrate wall 

𝒘𝟎 Clean porous wall 

wc Washcoat 

Superscripts 

B Channels beam  

m Reaction order 

p Time step identifier 
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Appendix. Lumped heat transfer sub-model parameters 

According to Figure 8, an equivalent thermal resistance 𝑅𝑔𝑎𝑠,𝑤 governs the gas to wall heat transfer in monolith channels. Non-linear one-

dimensional dependence is characteristic in the gas and wall temperature profile as well as in heat transfer coefficient, especially in wall-flow 

monoliths [69]. To avoid this concern in lumped modelling, a heat exchanger efficiency is defined, thus expressing 𝑅𝑔𝑎𝑠,𝑤 as: 

𝑅𝑔𝑎𝑠,𝑤 =
1

𝜂𝑔𝑎𝑠,𝑤𝑐𝑝𝑚 𝑐ℎ
        (81) 

The thermal inertia of the substrate is also taken into account by means of the thermal capacity (𝐶𝑤), whose definition assumes channel walls as plane 

sheets. Thus in flow-through monoliths it is computed as 

𝐶𝑤,𝑓𝑙𝑜𝑤−𝑡ℎ𝑟𝑜𝑢𝑔ℎ = 4(𝛼 +
𝑤𝑤
2
) 𝐿𝑚𝑜𝑛

𝑤𝑤
2
𝜌𝑤𝑐𝑝𝑤         (82) 

while in wall-flow monoliths the impact of the particulate matter layer is also added: 

𝐶𝑤,𝑤𝑎𝑙𝑙−𝑓𝑙𝑜𝑤 = 4(𝛼 +
𝑤𝑤
2
) 𝐿𝑚𝑜𝑛𝑤𝑤𝜌𝑤𝑐𝑝𝑤 +  4(𝛼 − 𝑤𝑝𝑙)𝑤𝑝𝑙𝐿𝑒𝑓𝜌𝑝𝑙𝑐𝑝𝑝𝑙         (83) 

The radial variation of the substrate wall temperature is governed by the radial conduction from the monolith core to the external surface by means of 

the equivalent thermal resistance 𝑅𝑟𝑎𝑑,𝑐 as discussed in [17]. It sets the heat transfer towards the monolith external surface: 

𝑅𝑟𝑎𝑑,𝑐
𝐵,𝐵−1 = 𝑙𝑛 (

𝐷𝑒𝑥𝑡
𝐵

𝐷𝑖𝑛𝑡
𝐵−1)

1

2𝜋𝐿𝑒𝑓𝜅𝑟𝑎𝑑
𝐹𝑐         (84) 

𝑅𝑟𝑎𝑑,𝑐
𝐵,𝐵+1 = 𝑙𝑛 (

𝐷𝑒𝑥𝑡
𝐵+1

𝐷𝑖𝑛𝑡
𝐵 )

1

2𝜋𝐿𝑒𝑓𝜅𝑟𝑎𝑑
𝐹𝑐        (85) 

In Eqs. (84) and (85) superscript 𝐵 identifies the channels beam in case of radial discretization, 𝐹𝑐 is a correction coefficient to account for pipes to 

honeycomb monolithic structures [17] and 𝐷𝑒𝑥𝑡
𝐵  and 𝐷𝑖𝑛𝑡

𝐵  are the external and internal diameters of the channel beam 𝐵. The radial conductivity 

(𝑘𝑟𝑎𝑑) is obtained from the porous substrate conductivity applying the continuum approximation of heat conduction proposed by Groppi and 

Tronconi [70] for the unit cell of honeycomb monolith reactors. Neglecting the influence of a particulate matter layer [17], the radial conductivity of 
either a flow-through or a wall-flow monolith is expressed as: 

𝜅𝑟𝑎𝑑 = (
𝑤𝑤

𝜅𝑠𝑢𝑏𝑠(𝛼 + 𝑤𝑤)
+

𝛼

𝜅𝑔𝑎𝑠𝛼
)

−1

        (86) 

Similarly, the surface temperature in the external canning can be also predicted accounting for its capacitance and all the involved thermal equivalent 

resistances, which are depicted in Figure 8(b). Applying cylindrical coordinates to this region, these parameters are defined as 

𝐶𝑠𝑢𝑟𝑖 = 𝐿𝑒𝑓
𝜋

4
∑𝜌𝑗𝑐𝑝𝑗(𝐷𝑗𝑒𝑥𝑡

2 − 𝐷𝑗𝑖𝑛𝑡
2 )        (87) 

𝑅𝑗,𝑐 =

𝑙𝑛 (
𝐷𝑗𝑒𝑥𝑡
𝐷𝑗𝑖𝑛𝑡

)

2𝜋𝐿𝑚𝑜𝑛𝜅𝑗
        (88) 

𝑅𝑔𝑎𝑝,𝑟 =

1
𝜀𝑚𝑎𝑡

+
𝐷𝑔𝑎𝑝,𝑖𝑛𝑡
𝐷𝑔𝑎𝑝,𝑒𝑥𝑡

(
1
𝜀𝑐𝑎𝑛

− 1)

𝜎𝑠𝑏𝜋𝐿𝑚𝑜𝑛𝐷𝑖𝑛𝑡
𝑇𝑠𝑢𝑟,𝑖𝑛𝑡
4 − 𝑇𝑠𝑢𝑟,𝑒𝑥𝑡

4

𝑇𝑠𝑢𝑟,𝑖𝑛𝑡 − 𝑇𝑠𝑢𝑟,𝑒𝑥𝑡

        (89) 

𝑅𝑠𝑢𝑟 = 𝑅𝑚𝑎𝑡,𝑐 +
𝑅𝑔𝑎𝑝,𝑐𝑅𝑔𝑎𝑝,𝑟

𝑅𝑔𝑎𝑝,𝑐 + 𝑅𝑔𝑎𝑝,𝑟
+ 𝑅𝑐𝑎𝑛,𝑐        (90) 

𝑅𝑒𝑥𝑡 =
1

𝜋𝐷𝑒𝑥𝑡𝐿𝑚𝑜𝑛ℎ𝑒𝑥𝑡
       (91) 

where subscript 𝑖 identifies the external and internal nodes and 𝑗 every layer (mat, gap and metal can). In thermal equivalent resistances, 𝑐 is referred 

to conduction and 𝑟 to radiation. All the parameters are assumed constant during the time-step according to the flow, substrate and canning operating 

conditions. In particular, the radiation terms are computed making use of the temperature values at the beginning of every time-step. This assumption 

allows obtaining an explicit solution of the wall temperature. The impact on the solution is negligible due to the difference in several orders of 

magnitude between the characteristic time of the thermal transient and the time-step. 

 


