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Abstract 
We compared a semi empirical and an empirical model. The empirical model 
is a multilayer ANN. The semi empirical model is a custom multilayer ANN. 
It is a structured model, and we define the structure by hand before the 
training of the network. The influence of the neuron numbers on the accuracy 
of the models was also investigated by statistical approach. 

We found that the custom multilayer ANNs developed like this, are suitable 
for modelling the drying process of agricultural materials. They also provide 
the ability to improve the applicability of the empirical models. Furthermore, 
the semi empirical model has a higher sensitivity on neuron number applied.  
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1. Introduction 

The complexity of the water removal process, and the inhomogenities of the process 
variables both in time and space make the modelling of the drying process of agricultural 
products difficult. The usability of theoretical models is limited due to the stochastic 
material properties. [4] In these cases, the application of empirical models is essential. [5] 
However, in the most cases we have theoretical information about the process. Applying 
this information to the model it will became semi-empirical and possibly improve the 
usability compared to the pure empirical. [3] 

Artificial intelligence techniques are also found in drying. [6] They are used for process 
variable prediction [10][12][15], process control [9][11][13] or for soft sensors[14]. 
Artificial neural networks (ANN) are sucsefully applied on all these fiels on their own, or 
combined with other AI or conventional techniques. [8] The use of ANN requires attention 
and awareness as the structure, the training and data preparation have significant effect on 
usability of the model. [7] 

Earlier we found that artificial neural networks (ANN) are suitable to model the drying of 
agricultural products. [1] They are empirical models, but can be turned into semi-empirical 
when we use the combination of smaller ANNs in a suitable structure instead of one 
unstructured model. [2] 

It can happen that we have a priori information about the structure of the system (to be 
modelled), but don’t have the data to train the subsequent ANNs that make up the semi-
empirical model as a combination of smaller individually trained networks. In this case a 
single, but structured ANN can be created. The ANN can be defined by hand. It is called a 
custom artificial neural network. It can have a structure like the combination of smaller 
ANNs have, but the model can be trained without having any data for the internal 
connection. 

The statistical approach that we used earlier [1] can help us to find the optimal structure of 
the network. The models’ performance can be highly influenced by the applied number of 
the layers, and the number of the neurons in the layers. There are structures and neuron 
numbers that will never ever provide us an accurate model. On the other hand, there are 
structures what provide us accurate model with a high probability. 

This paper is about the semi-empirical ANN models made from structured analytical neural 
networks and it is looking for answers to the following questions: Is it possible to construct 
such a model? Is it possible to find an optimal model? Is it better than the pure empirical? 
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2. Materials and Methods 

The measurement data is taken from an experimental drying of tomato pomace in a 
laboratory dryer. The drying apparatus is a convective batch dryer. The dried material is 
placed into the drying chamber on perforated sheet metal trays in three layers. The 
psychrometric properties of the drying air are measured before and after each layer, the 
flow rate is measured with an orifice at the duct inlet. The water removal is measured with 
gravimetric method. For data acquisition five-minute sampling rate was used. 
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Fig. 1. Schematic of the dryer. (T-temperature, H-humidity, F-flow rate, m-mass, q-heat flow) 

The wet-base moister content of the raw material was about 80% at the begining and 6% at 
the end of the drying experiment. The flowrate of the drying air was 370m3/h and the 
temperature was set according to table 1. 2 kg tomato pomes was put on each tray in a 40 
mm thick layer. 

Table 1. Temperature of the drying air 
experiment temperature [°C] 

1 40 
3 110 
5 75 
6 55 

 

From the preliminary data analysis four data sets have been chosen for the models: 
experiment 1, 3, 5 and 6. From these data sets experiment 1 has systematic error, and not 
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used for training the models but for test. It is required that the model shall approximate 
experiment 1 with a significantly higher error. 

The first model constructed is purely empirical. According to the earlier works on this topic 
[1], a two-layer ANN has been chosen. Two such models were defined and we use the 
simpler one as it can be found on figure 2 below. The simplified model does not deal with 
the layers; it is like a one-layer dryer. 

Dryer

q

T0

T1

H0

H1

T4
H4

mw

 

Fig. 2. Empirical model of deep bed dryer. (mw-water removal rate, T0-ambient air temperature, T1-
air temperature at drying chamber inlet, T4-air temperature at drying chamber outlet, H0-ambient 

air humidity, H1-humidity at drying chamber inlet, H4-air humidity at drying chamber outlet) 

The semi-empirical model is considering that the dryer consists of a burner and a drying 
chamber. The connection of the two components is the flow rate of the drying media. 

Burner

q

T0

T1

H0

H1

Drying 
chamberT4

H4

ma

mw

 

Fig. 3. Semi-empirical model of the deep bed dryer. (ma-flow rate of the drying air) 

For the burner a one-layer ANN was used. For the drying chamber and the simplified 
empirical model, a two-layer structure was used. For the determination of the optimal 
neuron numbers in each layer the statistical approach was used. [1] We compared several 
networks with different neuron numbers in each. Table 2 contains the neuron numbers we 
used. 
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After the training of the ANN models, we tested them. All the experiment data was given to 
the model inputs and the model output was compared to the measured data. For each 
simulation the cumulated squared error was calculated as the measure of model 
performance. 

( )∑ −= 2__ simulatedmeasurederrorsquaredCumulated  (1) 
Table 2. Neuron numbers per layer 

model layer neurons 
empirical 1st 1-15 

 2nd 1-15 
semi empirical burner 1-10 

 drying chamber 1st 1-15 
 drying chamber 2nd 1-15 

We also checked the correlation of the model output with the measured data. Figure 4 
shows the algorithm of the whole process. Each structure was trained and tested 5 times. At 
the end, the results were shown in diagrams and the optimal model structure was chosen. 
The optimal model is the model with the smallest expected value and little standard 
deviation of cumulated squared error. The optimal models output should also have a good 
correlation with the measurement data. 

Start
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Fig. 4. Workflow of finding the optimal model 
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3. Results and Discussion 

The empirical model has 2 hidden layers. We used the method on Figure 4 to construct 
empirical models with different neuron numbers according to Table 2. The results can be 
observed on Figure 5. The structure of the optimal empirical model and its performance is 
shown in Table 3.  

Table 3. Optimal models 
model layer neurons error 

empirical 1st 7 0.862 
 2nd 9  

semi empirical burner 1 2.6 
 drying chamber 1st 13  
 drying chamber 2nd 11  
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Fig. 5. Performance of the empirical model with different neuron numbers. 

The semi empirical model always has 3 hidden layers: one for the burner and two for the 
drying chamber. We used the same method as for the empirical model thus on Figure 4. 
The results cannot be shown on one diagram as the 3 layers of neurons span a 3-
dimensional space rather than a 2-dimensional. But it is possible to show on several 
diagrams. We need as many diagrams, as many neurons we have in a chosen layer. We 
choose the burner layer, because it has less possible number of neurons than the others. 
This way we got the smallest number of diagrams. Figure 6 contains the optimal structure. 
The structure of the optimal semi empirical model and its performance can be found in 
Table 3. 

408

http://creativecommons.org/licenses/by-nc-nd/4.0/


Bessenyei, K.; Kurják, Z.;Beke, J. 
 

 
21ST INTERNATIONAL DRYING SYMPOSIUM 

EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA  
 

Expected value

number of neurons in 2nd chamber layer

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

nu
m

be
r o

f n
eu

ro
ns

in
 1

st
 c

ha
m

be
r l

ay
er

1 

2 

3 

4 

5 

6 

7 

8 

9 

10

11

12

13

14

15

0

50

100

150

200

250

300
standard deviation

number of neurons in 2nd chamber layer

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

nu
m

be
r o

f n
eu

ro
ns

in
 1

st
 c

ha
m

be
r l

ay
er

1 

2 

3 

4 

5 

6 

7 

8 

9 

10

11

12

13

14

15

0

50

100

150

200

250

300

 

Fig. 6. Performance of the semi empirical model with a single neuron in the burner layer. 

There are several near optimal structures on figure 6. On the other hand there are structures 
with significantly higher error what probably make the model unusable. If the burner has 
one neuron the 1st chamber layer should have at least 3 or 4 neurons. The diagrams with 
higher neuron numbers for the burner show significantly higher error. Because of the 
limited space we did not include in this paper all the diagrams but they are very similar to 
Figure 7 in the aspect that the model with all those neuron numbers has significantly higher 
error. 
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Fig. 7. Performance of the semi empirical model with 2 neuron in the burner layer. 

4. Conclusions 

Empirical and semi empirical models both approximated the measurement data with 
acceptable error. 

It was possible to construct a semi empirical model with a custom ANN that is suitable for 
modelling the drying process of tomato pomace. 

There are significant differences in model performance depending on the model structure 
and the number of neurons used in its layers. 
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The statistical method we used can highlight the unusable and potentially usable structures.  

With the statistical method we used it was possible to find the optimal model structure. 
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