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 
Abstract— Microgrids are moving towards large-scale smart 
distributed networks which demand an efficient and reliable 
communication infrastructure to manage, control and monitor 
energy resources. With regard to this, publisher/subscriber 
event-based middleware has become relevant for large-scale 
distributed time applications because it allows decouple time and 
space between senders and receivers. Particularly the content 
publish/subscribe systems over structured peer-to-peer (P2P) 
networks has emerged to enhance scalability and dynamism of 
notification middleware systems. However, this type of systems 
use multicast routing schemes that still generate much network 
traffic and as a consequence an overload of the communication 
channel is produced. This results in inefficient network 
utilization and rapid depletion of network resources leading to 
unreliable operations, degradation of system performance and 
even instability of the microgrid. In this paper, a new content-
based publish/subscribe notification middleware over structured 
P2P systems is proposed, such that smart microgrid 
communication requirements are met. This proposed system 
organizes the publications and subscriptions in a one 
dimensional representation using the Hilbert space filling curve. 
Through this representation, an innovative routing and matching 
algorithms are developed. Experimental results demonstrate that 
the proposed publisher/subscribe system significantly enhance 
efficiency of the system, network performance and the use of 
computational resources. 
 

Index Terms—Notification middleware, P2P systems, 
microgrids. 

I. INTRODUCTION 

icrogrids (MGs) are defined as groups of distributed 
energy resources (DERs) formed by distributed 

generation (DG), both renewable and/or conventional, energy 
storage system (ESSs) and loads. Microgrids can operate 
connected to the main grid via the point of common coupling 
(PCC) (grid connected mode) or completely separated from 
the main grid (island mode) [1]. The data transmissions 
among microgrid components are implemented via 
communication networks. Thus, the management and control 
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of the microgrid by the Microgrid Control System, MCS, rely 
on a robust communication infrastructure [2]. One of the key 
points for integrating DERs into microgrids is the design of a 
control architecture that coordinates each one of the DER 
units. Traditionally, this control architecture is categorized 
into three major groups: centralized, decentralized and 
distributed control methods [3]. In this study a distributed 

  
 
architecture is considered (Figure 1), in which the local nodes 
have its own MCS and are able to take decisions. In addition, 
nodes can share their information through two-way 
communication links [4].  

 
Nowadays, smart microgrids communications have to deal 

with large-scale distributed energy resources and manage 
them in real-time and dynamically. To cope with this, 
middleware architectures are one of the technologies adopted 
and they are a critical element in adapting to the challenges of 
smart microgrids [5]. In particular, microgrids require agile, 
flexible, real-time communication solutions, which have 
driven the growth of event-based middleware architectures. In 
an event-driven communication scheme, the signal 
transmission is triggered only in response to an event when a 
significant change of controlled or monitored physical 
variables occurs. A convenient way to construct microgrid 
services that use event infrastructures is through the 
implementation of communication middleware that works 
under a publish/subscribe (pub/sub) paradigm [6]. Pub/sub 
paradigm allows non-blocking asynchronous communications 
and one-to-many messages distribution for event notification.  

In this regard, structured P2P networks have become 
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popular as a platform to develop event-driven pub/sub 
middleware for large-scale distributed systems. These 
networks have many advantages such as decentralization 
(central points are not needed), self-organization (nodes can 
dynamically arrive or depart) and scalability (available 
resources grow with the number of nodes in the network) 
[7],[8]. In fact, recent researches [9], [10] suggest the 
extension of the IEC 61850 communication standard for 
microgrids to include P2P communication systems aiming to 
better adapt to the new large-scale distributed scenario of 
microgrids.  

Existing pub/sub systems based on structured P2P 
networks, traditionally use topic-based systems for publishing 
event notifications and multicast protocols for routing this 
event notification [11]. However, the use of these techniques 
is not optimal for microgrids because its network 
requirements are more demanding [12]. The reasons for that 
are the following: on one hand, in topic-based pub/sub 
systems each event is labeled with a topic (predefined 
subjects). The main disadvantages of the topic-based model 
are the limited flexibility and accuracy it offers to subscribers. 
As a result, a subscriber has to receive all the notifications 
relative to a topic though the subscriber might be interested in 
only a subset of the events. In addition, topic-based systems 
give limited choices of subscriptions while in microgrids 
applications, the subscribers must be able to specify their 
interests more accurately using a set of predicates, leading to a 
more optimal and efficient control [13]. On the other hand, 
multicast routing generates a large network traffic which can 
produce congestion, increased delays and poor bandwidth 
utilization.  Moreover, with multicasting a high amount of 
false positives could take place, due to an event could be 
transmitted to nodes that are not interested in it or not need to 
route it to other destinations [11]. The pub/sub systems that 
work in environments where vital information is transmitted, 
false positives are not acceptable because the efficiency of the 
whole system could be significantly reduced [14].   

Furthermore, communications between DERs is carried 
out through IEDs (Intelligent Electronic Devices). IEDs are 
devices equipped with operating systems that make two-way 
communication possible to monitor and manage the power 
grid. However, the main problem to their use is the limited 
computational capabilities. Given the event-driven 
middleware should be embed in each node of microgrid, the 
computational resources used for the middleware operation 
should be minimized [15].  

Summarizing, conventional pub/sub notification-based 
middlewares are not properly adapted for microgrid 
environments due to the following reasons: they not offer 
subscription flexibility, they produce a high amount of 
network traffic as well as high network latencies; finally, they 
need high rates of computational resources. Therefore, the 
development of an event notification middleware specifically 
designed for microgrids is needed, which should be adapted to 
the quality performance requirements of this kind of 
applications. 

In this paper a new and efficient event notification 

middleware architecture based on pub/sub content-based 
system over structured P2P networks particularly built for 
smart microgrids is proposed.  The main contributions of this 
work are: (i) a Hilbert mapping system which allows 
subscribers defining multiple dimensions of the contents in a 
single dimensional space by using a set of ranges (this allows 
for greater subscriptions flexibility and robustness in contrast 
with topic-based systems that are restricted to predefined 
topics), ii) an efficient content matching algorithm to reduce 
false positives rates and speed-up routing decisions and iii) a 
routing protocol based on ranges representation, ranged based 
routing protocol (RBR) instead of multicast routing. The 
proposed protocol reduces the network traffic, as the pub/sub 
system can transmit an event only to the subscribers that are 
concerned in.  

These contributions allow a greater network performance 
and also save computational resources.  The reduction of the 
network traffic involves a low number of messages 
transmitted so the CPU utilization decreases while the 
subscriptions optimization reduces the communication 
overhead, which reduces the memory usage. 

The paper is organized as follows. In Section 2, the 
challenges of event notification middleware for MGs are 
provided. In section 3, the proposed solution is described. In 
Section 4, experimental results are presented and analyzed. 
Finally, Section 5 provides some conclusions. 

II. CHALLENGES OF EVENT NOTIFICATION-BASED 

MIDDLEWARE FOR MICROGRIDS  

To avoid unnecessary information request, an event 
notification service (ENS) that use event-based 
communication model can be used in microgrids. This service 
will be able to monitor and control the power network in an 
efficient manner as this communication architecture reduces 
the communication and computation load [16],[17]. In this 
technique, the pub/sub communication paradigm is mainly 
used to notify system changes to a set of interested receivers. 
In a pub/sub system, the providers of information (publishers) 
disseminate events to the system and the information 
consumers (subscribers) subscribe to the event that are 
interested on. All data are published or subscribed to/from the 
middleware service domain (Figure 2).  When the middleware 
receives a publication it searches for matching subscriptions 
and notify them, and then the required data communication is 
achieved [18]. Relative to subscription models, the data 
distributed through the middleware service can be topic-based 
or content-based. On the one hand, in topic-based systems, the 
subscribers define its interest for a specific topic and will 
receive messages regarding to that topic. For instance, in the 
case of microgrids topics could be critical loads, photovoltaic 
generators, storage devices, island mode, etc. On the other 
hand, in content-based system, subscribers can define 
conditions over the content of the topic. For example, under 
the topic “Photovoltaics generator” it may be defined a certain 
number of attributes. A set of three attributes of interest could 
be Power (supplied to the grid), DC voltage (at the PV field) 
and State (connected or disconnected). As it can be deduced, 
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content-based pub/sub is a more robust architecture, as 
subscribers can select its filtering criteria through the 
definition of multiple dimensions of the message contents 
[19]. Note that topic-based systems are restricted to pre-
defined subject fields. 

 
Event driven data exchange is an essential requirement for 

future self-manageable microgrid implementations [20]. In 
fact, the IEC61850 standard promotes the development of 
pub/sub services. However, microgrids are growing and 
managing a great amount of DERS. Therefore, some IEC 
61850 components could be inadequate for Smart Microgrid 
(SMGs) development. In this sense, IEC 61850 standard 
should be extended to include large distributed control 
architectures implementing P2P systems [9]. This goal is 
indispensable for a system that can be continuously changing, 
such as a smart microgrid. Regarding to that, a general 
overview of middleware platforms for smart grids is presented 
in [5], [15], [21], [22], [23], [24]. These works analyzes the 
key challenges associated with implementing services in the 
middleware layer. It is concluded that event notification 
middleware architectures for SMGs have various challenges:  
1.  Real-time distributed pub/sub protocols which enable P2P 

communications [25][26]: P2P communication 
architecture provides a more reliability and suitable 
environment for distributed devices as it permits self-
discovery of new nodes/devices and self-organization. Due 
to this, the dynamic participation of the nodes/devices in 
the network is allowed and it is especially important for 
microgrids, in which a large number of devices (electric 
vehicles, loads, etc.) can be continuously joining and 
leaving the microgrid.  

2. Flexible subscription system: Moving the subscription 
model from topic-based to content-based improve the 
system flexibility and accuracy [18],[27].  

3.   Reduced computational resources consumption: To make 
feasible the Smart Microgrid, power devices deployed in it 
are equipped with IEDs. They are usually embedded 
systems with limited computing resources. The limited 
nature of the embedded system resources, especially 
memory size and CPU, complicates meeting the real-time 
constraints [28]. Since event-driven middleware must be 
embedded in each node of the microgrid, the 
computational resources used for the middleware 
operation should be minimized. 

4.  Network quality requirements: To guarantee the network 
stability face to certain events, the microgrid control 
system should monitor all the network elements and act 
accordingly when a parameter exceeds the specified 
thresholds. To achieve that, data must be delivered 

promptly.  In microgrids, latency and bandwidth are 
essential to meet the microgrid requirements [29] 
following IEC 61850 and IEEE 1646 standards (See Table 
I) [30], [31]. 

Based on the described above, some solutions have been 
proposed in [32], [33] to address some of these challenges. In 
[32] a pub/sub middleware for microgrids is developed. 
Similarly, in [33] the authors present a novel middleware 
framework (GridStat) for the power grid operation. As 
performance indicators, they use the latency and load 
scalability parameters. Both studies propose a pub/sub 
communication architecture for event notification 
middleware. However, they use agents instead of P2P nodes. 
Although agents can be structured forming decentralized 
topologies, they cannot act simultaneously as servers and 
clients, which results in a lack of agent proactivity. The 
connectivity between them is not carried out by creating 
virtual links (overlays), which cause lack of self-discovery 
and self-healing capabilities [34]. To overcome these 
limitations, [25], [26] propose a Data Distribution Service 
(DDS) middleware. This kind of middleware uses Pub/Sub 
communications over P2P networks. Furthermore, [26] 
performs a comparative analysis of the latencies and 
bandwidth measurements of the DDS middleware. However, 
in both studies, the pub/sub system is topic-based and the 
routing of events is carried out by multicast. In general, the 
existing P2P pub/sub systems are usually created by using any 
kind of structured overlay networks. These structured systems 
are called DHT’s (Distributed Hash Table) because their use 
tables for routing. Examples of DHT networks include Chord, 
CAN, Tapestry, etc. Using a DHT-P2P solution, the 
information can be sent by multicasting. The use of a 
multicast routing protocol for the pub/sub system has been the 
natural choice in topic-based DHT systems, as each published 
topic is identical to one multicast group. However, 
multicasting cannot be directly used in content-based systems 
because subscribers cannot be directly mapped to multicast 
groups [35], [36]. Moreover, when a multicast routing is used 
the data is replicated and sent to all the nodes in the list. The 
multicast process and data replication introduce high latencies 
and also high traffic that can be not suitable for microgrids.  

 
The multicast routing problem has been studied in some 

research works [11],[17],[27] looking for clusters of nodes 
configuration for multicast groups in order to reduce the 
network traffic.  In these solutions, the routing system allows 

 
Fig.2. Communication architecture of a publish/subscribe system. (p and s 
indicate a generic publisher and subscriber respectively) 

TABLE I 
NETWORK REQUIREMENTS FOR MGS APPLICATIONS 

Communication 
Requirement 

Latency Bandwidth 

Distribution 
Management 

100ms-2s 9.6-100kbps 

Demand Response 500ms-several minutes 
14-100kbps per 

node 
Monitoring Information 15ms-200ms 9.6-56kbps 

Control Information 16ms‐100ms  9.6-56kbps
Messages requiring 
immediate actions  

1A:3 ms or 10ms;1B: 
20 ms or 100 ms 

 
9.6kbps 

Outage Management 2s 56kbps 
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each node to create a routing table that associates the 
subscription of interest. Thus, each node is incorporated to the 
clusters that contain its subscription information and each 
publisher transmits a notification through the group of 
clusters. Upon publishing an event, the node transmits a 
notification to the nodes that are in its routing table and 
simultaneously are interested in that topic, as well as those 
nodes that operate as a relay node for the topic. The matching 
system of these solutions works as follows: once the node 
receives the notification, it extracts the information, filters the 
content and subscribes if the content matches.  

However, refs [11] and [27] are topic-based and they are 
solutions that have not been specifically developed for energy 
environments. Therefore, the network performance and the 
optimization of computational resources have not been taken 
into account. In addition, although [17] is developed for 
energy environments, the pub/sub system is also topic-based 
and is not as efficient as content-based, due to there is not 
guarantees that subscribers receive accurate information about 
the topics they are interested in. As a consequence, the routing 
system still generates an excessive traffic as an event can be 
sent to not interested nodes and they do not need to route it 
[9]. In addition, the topic-based system also influences in the 
matching system that could produce too much false positives. 

To overcome this limitation, in [14] an indexing system to 
provide content-based pub/sub systems over P2P networks is 
presented. A one dimensional representation using Hilbert 
space filling curve for pub/sub system is created. The results 
indicate that with Hilbert indexation, subscription forwarding 
load and speed up content matching is reduced. However, this 
system is neither a solution for microgrids nor routing 
mechanisms are proposed. In fact, this solution has been 
developed for file sharing applications in P2P environments. 
However, in such applications, the network performance 
requirements are less critical than the ones of microgrids. For 
that, this system is not a suitable solution for microgrids. 

In summary, the previously proposed solutions that develop 
pub/sub middlewares for energy networks have some common 
limitations: (i) their focus is on the theoretical background of 
middleware architectures without any performance analysis; 
(ii) their studies are constrained to topic-based systems which 
use multicast routing mechanisms, with no attention to the 
network performance cost or the wasted computational 
resources; and (iii) neither the content pub/sub system over 
P2P networks nor their routing mechanism have been 
evaluated for MGs. Table II summarizes these conclusions. 
Therefore, the best pub/sub communication system to develop 
an optimal event notification middleware for microgrids 
seems to be a P2P content-based pub/sub system. For this 
reason, this paper is focused on developing such kind of 
middleware architecture for microgrids.  

 

III. PROPOSED EVENT NOTIFICATION MIDDLEWARE 

The proposed system is a content-based pub/sub event 
notification middleware over a P2P Chord overlay protocol. It 
is composed by the following components:  
(A)  An indexing scheme to implement a content-based  

pub/sub over P2P networks to improve the system 
flexibility and accuracy. 

(B) A content matching subscription mechanism for reducing 
the number of false positives. 

(C) An optimized routing engine (RPL protocol) for event 
dissemination system, to accomplish microgrid network 
performance requirements. 

(D) An event notification service application for achieving a 
fully distributed system.  

Figure 3 presents the architecture of the proposed system. 

 

TABLE II 
REVIEW ON PUB/SUB MIDDLEWARE ARCHITECTURES FOR ENERGY NETWORK 
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[32],[33] ─ ─ ─ ● ─ ● 
[25],[26] ● ̶̶̶─ ● ● ─ ● 
[11],[27] ● ─ ● ─ ─ ─ 
[17] ● ─ ● ● ─ ● 
[14] ● ● ─ ● ─ ─ 
This 
study 

● ● ● ● ● ● 

Legend: ● Indicates that the characteristic is available in the category 
specified in the column heading.  ─ Indicates  that it does not 

Fig.3. Overview of the proposed architecture 
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A. The indexing mechanism construction 

For content-based communication in a pub/sub system, a 
crucial component is the index space, as it is responsible for 
mapping the data elements to this index space.  To be able to 
effectively support the subscription management, the 
multidimensional content space has been associated to a 
single dimensional space by means of the Hilbert Space 
Filling Curve (Hilbert-SFC) [37].The d െ dimensional space 
can be seen as a d െ dimensional cube and the SFC is 
recursively constructed. For that, the d െ dimensional cube is 
first partitioned into 2୩ intervals and these intervals are 
numbered from 0 to 2୩ െ 1. As a result of the cube 
partitioning, ሺ2୩ሻୢ cubes of d െ dimensional are obtained. 
Each one of the cubes is called cell [14]. The partitioned d-
dimensional space is represented by H୩

ୢ.  The index of each 
cell has been produced by using the Hilbert space filling curve 
and it is represented as C ൌ ሺxଵ, xଶ, … . xୢሻ where x୧ is an 
integer of the Hilbert key in the partitioning space [38].  To 
illustrate this, the drawings of the first, second and third order 
approximation of the Hilbert curve have been depicted in 
Figure 4, corresponding to:	Hଵଶ,Hଶଶ	,Hଷଶ, respectively. In Figure 
4 (a) and 4 (b), the Hilbert cells have been indexed in binary, 
while in Figure 4 (c) they have been indexed in its 
corresponding integer Hilbert key in the partitioning space.  

By applying the Hilbert mapping to this multidimensional 
space, the proposed system maps each one of the d-
dimensional attributes to a point of the SFC. This feature 
achieves high expressiveness in subscriptions as well as the 
reduction of the average message size for event publication 
and subscriptions. In this way, a reduction of both 
communication overload and latencies is achieved. The 
publication and subscription indexing are detailed below. 

 
1) Events Publication 

In the proposed solution, every event publication ‘݌’ 
belongs to the event space H and has an event type ‘τ’. It is 
defined as follows: 
																																						ሺp ∶ 	τሻϵ	H																																				 (1) 
 
An event type τ has the following definition; τ ൌ

ሺnத, ሼa଴, aଵ, … aୢିଵሽሻ where nத represents the event type name 
and  ሼa଴, aଵ, … aୢିଵሽ is a collection of event attribute types. 
Each attribute has its own value, v୧, in such way that every 
publication (event),	p, symbolize a point in the content space 
and can be defined as: 

 
																			p: τ ൌ ሼሺa଴, v଴ሻ, ሺaଵ, vଵሻ, … ሺaୢିଵ, vୢିଵሻሽ					 (2) 
 

2) Events Subscription 
A variant of content-based publish/subscribe is proposed. 

Through this modification, the subscribers specify their 
interest in two steps. Firstly, the event type is designated and 
secondly a collection of predicates regarding this event are 
defined. Thus, an event subscription ‘s’ has an event type ‘τ’, 
which is a collection of predicates with its attributes. 

 
 s: τ ൌ ሼrଵ, rଶ, … , r୩ሽ (3) 
 
The set ሼrଵ, rଶ, … , r୩ሽ represents a conjunction of 

predicates. A predicate ′r′ is a tuple, r ൌ ሺa୰, v୰ሻ where	a୰ is 
the attribute name and v୰	is the attribute value. Thus, each 
predicate represents the subset of the corresponding attribute 
domain in which the subscriber is interested in. The bounds of 
the subscription for i୲୦ attribute are defined by each predicate. 
Therefore, a subscription is represented by a rectangle that is 
composed by cells in the partitioned space. 

Figure 5 illustrates an example of the proposed indexing 
pub/sub system in the two dimensional Hilbert space. Let us 
consider that three publications pଵ, pଶ,  are generated and	ଷ݌
represented as 4, 57 and 55 respectively. Let us also consider 
that a certain subscription ‘s’ is given by the set of cells {4, 5, 
6, 7, 56, 57, 58, and 59} (the blue rectangle in Figure 5). As it 
can be seen pଵ and pଶ are events of interest for such 
subscription while pଷwill be ignored. 

 

B. Content Matching System  

A subscriber can have multiple subscriptions of interest. 
However, the management of large amount of information 
regarding subscriptions could lead to a big size of the 
subscriptions table. Big size of subscription tables results in a 
waste of processing resources and memory requirements as 
well as a large amount of redundant traffic. In order to avoid 
the unessential subscriptions dissemination and to reduce the 
size of the subscription tables, a subscription merging 
technique based on [14] has been implemented. Merging is a 
method that gives the minimum filter that represents a 
collection of subscriptions defined in the content space. 
Formally, a subscription S is a merger of set of subscriptions: 

 
Fig.4. (a) Hଵ

ଶ, (b) Hଶ
ଶ	, (c) Hଷ

ଶ . The assignment of keys to cells in a Hilbert
Space: first, second and third order.  

Fig.5. Example of publications and subscription indexing in a two dimensional
space, Hଷ

ଶ 
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ଵܵ, ܵଶ … ܵ௡	݂݅	ܵ ⊇ 	⋃௜ୀଵ
௡

௜ܵ. 
Finding the minimum-bounding rectangle that comprises a set 
of subscriptions is the simplest way to achieve the 
subscription merging [14]. Since each subscription is 
represented by the boundaries of each attribute, a subscription 
can be represented as a d-dimensional rectangle in the content 
space. The result of merging is a new rectangle,	S_௔௨௚, that 
includes all the original subscriptions,S_௢௥, that are being 
merged. Figure 6 shows the result of merging applied to three 
subscriptions in a	Hଷଶ Hilbert space by means of minimum 
bounding rectangle. The merging rectangle is the minimum-
bounding rectangle (S_௔௨௚) that contain those cells that 
intersect with the original subscriptions and it is defined as 
follows: 
 _ܵ௔௨௚ ൌ ሼCሺݔଵ, ,ଶݔ … , ௗሻݔ ∊ ௞ܪ

ௗ	݁ݎ݄݁ݓ	ܥሺݔଵ, ,ଶݔ … ,   ⋂	ௗሻݔ
				S ് ∅ሽ                    (4) 
 

In this sample, the resulting augmented subscription	Sୟ୳୥ is 
the rectangle that has intersection with the original 
subscriptions. Therefore, the set off cells that form the 
augmented subscription, Sୟ୳୥, is 
{4,5,58,59,7,6,57,56,8,9,54,55,11,10,53,52}. 

 
Once the indexing cells of the augmented subscription are 

identified, the intervals that represent these cells must to be 
found. These set of intervals (ranges) are based on the Hilbert 
indexing space that compose the augmented subscription. As 
an example, the set of cells that form the augmented 
subscription considered in Figure 6 results in the following 
two intervals for representing the subscription: {[4, 11], [52, 
59]}. In this way, after receiving a publication, the system 
verifies the augmented subscription ranges. As it can be seen, 
the area of the augmentation subscription comprises some 
fragments of the content space that are not included in the 
original subscription. As a consequence, false positives may 
be generated when a publication is disseminated. This number 
of false positives is considerably small, due to the minimum 
surface area of the augmented subscription is taken. 

C. RBR Protocol (Ranged-Based Routing Protocol) 

As explained in section I, P2P generates high network 
traffic rates, so the conventional events dissemination-routing 
engines are not useful in the case of microgrids. For this 
reason, a Ranged-Based Routing (RBR) Protocol has been 
developed. The process of event routing is necessary for 
achieving an efficient event notification middleware. The 
main goal of the proposed routing engine is to meet the 
microgrid network performance requirements. For that, it is 
essential to find the cluster of nodes whose subscription 
matches with the given event. This avoids unnecessary 
retransmissions and reduces the network traffic. 
 The middleware has been developed over structured (DHT) 
P2P networks. The DHT protocol preferred for this work has 
been the Chord protocol, whose features are shown in Table 
III [39]. The basic idea of Chord is the following. The Chord 
DHT overlay arranges peers on a circle topology ranging from 
0 to 2୫ െ 1, where m is the number of bits of the identifiers. 
The peers are ordered following their identifiers. A key is 
stored in each node. The key identifier space assigns the keys 
between each one of the nodes and their predecessors. Each 
node in the circle also upholds a routing table, called finger 
table, which contains information about other neighbors 
(predecessor and successor) in the identifier space. The 
neighbor nodes that comprise the routing table have been 
selected deterministically, using an overlay-specific metric. 
The routing table is used by the lookup algorithm for efficient 
routing. Figure 7 shows an example of Chord overlay 
network. 

 

 
Once the P2P layer is defined, the routing mechanism can 

be executed. On one hand, subscriptions nodes must to be 

 
Fig.6. Merging of three original subscriptions S_୭୰ in the augmented
subscription S_ୟ୳୥		indexed in the partitioned space, Hଷ

ଶ 

 
Fig.7. Example of DHT Chord overlay network with an identifier space 
[0,2଺ሻ.  

TABLE III 
CHORD ROUTING PROTOCOL FEATURES 

Properties 
Popularity Chord is the most popular DHT routing 

protocol 
Design Reduce the complexity in designing P2P 

systems. 
Large-
distributed 
system 

Allows developing completely distributed 
systems. Nodes have the same responsibility in 
the system 

Scalability Is able to scale a large number of nodes 
Self-
discovery 

Allows nodes be located even if the network is 
highly dynamism and nodes enter and leave 
continuously 

Self-
organization 

Nodes failures and disconnections are detected 
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initialized and the subscriptions must to be mapped to each 
Chord peer identifier. For that, the node’s finger table of the 
traditional Chord algorithm has been modified in order to 
embed the augmented subscription ranges and keep the 
neighbor in the identifier space.  Thus, in this scheme, when a 
subscriber node joins the network, it generates its identifier, 
type of events which it is interested in and the ranges of each 
event. After that, it sends the data to its neighbors. Hence, the 
subscriptions of the peers are mapped to each Chord peer 
identifier.  On the other hand, when the publisher node is 
initialized, it creates two threads, one for ingoing and other for 
outgoing routing petitions, and remains waiting for an event. 
When an event is generated, the outgoing process is started 
and the event can be disseminated through the entire ring. The 
major challenge is how the event can be routed to the nodes 
whose content space overlaps the range of subscription. The 
proposed routing procedure developed for this system is 
shown in Figure 8. 

This process is started when a publisher publishes an event 
in order to find subscriber nodes whose subscription matches 
with the given event. To achieve that, firstly, the event is 
indexed by using the Hilbert content space. Secondly, the 
event message must to be created. The event message has 
three main fields: i) The IP address of the node that sends the 
event, ii) the indexed event information, and iii)  the list 
(Match_Node_List) with the matched subscribers nodes, 
which is generated as the event message progresses among the 
nodes of the ring. To build up this list, the 
Match_Search_Node process starts (Figure 9). For that, the 
node consults its finger table, which has been modified with 
regard to conventional Chord, to contain information about: i) 
the event type of each subscription (߬௜), ii) the ranges of this 
subscription (ܴ௜), and the link (L୧) that contains the IP address 
and identifier (id) of the node n୧. Therefore the routing table 
has the entries (߬௜, ܴ௜, L୧). To determine the nodes subscription 
match, the node searches in its routing table and it verifies the 
type of event. If the event type matches to the one that the 
node is looking for, then it checks if it’s subscripted to the 
subscription ranges of that node. If both of these conditions 
are met, the event message will be encoded and it will be sent 
to all matched nodes. Through sending the node match list, 
the receiver nodes is able to verify if the message has already 
been sent to the destination before to send it again, avoiding 
redundant searched messages. 

Upon receiving an event, if the node is one of the 
subscribers, it decodes the message and then the matching 
process starts. In this process, the event is matched against all 
the subscriptions ranges stored in it and, if the event is not a 
false positive, it will subscribe to it. The searching process 
continues until the source’s node is reached. On the contrary, 
if the event message reaches a publisher node (ingoing routing 
petition), before decoding the message, it verifies if is the 
source node. If not, it decodes the message and continues 
delivering it among the nodes of the ring until the node source 
is reached. The process finish when the source node is 
reached. 

The scalability of the system is achieved using the node 
match list that is stored in the nodes, avoiding unnecessary 
traffic in the network. The objective is to identify the clusters; 

in this way, each node that contains matching subscribers 
receives one message per event, minimizing both 
communication and computational costs. 

 

 

 

Fig.8. Flowchart of proposed Ranged-Based Routing (RBR) Protocol 

Fig.9. Detail of Match_Search_Node Process 
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D. Application Layer 

Since microgrids are inherent distributed systems, the event 
notification middleware have been designed following a 
distributed architecture. To achieve that, each peer in the 
system acts as a Notification Broker (NB), in other words, 
each peer implements a notification interface and the whole 
system acts as a single NB. As a result, the interface will not 
be a bottleneck, and the system will not have a single point of 
failure. Moreover, a P2P design avoids the need for 
centralized control and gives the flexibility to join or leave the 
system at any time. When a new node joins the pub/sub 
network, it contacts with its predecessor and successor and 
send its event types and subscription ranges that are interested 
in. When an event in the microgrid occurs, a node in the 
network publishes this event to the matching nodes in the ring. 
Upon receiving a publication, the node looks for the matched 
subscribers and forwards the publication according to the 
RBR protocol. It also sends the node list that has been 
received to avoid redundant search messages. An event 
matches a subscription if and only if the event type is matched 
and the Hilbert index of the cell for the publication is included 
in one of the intervals representing the subscription. For 
unsubscribing, the procedure is exactly the opposite of the 
subscribing process. The leaving node notify the leaving event 
to its predecessor and successor and the remaining nodes 
update its finger table. Besides, the protocol has self-
organization capabilities. For this, Chord runs a stabilize 
algorithm in each node every 60 milliseconds to keep the list 
of predecessors and successors and to confirm that the ring 
integrity has not been corrupted. The subscriptions are 
actualized every 60 milliseconds in order to add or remove 
subscriptions. In this case, if a new subscription is merged by 
an existing subscription without changes in augmented 
subscription, it is not forwarded. Moreover, the proposed 
event notification middleware has a certain security degree in 
terms of integrity of data. This feature is achieved by 
implemented redundant links and self-reconfiguration 
methods. However, the system could be damaged by cyber-
attacks such as Sybil or Eclipse [40], [41]. Thus, additional 
security procedures such as tapping should be studied and 
implemented to reduce the sensitivity to malicious attacks. 
These aspects are out of the scope of this paper, which is 
focused on improving the efficiency of the microgrids 
middleware.  

To illustrate the interest of the proposed middleware in 
microgrid environments, let us see an example of application. 
Let us assume that the event type “island mode” in microgrids 
is defined by two attributes: AC voltage and frequency. This 
is because in island mode, the grid voltage and frequency 
must be controlled to keep these variables in a desirable area. 
In accordance with European Standard EN50160 [42], the 
normal operating conditions for systems with no synchronous 
connection to an interconnected system (island mode) are 
described in table IV. 

 

 
Figure 10 shows the operation zones that are defined as 

normal by the standard. Note that they are three zones clearly 
delimited. In the first one (zone #1) the microgrid is always 
operating in normal conditions. The zone #3 corresponds to 
abnormal conditions. Finally, in zone #2 the operating 
conditions are classified as normal or abnormal depending on 
the conditions that table V specifies, so the time that the 
system is into zone#2 shall be monitored. Therefore, it is 
interesting to define as an event and create a subscription 
when the system is operating in zone #2.  

 
Thus the system for this example could be made as follows. 

On one hand, table V defines the four original 
subscriptions,	sଵ, ,ଶݏ  ସ, with its event type and itsݏ	݀݊ܽ	ଷݏ
corresponding predicates. Note that the predicates associated 
to these subscriptions correspond to the operating conditions 
of interest (zone #2). The subscription to the other zones could 
be carried by following a similar procedure. 

 
Figure 11 illustrates the proposed example in addition with 

three possible publications	pଵ, pଶ, pଷ each one corresponding 
to the described operation zones. The resulting augmented 
subscription	Sୟ୳୥ is the rectangle that has intersection with the 
original subscriptions.  

Therefore, the set off cells that form the augmented 
subscription, S_aug, is 
{0,1,14,15,16,19,3,2,13,12,17,18,4,7,8,11,30,29,5,6,9,10,31,2
8,58,57,54,53,32,35,59,56,55,52,33,34,60,61,50,51,46,45}. It 
is worth to point out that p3 will be detected as a false 

TABLE IV 
VOLTAGE AND FREQUENCY VALUES FOR ISLAND MODE STABLISHED BY 

EN50160 STANDARD 
 Voltage  Frequency  
Range#1 230 Volts ± 10%  

(i.e. 207<V(volts)<253)  
during 95% of a week 

50 Hz ± 2%  
(i.e. 49<f(Hz)<51)  
during 95% of a week 

Range#2 230Volts +10%/-15% 
(i.e.195.5<V(volts)<253) 
during 100% of the time 

50 Hz ±15%  
(i.e. 42.5<f(Hz)<57.5)  
during 100% of the 
time 

 
Fig.10. Operation zones in island mode defined by EN50160 standard 

TABLE V 
SUBSCRIPTION EXAMPLE 

Subscription and predicates 
τ=Island Mode 

Subscription ݏଵ:  
τ(195.5≤voltage≤207 ⋃ 
42.5≤current≤57.5) 

Subscription ݏଶ:  
τ(195.5≤voltage≤253 ⋃ 

42.5≤current≤49) 
Subscription ݏଷ:  

τ(230≤voltage≤253 ⋃ 
42.5≤current≤57.5) 

Subscription ݏସ:  
τ(195.5≤voltage≤253 ⋃ 

51≤current≤57.5) 
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positive, but the system knows that it corresponds to the 
zone#1 so it can be easily eliminated from the list of interest. 

 
 

IV. EXPERIMENTAL RESULTS 

The proposed routing engine and matching system using 
Hilbert space have been evaluated and compared with the 
routing and matching methods based on multicast, which are 
used traditionally in microgrids. To carry out this evaluation, 
an experimental setup (shown in Figure 12) has been built up 
to measure the main performance indicators of the network 
that where defined in section II: subscriptions flexibility, 
latency, bandwidth consumption, routing performance, 
efficiency and computational resources saving. Conceptually, 
there is not a limitation on the number of nodes that can be 
interconnected by means of the proposed distributed 
techniques. However, some physical limitations will appear in 
a practical implementation, which are mainly associated to the 
limits of the communication channel (bandwidth, baud rate, 
noise, etc...). The experimental setup is able to manage up to 
20 nodes.  

 

 
 
This configuration agrees with the one of the embedded 

systems that we have initially chosen to migrate from virtual 
to physical machines, so the experimental results that are 
presented are realistic and valuable to preliminarily validate 
the proposed solution. All tests were run for 15 minutes with 

publishers publishing an event every 10 seconds. The Hilbert 
matrix used for experimental evaluation has been	Hଷଶ.  

It is worth noting that the proposed middleware should be 
implemented on each one of the nodes. Therefore, each node 
is interconnected with its corresponding electric devices of the 
microgrid and also with the communication infrastructure. In 
this way, the proposed communication system is adaptable to 
any kind of microgrid configuration and network topologies. 

A. Subscriptions Flexibility 

As it has been explained before, there are two major classes 
of publisher/subscriber systems: topic-based and content-
based.   

On the one hand, in topic-based systems, subscribers join a 
group containing a topic of interest. Publications are identified 
by specific topics. Therefore, all publications related to that 
topic are broadcasted to all nodes of the specific group.   

On the other hand, in content-based systems, the 
subscribers can accurately specify their interest using a set of 
predicates. In other words, a subscription is a request formed 
by a set of constraints. Therefore, in the proposed system, the 
Hilbert filling curve is used to map a multi-dimensional space 
to a compact Hilbert key, which specifies the pair (attribute, 
value) that defines the constrains. Whit both the Hilbert 
dimension and order, the attributes and the values are 
specified, respectively. In this way, two pairs of (attribute, 
value) can be represented with a Hilbert key by using 2D-n 
order Hilbert curve. Similarly, three pairs of (attribute, value) 
by using 3D-n order, and so on (see Figure 13). 

 
By using Hilbert space filling curve a subscription with N 

constraints can be encode as a unique Hilbert key. Once the 
Hilbert key is package, the RPL protocol will be able to send 
the message only to those nodes whose subscription matches 
with all the publication constraints. In other words, all nodes 
that are subscribed to that Hilbert key. 

To compare the performance of both techniques, the topic-
based approach has been emulate as content-based one as 
follows: 
i) Firstly, the publication with the specified topic is 
broadcasted to all nodes that are subscribed to the specific 
topic group.  
ii) Once the nodes are subscribed, they inform to the 
publishers about their subscription. Therefore, the first 
constraint will be sent only to those nodes that have been 
subscribed to that topic. 
iii) The nodes that match with the topic and with the first 
constraint also inform to the publishers. In this way, the 

 
Fig.11. Sample publication and subscription indexing in a two dimensional 
space, Hଷ

ଶ 

 
Fig.12. Schematic drawing of the experimental setup 

Fig.13. Hilbert space-filling curve (2D- 3rd order and 3D-3rd order from left 
to right) 
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publishers send the second constraint only to those nodes that 
match these conditions.  This process continues by sending 
publications for the N constraints. 

Figure 14 shows a comparative study of the number of the 
interchanged messages that are needed to send a set of 
publications. The results obtained with Hilbert content-based 
are compared to the ones achieved by topic-based in three 
cases: no constraints, with one constraint and with two 
constraints. 

 
 
As it can be seen in Figure 14, the number of interchanged 

messages by using the filtered topic-based approach depends 
on both, the number of nodes in the network and on the 
number of constraints in the publication. Indeed, for sending 
N constraints the publishers need to know the nodes that are 
subscribed to the first N-1 constraints to verify that the 
subscription match to all the publication constraints. This fact 
generates more network traffic.  On the contrary, with the 
filtered Hilbert content-based approach, N constraints can be 
defined in a unique Hilbert key. Therefore, the number of 
interchanged messages only depends on the number of nodes 
in the system and it does not depend on the number of 
publication constraints. The higher expressiveness and 
flexibility of content-based approach reduce the need for 
network resources. The network robustness and scalability 
improve due to the notifications are only sent to the actual 
subscribers. 

B. Network Performance 

This section focuses on the two most critical components 
that dictate the performance of network in microgrids: delays 
and bandwidth. Regarding network delay, Figure 15 shows 
the overall End-to-End (ETE) delay, that is the time elapsed 
from the publication source to the last subscriber, in average 
value for pub/sub solutions based on multicast vs. Hilbert. 
This figure shows that ETE delay for the proposed system is 
lower than the one that offers the pub/sub system based on 
multicast. Note that the proposed system reduces the 
subscription-forwarding load at each node. Therefore, the 
ETE delay is lower than the achieved one by using 
traditionally pub/sub based on multicast methods.  As it is 
shown, the proposed pub/sub middleware improves the ETE 
delay between 35% and 48%, and the improvement increases 

as more nodes connect to the network. The total ETE delay 
for 20 nodes achieved by means of the proposed pub/sub 
middleware is around 270 ms, while with pub/sub based on 
multicast it is around 530 ms. Thus, the average ETE delay 
per node in the proposed system can be estimated around 14 
ms. This means that the average latency to process a 
publication in a pub/sub based on Hilbert middleware is 
around 14 ms, which meet the network microgrid 
requirements that were outlined in Table I. 

 
Related to bandwidth measurements, Figure 16 shows the 

average bandwidth consumption in the network for different 
scales. For that three different scales are considered with 
testbeds of 5, 10 and 20 nodes connected to the network, and 
the bandwidth consumption of the proposed pub/sub system 
against that of pub/sub based on multicast routing method has 
been compared.  

 
As it can be seen in Figure 16, the bandwidth consumption 

with the proposed pub/sub method increases less rapidly that 
with pub/sub methods based on multicast. Overall, the 
average total bandwidth consumption over 15 minutes 
decreases by up to 39.08% for 10 nodes and 49.2% for 20 
nodes where using the proposed pub/sub middleware. These 
results could justify the use of the proposed pub/sub system 
based on Hilbert at the application layer as better use of 
available bandwidth is produced due to the traffic is reduced 

Fig.14. Costs of publishing messages in relation with the publications 
constraints by using topic and content based approaches. 

 
Fig.15. Comparison of average ETE delay vs increasing number of nodes for
pub/sub based on multicast and Hilbert 

Fig.16. Average total bandwidth consumption in time for different scale 
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by eliminating redundant transmission. This redundant 
transmission has been reduced by applying subscription 
merged which can greatly reduce the subscription 
dissemination traffic. In addition, the bandwidth savings 
increase with the size of the network, ensuring more scalable 
communications.  

C. Routing Performance 

The main benefits of the proposed RPL protocol are a 
reduction in both the network traffic (Figure 17) and the 
routing time (Figure 18). The traffic in the network has been 
measured by averaging the total bandwidth consumption in 
kilobytes per second. Figure 17 shows the average total 
network traffic (in consumed bandwidth) for 20 nodes at 15 
minutes. 

 
As Figure 17 shows, the RPL-Hilbert technique consumes 

near two times less traffic that multicasting. The reason is 
that, by using RPL protocol, the neighbor routing tables of 
each node have information about their subscriptions. In this 
way, each publication is delivered only to the subscribed 
nodes and not to the subscribed clusters as multicast routing 
does. Consequently, a network traffic reduction is achieved. In 
addition, RPL protocol has self-organization capability due to 
the overlay Chord infrastructure. With this feature, each node 
knows the disposition of their neighbors, which produces an 
effective method for publication and subscription propagation 
and allows a reduction in the routing time. Figure 18 shows 
the average matching time of publications against 
subscriptions. The average matching time is the average time 
to route the publications to the matched subscriber. They have 
been generated 3000 subscriptions (50 random subscriptions 
for each subscriber node) to evaluate the publication matching 
time.  

As it can be seen in Figure 18, it takes around 13 
milliseconds to route a publication against 3000 subscriptions 
by using the proposed RPL-Hilbert algorithm. With DHT 
Multicast this time is around 29 milliseconds. The matching 
time does not significantly increase as the number of 
subscriptions grows. This indicates that the proposed 
approach is suitable for large scale publish/subscribe systems 
and can efficiently process a large number of messages 
(publications and subscriptions). 

 

D. Efficiency: False Positives 

Figure 19 is the result of one of the most important 
performance metric for efficiency, false positives. A false 
positive is defined as a message received by the node that is 
not interested in the message. This figure shows the total 
average number of received messages per node. This refers to 
the total publication messages that receive the nodes. 
Moreover, the figure also shows the percentage of false 
positive for this quantity of received messages. As it can be 
seen, both average received message and false positives with 
the proposed method results in considerable reduction 
regarding pub/sub based on multicast routing approaches. The  
percentage of false positive decreases as network grows, 
which ensure more efficient communications. This is due to 
the use of Hilbert mapping for routing and merging matching 
that allows the proposed pub/sub system having more chance 
to forward an event to a better neighbor. Note that the event is 
embedded in the routing table and the event matching has 
more probability of success. Moreover, by using the 
minimum-bounding rectangle as merging technique, the area 
for false positives is reduced and the number of the unwanted 
publications is small. 

 

E. Computational Resources Savings 

System memory and CPU are critical resources for the 
operation and performance of any software system. The use of 

 
Fig.17. Consumed bandwidth on 20 nodes network for pub/sub system  
based on multicast and Hilbert routing. 

Fig.18. Average Publication Matching Time 

Fig.19. Percentage of false positive according to the average number of 
received publications per node 
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the merging technique allows reducing the routing 
subscription tables’ size. Thus the processing and storage 
memory requirements that are used by the nodes are also 
reduced. Figures 20 and 21 show the average amount of active 
memory and CPU load, respectively, on a network of 20 peers 
over 15 minutes, with both the proposed pub/sub system and 
the one based on multicast.  

Multicast needs more memory as the scale increases, up to 
130 MB of memory for 20 nodes over 15 minutes, while 
pub/sub based on Hilbert requires 85 MB in the same 
conditions. Similar to the memory analysis, the CPU savings 
increases with the size of the network. Multicast solutions use 
around 74 MHz of CPU for 20 nodes over 15 minutes while 
Hilbert solution uses around 56 MHz. 

 

 
 

The showed results confirm that the proposed system can 
be implemented with a reasonable computational resources 
usage which allows its implementation in embedded systems 

V. CONCLUSION 

In this paper a new event notification middleware for 
content-based pub/sub over peer-to-peer network suitable for 
large-scale microgrids has been presented. The proposed 
middleware uses multidimensional indexing to represent 
publications and subscriptions in one-dimensional space 

through the Hilbert space-filing curve. Based on this 
representation, routing, merging and matching algorithms 
have been developed. On one hand, the ranged based routing 
protocol (RBR) developed can construct and efficient event 
dissemination while it has desirable properties such as self-
organization and scalability. On the other hand, the proposed 
merging and content matching algorithms improve the traffic 
performance and reduce the false positives rate due to the 
minimization of the space of participation nodes that have no 
interest in the event, providing a higher level of reliability 
guarantee. Experimental results have shown that middleware 
based on the Hilbert space improves efficiency, reduces the 
overall network traffic and latencies and achieves better 
computer resources savings. Those improvements are needed 
to meet the demanding communications requirements for 
microgrids. The tests have been carried out by means of 
virtual machines by taking into account most of the system 
physical limitations. Therefore, it can be concluded that the 
proposed solutions are an interesting approach to the problem 
of communications in smart microgrids.  
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