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Human faces play a central role in our lives. Thanks to our behavioural capacity to perceive faces, how a face looks in a painting, a
movie, or an advertisement can dramatically influence what we feel about them and what emotions are elicited. Facial information
is processed by our brain in such a way that we immediately make judgements like attractiveness or masculinity or interpret
personality traits or moods of other people. Due to the importance of appearance-driven judgements of faces, this has become
a major focus not only for psychological research, but for neuroscientists, artists, engineers, and software developers. New
technologies are now able to create realistic looking synthetic faces that are used in arts, online activities, advertisement, or movies.
However, there is not a method to generate virtual faces that convey the desired sensations to the observers. In this work, we
present a genetic algorithm based procedure to create realistic faces combining facial features in the adequate relative positions. A
model of how observers will perceive a face based on its features’ appearances and relative positions was developed and used as the
fitness function of the algorithm. The model is able to predict 15 facial social traits related to aesthetic, moods, and personality. The
proposed procedure was validated comparing its results with the opinion of human observers. This procedure is useful not only for

creating characters with artistic purposes, but also for online activities, advertising, surgery, or criminology.

1. Introduction

Since ancient times, people believe that the face is a window
to the true nature of a person, the most direct way to
their emotions and feelings [1]. People use information
from faces to identify others, to guess their gender, age, or
race, to make attributions such as personality, intelligence,
or trustworthiness [2], or even to judge the emotions and
intentions of the owners of the faces [3]. Our brain is specially
efficient perceiving faces [4, 5] and processing the informa-
tion extracted from them. These attributions are formed very
fast; 34 milliseconds of exposition is enough for human brain
to create a first impression of a face. So, the appearance of
faces plays a central role in our everyday decisions [6-8]
and in our relationships with other people [9]. For example,
voting decisions [6, 10], criminal justice decisions [11, 12],
mate selection [13-15], or how we choose social partners [16]
is influenced by what we perceive in the face of others.

Faces play a central role in art, design, or advertising to
convey and elicit emotions. How a face looks in a painting
or an advertisement can dramatically influence what we feel
about them and what emotions are elicited. Studies are still
being made on the face of the Mona Lisa and the emotions
that her face conveys [17]. Previous works have proved that
when looking at scenes containing human faces, observers
tend to rapidly focus on the faces [18], even if faces do
not occupy the most part of the scene. But faces are not
important only for arts. Due to the importance of appearance-
driven judgements of faces, face perception has become a
major focus not only for psychological research, but for
neuroscientists, engineers, and software developers [19]. New
human-machine interaction systems and online activities like
e-commerce, e-learning, games, dating, or social networks
are fields in which it is common to use human digital rep-
resentations that symbolize the user’s presence or that act as
virtual interlocutor [20]. The importance of communicative
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behaviours of these avatars in new interaction systems [21-
25] hasled to an increasing interest in creating realistic virtual
faces able to convey appropriated sensations to users [26-29].

The objective of this work is to develop a system to
generate realistic looking synthetic faces that transmit to
human observers the sensation of having a set of social traits
each of them in a preestablished amount. The developed
system must create faces with appropriate facial features to
achieve this objective. Hereinafter, social traits will be used
as any judgement that a human observer can make about the
aesthetic characteristics of a face (e.g., attractiveness) or about
the emotional state (e.g., sadness) or personality (e.g., domi-
nance) of the owner of the face. In the same way, facial features
will refer to the morphological characteristics of the faces.

Developing such a system must overcome two great
difficulties. The first one is to establish the relationships
between the facial features of a face and its social traits. Visual
perception research has shown that human brain processes
faces in different way to other kinds of objects [30]. Part-
based perceptual models suppose that objects are processed
on the basis of their components or parts [31]; although
it is commonly agreed that this is the way in which we
process most objects, faces are thought to be processed in
a different way. In relational [32] or configural [33] models
of perception, first-order features (like isolated face features)
are processed in a part-based way, but second- and higher-
order features emerge from the combination of several lower-
order features, and these are used to make judgments from
faces. The amount of information derived from second- and
higher-order features used depends on the kind of judgment
that is made from faces [32]. For example, it is suggested
that face recognition depends mainly on first-order features
and part-based information processing [34, 35], while more
complex judgments require information from second- and
higher-order features. Holistic perceptual models integrate
facial features into a gestalt whole when the human brain
processes a face’s information (holistic face processing) [36].
The pure holistic processing of faces, with no decomposition
into parts, is not supported by the evidences that suggest that
some judgements rely mainly on part-based processing of
faces [30]. This leads to the mixed holistic/part-based models.
These models do not exclude part-based processing from the
global holistic processing during face perception [37, 38].

Therefore, to establish the relationships between facial
characteristics and social traits elicited in the observers is
challenging due to the complexity of the face perception pro-
cess itself. But, if such a model that relates facial features and
social traits is developed, another difficulty remains to create
faces that convey a predefined set of social traits. It is possible
to consider a face like a set of facial features. This way, the
problem is to find the optimal combination of facial features
that elicits, simultaneously, a preestablished quantity of each
social trait. Therefore, the problem becomes a multiobjective
combinatorial optimization problem. Moreover, the number
of facial features to be considered can be high (nose, mouth,
eyes, eyebrows, relative distances, etc.), as well as the number
of possible types of each facial feature (how many types of
noses, eyes, jaws, etc.). Therefore, the space of solutions of the
problem can be huge.

Complexity

There are systems to generate realistic synthetic faces
and to synthesize emotional facial expressions since the last
century [39-42]. A common approach for modelling social
traits in artificially generated faces is to systematically modify
one facial feature over an existing face, asking people to
assess the modified face in the range of the social traits of
interest. The modified feature that obtains the best score is
fixed and the process is repeated over another facial feature.
Considering the holistic face perception model, this approach
is far from being optimal. Some other techniques bear in
mind that faces are perceived in a gestalt whole rather than
as a collection of features independently considered. Among
them, two sets of methods can be differentiated: psycho-
logical reverse correlation methods (PRCM) and reverse
correlation methods in the context of face space models
(FSRCM) [3]. PRCM alter faces using randomly generated
noise. There are two popular PRCM techniques, both of them
consisting in superimposing noise on images. In the first
approach, the base face is unambiguous (e.g., a prototypical
sad face), while in the second approach, the face is ambiguous
(e.g., two facial expressions morphed in one face) [43-45].

While the previous approach made use of noise to achieve
its objective, FSRCM approach is focused on changing some
characteristics of the faces directly. The procedure can be
divided into two tasks: the first one is to develop a model
of a face representation, and the second one is to establish
the changes in the facial features of the face that lead
to the desired changes in social judgments. Similarly to
PRCM, FSRCM does not explicitly manipulate facial features.
This approach makes use of a faces space, where faces are
represented as points in a multidimensional space and each
dimension is a property of the face [46]. Oosterhof and
Todorov [47] followed this approach to generate models of
perceived face trustworthiness, threat, and dominance. In
a posterior work, they also built models of several other
social traits, such as attractiveness [3, 48]. Walker and Vetter
[49] used this procedure for aggressiveness, extroversion,
likeability, risk-seeking, social skills, and trustworthiness and
used the obtained models to manipulate real faces leading to
the expected social attributions.

However, these previous methods have some important
limitations. The results of PRCM procedures are models of
the strategy used by observers when they assess faces. These
models are obtained from a survey in which each participant
assesses a big set of artificially degraded faces. The enthusiasm
of the participant to perform the task will most likely decay
with time, affecting the obtained models [43]. Moreover, both
mentioned approaches need a large number of trials to model
the expected social attributions in faces, which can lead to
lose the participant’s motivation and to worsen the quality of
the results. Another limitation of reverse correlation methods
is that they are limited to create models of one category
(e.g., trustworthy, dominant, etc.) per task. Outcomes may
change considerably when the objective is to create faces
that convey several social traits to some extent, considering
simultaneously multiple traits.

In this work, we propose a very different approach to
automatically create virtual realistic faces that convey several
social traits simultaneously, each of them in a predefined
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FIGURE I: Structure of the chromosomes. A face is constructed by placing on the base face the features indicated by genes 1, 3, 6, 8, and 10, at

the positions indicated by genes 2, 4, 5,7, and 9.

quantity. This approach is, basically, to combine the appro-
priate set of facial features to form the faces. The facial
features and their relative positions must be selected in such
a way that impressions elicited in observers were as similar as
possible to those established by the designer. In the first step
of this approach, an evolutionary algorithm that looks for the
adequate set of facial features to elicit the desired social traits
is proposed. This kind of algorithms has been used before in
evolutionary systems to generate faces of specific identity like
EFIT-V [50] or EvoFIT [51].

Secondly, a model that relates the facial features of the
faces to the social traits perceived by human observers is
developed. This model is used as the fitness function of
the evolutionary algorithm. Finally, the optimal set of facial
features is combined to shape a realistic looking face. Using
this new approach, the designer of the virtual face establishes
the amount of each social trait that must be elicited (profile
of social traits), and the system automatically generates the
proper face.

2. A Genetic Algorithm to Generate Faces

Faces are characterized by their features (two specific eyes,
a particular nose, a mouth, etc.) and by the spatial relation
between them (relational information). The facial features
considered in this work were selected considering previous
studies. Internal features (i.e., eyes, nose, and mouth) seem
to have significant importance in face recognition [52, 53].
Among the internal features, eyes play a key role in face
information processing [54]. Some authors include the eye-
brows in the eye area [55, 56] or consider the eyebrows as a
major factor in the perception of a face [57]. Blais et al. [58]
found that the mouth area is an important cue for both static
and dynamic facial expressions, which was consistent with
previous researches [59]. However, external facial features

such as hair or the shapes of the cheek, the chin, or the jaw also
play an important role in the way in which the brain processes
the face information. According to Axelrod and Yovel [60],
the fusiform face area of the brain is not only sensitive to
external features but is also sensitive to their influence on
the representation of internal facial features. Some works
found that the face shape contributes significantly to faces
discrimination [61, 62]. Considering these previous works,
we decided to consider the internal facial features (eyebrows,
eyes, nose, and mouth) and the jaw contour in this study.
Although other features have effect on faces perception, e.g.,
hair and facial hair, skin tone, and facial proportions [14, 63—
67], we limited our study to those features that have a main
effect on face perception, rather than considering features
that may vary from time to time like hair (people can get a
haircut). In addition to these five facial features, the relative
positions between them will be considered. Dgy, Dy, Dy,
and Dy, are the vertical positions of the eyebrows, the eyes,
the nose, and the mouth, respectively, measured from a
horizontal line that passes through the base of the jaw line
(Figure 1). Dy, is the distance between the centres of the eyes.
Therefore, one face can be defined by 10 parameters (EB, E, N,
M) I) DEB’ DE’ DN’ DM’ and DEE)

The number of faces that can be generated as a combina-
tion of these parameters depends on the number of different
values that each parameter can take (the number of different
eyebrows, noses, mouths, etc.). The number of features of
each class included in this study will be discussed later.
Considering a minimum of 10 features of each class, the size
of the solution space is, at least, 1el0. Due to its complexity,
the problem cannot be solved using enumerative or analytic
procedures. Therefore, a genetic algorithm (GA) [68, 69] is
used to look for the optimal combination of parameters. GAs
explore the faces space performing a stochastic guided search
based on the evolution of a set (population) of structures
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FIGURE 2: Flow chart of the genetic algorithm.

(chromosomes). Each chromosome represents a solution to
the problem (a face). The population of faces is evaluated
using a fitness function to measure its suitability for the
requirements of the problem. Based on the fitness of each
chromosome, a new population of faces, which inherit the
best characteristics of their predecessors, is obtained. The
new population of faces is the result of several transfor-
mations guided by genetic operators (selection, crossover,
and mutation), which combine or alter the chromosomes
obtaining new faces. This iterative procedure is repeated
with a predefined number of iterations or until another stop
criterion is reached.

Each chromosome is composed of 10 genes (Figure 1).
Genes 1, 3, 6, 8, and 10 codify one facial feature of each class.
The remaining genes codify the positions in which the fea-
tures will be located in the face. According to the fundamental
theorem of genetic algorithms [69], codifications that favour
short and low-order schemata are preferable. Therefore, genes
that codify the position of one specific feature have been
placed close to the gene that codifies that feature.

The flow chart of the algorithm employed in this work
is shown in Figure2. An initial population of n (popu-
lation size) chromosomes of faces is randomly generated.
Roulette wheel selection [68] is used to choose the survivor
and reproducer chromosomes in each generation. The ratio
between survivors and reproducer is controlled by the P,
(crossover probability) parameter. The number of survivors
is ne(1- P_) - 1, while the number of reproducers is neP_. A
single-point crossover operator is used to obtain the offspring
from the parents. Mutation operator acts over survivors and
the offspring to form a new generation. To complete the n

chromosomes of the new generation, the best face of the
previous generation is always selected to go on to the next
(elitism).

The single-point crossover process is shown in Figure 3.
After selecting two parents, a crossover point is randomly
chosen. Two descendants are produced by merging the genes
that remain on each side of the crossover point in each of
the parents. The crossover is a closed operator since it always
produces chromosomes that represent feasible solutions to
the problem. The mutation operator is applied changing the
allele that occupies a gene if a random number between 0
and 1 is less than P, (mutation probability). The new allele
is selected randomly. A typical value for P, ranges between 0
and 0.1 [70].

3. A Model to Predict Social Traits
Elicited from Facial Features

Two questions remain unsolved in the previously defined
evolutionary algorithm. The first one is to establish the alleles
of each gene that represent a facial feature in the chromo-
somes, i.e., the different eyebrows, eyes, noses, mouths, and
jaws that will be considered as alleles. The second one is to
create a model that relates the facial features that form a face
and the social traits perceived by the observers, i.e., the fitness
function of the algorithm.

3.1. Alleles of the Facial Features’ Genes. The sensations that
a face elicits in human observers arise from the visual
characteristics of the face. It is not possible to establish
the number of different shapes that a human facial feature
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FIGURE 3: Single-point crossover process. Offspring is obtained by merging the genes on each side of the crossover point in each of the parents.

can take, but it can be supposed that features with similar
appearance have the same effect on the perceived social traits.
Considering this, we propose to create groups or clusters of
features with the same appearance. All the features included
in one cluster will elicit very similar sensations in observers.
Therefore, all of them can be properly represented by one of
the features of this cluster (representative feature). In this way,
the number of possible alleles of a gene can be reduced to the
number of representative features, i.e., the number of clusters
of the feature.

To obtain the features clusters, a set of 93 images of
faces (Figure 4(a)) was analysed. After reviewing several
well-known databases [71], we selected the Chicago Face
Database (CED) [72]. This database contains high-resolution
standardized images of real faces of Asian, Black, Latino, and
White males and females with several expressions (including
neutral). All the images in the database have the same
size and resolution; faces have the same position, pose,
and orientation, and the background and illumination are
uniform. The homogeneity of the conditions in which the
images were obtained was an important factor to select
this face database because, for example, differences in the
illumination can affect the way in which a face is perceived
[73]. For this study, we selected the subset of 93 photographs
of white males with neutral expression.

Using CFD supposes another advantage for our study.
Each photograph is accompanied by information about
the target face, and it has been rated by a large sam-
ple of participants on several social traits. We selected
the following social traits: Afraid, Angry, Attractive, Baby-
Faced, Disgusted, Dominant, Feminine, Happy, Masculine,
Prototypic, Sad, Surprised, Threatening, Trustworthy, and
Unusual. Participants responded on a 1-7 Likert scale (1 =

not at all, 7 = extremely) except for Prototypic, that was
responded on a 1-5 Likert scale. Prototypic was defined as in
which degree the face seems typical; in our case, how much
their physical features resemble the typical features of white
people. Detailed information on the database generation and
characteristics of the participants is available in Ma et al.
[72].

We developed an algorithm to automatically process
images from the database and to extract individual images
of the facial features of each face (Figure 4(b)). Our objective
was to extract the internal features (eyebrows, eyes, nose, and
mouth) and the jaw contour. Two automatic facial landmark
detectors were employed, one for the internal features [74]
and another one for the jaw contour [75]. Then, each feature
was extracted individually, centred within the image and crop
so all images of a given type of feature have the same size and
alignment.

Using this procedure, five databases of images of each
feature were created. Then, eigenfaces (a holistic approach
usually applied on whole faces) are used to characterize each
facial feature by its global appearance [76] (Figure 4(c)). This
method performs a principal components analysis over an
ensemble of images to form a set of basis images. These basis
images, known as eigenpictures, can be linearly combined to
reconstruct images in the original set. This procedure allows
for automatic, robust, fast, and objective characterization of
the facial features considering their global appearance while
summarizing the central information to characterize them.
In this case, each facial feature was characterized using 45
eigenvalues. The same value was chosen for all of them in
order to facilitate the subsequent clustering process, bearing
in mind that the explained variances were about 85% or
higher in all cases.
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corresponding gene in the chromosomes of the faces.

At this stage, the appearance of each feature could be
characterized using 45 real values (eigenvalues). K-Means
clustering algorithm [77] was selected to cluster the facial fea-
tures using their eigenvalues as characteristics (Figure 4(d)).
A drawback of using this method is that the number of
clusters (K) must be predefined. The approach used to face
this problem was to perform several K-Means executions
varying K and to calculate Dunn’s Index [78] for each set
of clusters. Dunn’s Index measures the compactness and
separation of the clusters obtained for each K. A higher
Dunn’s Index points to a small intracluster variance and a
high intercluster distance; namely, the features included in
each cluster are more similar among them and more different
from the features belonging to other clusters. Therefore, the
number of clusters for each feature was selected as the K that
maximized Dunn’s Index. Using this procedure, eyebrows
were classified in 10 clusters (EBI to EB10), eyes in 19 (El to
E19), noses in 12 clusters (N1 to N12), mouths in 9 clusters
(M1 to M9), and jaws in 11 (J1 to J11). The classification of
the facial features for each face in the CFD can be found in
the Supplementary Materials of this work (available here).
Finally, the features closest to the centre of their clusters were
selected as representatives of their groups, and they will be
used as alleles of the corresponding gene in the chromosomes
of the faces (Figure 4(e)). In this way, all the features in
the sample are represented by some allele that has similar
appearance. As an example, Figure 5 shows the 9 mouths
selected as representatives (alleles). Each allele represents all
the mouths in its cluster. The mouths in clusters M3, M5, M6,
and M7 are shown in Figure 5.

3.2. Predicting Social Traits from Facial Features. The GA
proposed in this work needs an objective function able to
measure the fitness of a chromosome with respect to the
social traits profile that is looked for. A social traits profile of
a face is composed of the scores of the 15 traits selected in the
previous section: Afraid, Angry, Attractive, Baby-Faced, Dis-
gusted, Dominant, Feminine, Happy, Masculine, Prototypic,
Sad, Surprised, Threatening, Trustworthy, and Unusual. The
fitness function for this problem can be formulated as in
(1), being Tf the desired score for the social trait t and T,
the predicted score for the social trait t of the chromosome
evaluated. While the scores T¢are known, the values of T,
must be obtained from 15 models, each of them able to predict
how human observers would rate the face represented by a
chromosome for one of the 15 social traits.

15
p= Y-
t=1

Although how the social traits of a face are perceived depends
on the whole face, the individual effect of each feature can
explain part of the variation within the faces appraisals [79,
80]. A comprehensive discussion on this approach can be
found in [81]. From this point of view, some studies have used
additive models of the facial attributes appraisals that explain
the majority of the feasible explained variance [82, 83], have
related individual facial features to perceptions of the targets’
personality [84], or have predicted social traits evaluations
from facial features with high accuracy [85]. Obviously, using
these additive models some unexplained variation remains

e
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FIGURE 5: Alleles (representatives) M1 to M9 of the mouths. The mouths belonging to clusters M3, M5, M6, and M7 are shown.

due to the interaction among the considered features and
because the facial features included in the models do not
cover the whole face.

Let us suppose a chromosome with alleles EB, Dy, E, D,
Dgp, N, Dy, M, Dy, and J. To predict Tt (the score of the
face represented by this chromosome for the social trait t),
we propose the additive model shown in (2). In this equation,

each S{ is the individual score of the allele of the feature f
assessed with respect to the trait t, and w{ is the weight of the

feature f in the assessment of the global face with respect to
the trait t.

_ _ _ _T
S
Dgp Dgp
S Wy
E E
St wt
Dg Dg
S Wy
Dgg Dgg
S; Wy 2
T, = N |F N (2)
St wt
Dy Dy
S Wy
M M
St wt
Dy D
S Wy
J J
LS 1 L ow |

The predicted scores of each allele of the feature f with respect
to each social trait (Sfc ) are calculated using (3). In this

equation, S{ is obtained from (4), where nc is the number of

features in the cluster that is represented by the allele and Sf ;
is the score in the social trait f of the face to which belongs

the cluster member i. For example, Figure 6 shows how E{
is calculated for the M5 allele (of the feature mouth) for a
social trait t. The mouth M5 (a) is representative of a cluster
of mouths (b). Each mouth in this cluster has been extracted
from a whole face in the CFD (c), and these faces have scores

(Sfr ;) for all the social traits obtained from a group of human
observers (d). 3?45 is calculated as the mean value of these

scores. The scores of each face in the CFD for each social trait
can be found in the Supplementary Materials of this work.

s -
§f = ——— 4 gCP 4 P 3)
o
St
nc of
5 - 2 S (4)
nc

As 3{ are computed using the mean of the scores of the faces

of the CFD, the variance of E{ values is much smaller than
that of the scores given by the human raters. So that the
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TaBLE 1: Weight of each feature on social traits appraisals normalized to sum up 1 for each trait.
Eyebrow Eye Nose Mouth Jaw DEB DE DN DM DEE

Afraid 0.115 0.170 0.085 0.132 0.089 0.053 0.001 0.106 0.139 0.110
Angry 0.108 0.111 0.102 0.046 0.097 0.017 0.159 0.076 0.125 0.159
Attractive 0.183 0.141 0.144 0.104 0.039 0.051 0.048 0.095 0.063 0.133
Baby-faced 0.152 0.120 0.065 0.121 0.096 0.077 0.069 0.058 0.104 0.137
Disgusted 0.113 0.148 0.100 0.079 0.128 0.037 0.032 0.172 0.032 0.159
Dominant 0.085 0.085 0.131 0.036 0.108 0.117 0.161 0.017 0.083 0.176
Feminine 0.087 0.067 0.088 0.046 0.088 0.199 0.041 0.145 0.074 0.166
Happy 0.184 0.171 0.060 0.181 0.095 0.003 0.017 0.068 0.134 0.088
Masculine 0.138 0.097 0.084 0.090 0.111 0.073 0.136 0.053 0.065 0.153
Prototypic 0.168 0.203 0.055 0.163 0.007 0.055 0.094 0.060 0.163 0.033
Sad 0.117 0.115 0.112 0.105 0.059 0.149 0.028 0.000 0.148 0.166
Surprised 0.123 0.119 0.091 0.104 0.094 0.128 0.062 0.085 0.104 0.091
Threat. 0.084 0.148 0.084 0.028 0.123 0.072 0.173 0.036 0.089 0.162
Trust. 0.135 0.184 0.016 0.163 0.092 0.083 0.056 0.141 0.054 0.075
Unusual 0.127 0.117 0.058 0.102 0.129 0.085 0.134 0.068 0.086 0.095
Mean 0.128 0.133 0.085 0.100 0.090 0.080 0.081 0.079 0.098 0.127

models can take extreme values present in the CFD scores,

E{ are transformed like in (3). In this equation, tr and oy
t t

are the mean and the standard deviation of the Etfvalues of all

the alleles of the feature f for the trait t, and u<*? and ¢ P
are the mean and the standard deviation of the scores in the
CED for the trait t. In this way, Stf values have the same mean
and standard deviation as the original CFD scores.

The individual effect of each feature can explain part of
the variation within the faces appraisals [79, 80], but each
facial feature has different effect size. Using a weight per facial
feature and social trait, like in (2), gives different importance
to each facial feature on the formation of the impression of
each social trait. The capability of the developed models to
predict the perceived social traits lies in achieving a good
fitting to the scores of human observers (available on the
CFD). Therefore, it is necessary to find the best combination
of weights. To do that, all the faces in the CFD were codified
as their corresponding chromosomes. Then, we used a GA in
which the fitness function was defined as the mean squared
error between the model predictions on the chromosomes
and the actual face scores of the assessed faces. Given the
characteristics of the problem, using gradient-based methods

such as Quasi-Newton method might be sufficient in this
case; however, we used a GA because the structure of our big
dataset was well conditioned to be used by our calculation
module, and using another procedure would have required a
time-consuming dataset processing.

The GA was configured to perform single-point crossover
and uniform mutation. The crossover probability was set at
0.6 and the mutation probability at 0.001 on a population of
50 individuals. The permitted range for the weights was set
to the interval [0; 1]. The selection method employed was
Stochastic Universal Sampling, and the Survivor Selection
Policy was fitness-based with elitism. The number of itera-
tions was established at 200 000; however, this limit was never
reached due to the early stopping condition implemented.
This condition allowed for a maximum of 100 consecutive
iterations without a change higher than 0.0001 in the best
solution fitness. With this configuration, the optimization
was performed individually for each social trait, resulting
in a total of 15 sets of weights, one for each trait. The
obtained weights, normalized to sum up 1 for each social trait,
are shown in Table 1. Table 2 shows Pearson’s r correlation
coeflicient and mean square errors (MSE) between the results



Complexity

W[V 8 [W[P[WY
EB3 E4 N7 M1 J8
Gen 1 Gen 2 Gen 3 Gen 4 Gen 5 Gen 6 Gen7 Gen 8 Gen 9 Gen 10

@) ® p
'_"_’

FIGURE 7: Generating a realistic looking face from a chromosome combining facial features. (a) Mask positioning. (b) Pasting the features.

(c) Applying the Poisson Image Editing method.

TABLE 2: Pearson’s r correlation coefficient and mean square errors
(MSE) between the results of the models and the actual faces scores
by social trait.

Social trait r MSE

Afraid 0.70 0.1013
Angry 0.73 0.1872
Attractive 0.77 0.1923
Baby-faced 0.81 0.1661
Disgusted 0.70 0.0841
Dominant 0.74 0.2480
Feminine 0.81 0.0528
Happy 0.76 0.1222
Masculine 0.79 0.1051
Prototypical 0.82 0.7067
Sad 0.73 0.2183
Surprised 0.78 0.0220
Threatening 0.76 0.1730
Trustworthy 0.75 0.0633
Unusual 0.75 0.1896
Mean 0.76 0.1755

of the models and the actual faces scores. All the correlations
were highly significant (p values under 0.01).

4. Generating Realistic Looking
Faces from Chromosomes

Once the GA has found the optimal combination of facial
features for eliciting a preestablished social traits profile, it

is necessary to generate a realistic looking face combining
these facial features. In order to achieve a realistic face, it is
necessary to use an automatic seamless fusion method, which
further adapts the illumination and tone of the different
patches being sewed. The algorithm used in this work to
achieve this task is the Poisson Image Editing method [86].
This algorithm makes use of the Poisson Equation and
information of the gradient of the images in order to achieve
a seamless fusion.

The process is depicted in Figure 7. A base face in which
to paste the different features was generated using FaceGen
software [87]. This base face is common for all the faces. The
genes that codify the facial features (1, 3, 6, 8, and 10) are
used to get the images corresponding to the facial features
to be pasted and to create masks using the landmarks of
the features. The masks are positioned over the base face
in the positions established in the genes 2, 4, 5, 7, and 9 of
chromosome (Figure 7(a)). Then, the images of each feature
are pasted over the corresponding mask (Figure 7(b)). Finally,
the Poisson Image Editing method automatically configures
the new face.

5. Materials and Methods

A software implementing the GA and the Poisson Image
Editing method was developed (Figure 8). This application
permits two different tasks. On the one hand, it makes
evaluating an existing face obtaining its predicted social
traits profile possible. On the other hand, the software allows
defining a social traits profile to be obtained, establishing the
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FIGURE 8: Software implementing the genetic algorithm and the Poisson Image Editing method, and 10 faces generated using the software.

parameters of the GA, and generating a realistic looking face
corresponding to the best chromosome found by the GA.

10 faces were generated using the software to test the
performance of the GA to produce faces that elicit a preestab-
lished social traits profile and the capacity of the models
developed to predict the sensations elicited. To generate the
faces, 10 different social traits profiles were used. The software
was used to obtain 10 faces from these profiles. The 10 faces
are shown in Figure 8. The objective was to compare the social
traits profiles of the obtained faces with the opinion of human
evaluators.

We must distinguish here between the desired profile of
social traits that we initially established as objective and the
profiles finally obtained for the faces. There are correlations
between the perceived social traits. For example, a highly
masculine face is usually perceived as dominant [72] or a
baby-faced one as trustworthy. Some of the profiles used to
generate the faces combined some usually highly correlated
social traits like Masculine, Threatening and Dominant,

or Baby-Faced and Trustworthy (like the faces 9 or 3 in
Figure 8). In these cases, the algorithm was able to find
a combination of facial features with a social traits profile
very similar to the desired profile. On the other hand, some
other desired profiles joint an unusual combination of social
traits, like Dominant and Feminine (face 10), or Angry,
Threatening, and Feminine (face 4), or include Unusual as
a main social trait (faces 2, 5, and 6). These combinations
include social traits that have negative correlations [72].
This means, for example, that changing a facial feature in
a given face to increase the perception of Dominant will
decrease the perception of Feminine. In these cases, the
algorithm will find the face with the social traits profile
nearest to the desired one; however, the differences between
them will increase as the negative correlation between the
desired social traits increases. In some extreme cases, the
profile of the face finally obtained could be far of the desired
one, for example, if the desired profile includes Feminine
and Masculine simultaneously. In these cases, there is no
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TABLE 3: Pearson’s r correlation coefficient, p values, and MSE
between the predicted scores and the actual faces scores by social
trait.

Social trait r P value MSE

Afraid 0.7138 0.0204 0.3183
Angry 0.4555 0.1859 0.5461
Attractive 0.6635 0.0365 1.1713

Baby-faced 0.7081 0.0219+ 0.4359
Disgusted 0.1993 0.5809 0.7178
Dominant 0.7444 0.0135x 0.4712
Feminine 0.7992 0.00553 0.1928
Happy 0.2829 0.4284 0.8351
Masculine 0.8222 0.0035x 0.7031
Prototypic 0.1410 0.6977 0.9038
Sad 0.6751 0.0322# 0.2351
Surprised 0.5437 0.1042 1.1461
Threatening 0.5429 0.1048 0.8069
Trustworthy 0.1930 0.5931 0.7370
Unusual 0.6575 0.0388 0.3852

combination of facial features that can achieve a social traits
profile as the desired one.

Under each face in Figure 8, the 4 main social traits we
used to define its desired profile are shown.

6. Results and Discussion

This work proposes an evolutionary algorithm to automati-
cally create virtual realistic faces that convey 15 facial social
traits, each of them in a predefined quantity, combining
the appropriate set of facial features to form the faces. For
each social trait, a model that predicts the scores of human
raters has been developed. 10 faces with different social traits
profiles were generated using the proposed procedure. To test
the performance of the system, the results were compared
with the opinion of human evaluators. 35 people participated
in the survey, 16 men and 19 women. The ages of the
participants were between 18 and 71 years old, with a mean
age of 37 Participants were asked to assess the 10 created
faces using the same scale as the CFD (1-7 Likert). To avoid
the learning effect, the social traits and the face order were
randomly presented to each participant.

Table 3 shows Pearson’s r correlation coeflicient, p values,
and MSE between the predicted scores and the actual faces
scores by social trait. Positive correlations were found for
all the traits, being strong and statistically significant for 8
of them, namely, Afraid, Attractive, Baby-Faced, Dominant,
Feminine, Masculine, Sad, and Unusual. Low MSE between
the predicted scores and the actual faces scores by social
trait were obtained for these traits. Although moderate
positive correlations were found for Angry, Surprised, and
Threatening, these were not significant.

The main objective of this work was to generate faces that
elicit a preestablished set of social traits on most observers.
Figure 9 shows the results for each face. Blue bars represent
the social traits profile predicted by the models. The orange
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lines are the mean of the scores of human participants
(whiskers represent + 1 times the standard deviation about
the mean). The MSE between predicted scores and the means
of the scores of the participants are shown for each face
in Figure 9. The mean MSE between the predicted scores
and the actual faces scores of 10 faces generated by the
proposed system was lower than 0.64. Considering only
the 8 social traits in which significant correlations were
found (Afraid, Attractive, Baby-Faced, Dominant, Feminine,
Masculine, Sad, and Unusual), the mean MSE for all the faces
was 0.26.

Despite the complexity of the face perception process,
the results obtained show that 8 of the models developed
in this work have been able to establish the relationships
between the facial features and the social traits elicited in
the observers. In addition, the interrater agreement among
people’s judgements on social traits of faces is usually low [72].
However, the proposed procedure was able to approximate
the mean opinion of the human observers, finding strong
correlations for these 8 social traits.

On the other hand, finding the combination of facial
features that elicits several social traits simultaneously, each
of them in a predefined amount, is a complex multiobjective
problem. This work approached the problem using eigenfaces
to create clusters of facial features with the same appearance
and selecting one representative feature of each cluster to be
used as alleles in a GA. The mean MSE obtained for the tested
faces (0.26 on a 1-7 Likert scale) suggests the validity of this
approach.

The models obtained in this work to predict social traits
from facial features give insights on how important each
facial feature is in the formation of each impression of a face.
Each additive model considers the individual contribution of
each facial feature to explain part of the variation within the
appraisals of a social trait. The models add the individual con-
tribution of each feature, weighted by its relative importance
in the social trait assessed. The weights presented in Table 1
suggest the effect of each facial feature on the variation of
each social trait. For example, in the case of Afraid, the eyes,
the mouth, and the position of the mouth seem to have a
bigger effect than, for example, the nose or the jaw. Therefore,
if it is necessary to change the level in which a given face is
perceived as Afraid, shifting the facial features with higher
weights will have a bigger effect.

Even though there exists some works on this topic, any
of them allows creating realistic faces conveying more than
one social trait at a time. Dotsch and Todorov [45] use grey
images with superimposed noise in order to achieve faces
which convey trustworthiness or dominance. Vernon et al.
[88] propose a system able to model social traits and produce
cartoon-like computer-generated faces able to elicit three
social traits: approachability, youthfulness, and dominance.
Perhaps, the proposal closest to the one presented in this
work is the one of Walker and Vetter [49], which is capable
of creating realistic faces expressing only one social trait at
a time. According to our best knowledge, this is the most
comprehensive work, in terms of number of social traits
considered, generating realistic looking faces that elicit a
preestablished set of sensations on most observers.
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However, some limitations of this study must be pointed
out, mainly regarding the generalization of the findings. 93
faces of the Chicago Face Database were used to obtain the
models relating facial features and facial assessments. The
set of faces belongs to men between the ages of 18 and
40 years living in the Chicago (USA) area. The subjective
classifications of the faces were made by a specific group of
women and men probably from the same city [72]. Therefore,
both the faces and the appraisals used to develop the models
come from a specific community. The generalization of the
results to faces of people from other communities must be
carefully addressed.

Our future works will be intended for developing similar
studies for female faces and for extending the results to other
races. On the other hand, visual perception research has
shown that human brain processes faces in a very complex
way [30]. Although the first-order features play a central role
in how a face is perceived, second- and higher-order features
emerge from the combination of several lower-order features
and are used to make judgments from faces. Using a larger
face database in our future works would allow us to consider
interactions between the facial features, at least of second
order, and, probably, to improve the results obtained.

7. Conclusions

This work proposes a new approach to automatically create
virtual realistic faces that convey several social traits simul-
taneously, each of them in a predefined quantity. To create
the faces, a genetic algorithm selects the appropriate facial
features (including eyes, eyebrows, nose, mouth, and jaw) and
their relative positions, in such a way that impressions elicited
in observers are as similar as possible to those established
by the designer. The facial features used by the algorithm as
alleles are obtained using the eigenfaces method. Using this
method clusters of facial features with the same appearance
were created, and one representative feature of each cluster is
used as alleles. Several models that relate the facial features
of the faces to the social traits perceived by human observers
were developed. These models are used as the fitness function
of the genetic algorithm. Finally, the Poisson Image Editing
method is used to combine the selected facial features in a
face.

15 models were developed to establish the relationships
between the facial features and the social traits elicited in
human observers. Positive, strong, and statistically significant
correlations were found for 8 of them, namely, Afraid, Attrac-
tive, Baby-Faced, Dominant, Feminine, Masculine, Sad, and
Unusual. To test the proposed procedure, several social traits
profiles were established and the developed system was used
to generate faces with these social traits. The social traits of
the generated faces predicted by the models were compared
to the opinion of human observers. The mean squared error
obtained for the tested faces (0.26 on a 1-7 Likert scale)
suggests the validity of this approach and that the system
is able to approximate the mean opinion of the human
observers.

Using the developed system, the designer can establish
the amount of each social trait that must be elicited by a
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face, and the system automatically generates the proper face.
People use information from faces to judge the emotions and
intentions of the owners of the faces. How a face looks in
a painting or an advertisement can dramatically influence
what we feel about them and what emotions are elicited.
In these fields, the procedure presented in this work can
be used for creating faces that conveys the desired set of
sensations to the observer. In the same way, it can be used
in other fields like online activities or new human-machine
interaction systems in which it is common to use human
digital representations that symbolize the user’s presence or
that act as virtual interlocutor.

Data Availability

The Chicago Face Database used to support the findings of
this study is freely accessible on http://faculty.chicagobooth
.edu/bernd.wittenbrink/cfd/index.html. All the images em-
ployed in this study and the results of the facial features
clustering are available on https://github.com/flifuehu/.

Conflicts of Interest

The authors declare that there are no conflicts of interest
regarding the publication of this paper.

Supplementary Materials

Scores for each social trait in CFD and classification of the
facial features for each face. (Supplementary Materials)

References

[1] S. Blick and C. T. Little, “Set in Stone: The Face in Medieval
Sculpture,” The Sixteenth Century Journal, vol. 39, no. 3, p. 924,
2008.

[2] V.Bruce and A. Young, Face perception, Psychology Press, New
York, NY, 2012.

[3] A. Todorov, R. Dotsch, D. H. J. Wigboldus, and C. P. Said,
“Data-driven methods for modeling social perception,” Social
and Personality Psychology Compass, vol. 5, no. 10, pp. 775-791,
2011.

[4] A.R.Damasio, “Prosopagnosia,” Trends in Neurosciences, vol. 8,
no. C, pp. 132135, 1985.

[5] V. Bruce and A. Young, “Understanding face recognition,”
British Journal of Psychology, vol. 77, no. 3, pp. 305-327, 1986.

[6] A.C. Little, R. P. Burriss, B. C. Jones, and S. C. Roberts, “Facial
appearance affects voting decisions,” Evolution and Human
Behavior, vol. 28, no. 1, pp. 18-27, 2007.

[7] A. Todorov, S. Fiske, and D. Prentice, Evaluating Faces on
Social Dimensions. Social Neuroscience: Toward Understanding
the Underpinnings of the Social Mind, 2011.

[8] L. A.Zebrowitzand J. M. Montepare, “Social Psychological Face
Perception: Why Appearance Matters,” Social and Personality
Psychology Compass, vol. 2, no. 3, pp. 1497-1517, 2008.

[9] A. Todorov, C. P. Said, A. D. Engell, and N. N. Oosterhof,
“Understanding evaluation of faces on social dimensions,
Trends in Cognitive Sciences, vol. 12, no. 12, pp. 455-460, 2008.


http://faculty.chicagobooth.edu/bernd.wittenbrink/cfd/index.html
http://faculty.chicagobooth.edu/bernd.wittenbrink/cfd/index.html
https://github.com/flifuehu/
http://downloads.hindawi.com/journals/complexity/2018/9270152.f1.pdf

14

[10] A.Todorov, A.N. Mandisodza, A. Goren, and C. C. Hall, “Infer-
ences of competence from faces predict election outcomes,”
Science, vol. 308, no. 5728, pp. 1623-1626, 2005.

[11] J.L.Eberhardt, P. G. Davies, V.]. Purdie-Vaughns, and S. L. John-
son, “Looking deathworthy perceived stereotypicality of black
defendants predicts capital-sentencing outcomes,” Psychological
Science, vol. 17, no. 5, pp. 383-386, 2006.

[12] J. P. Wilson and N. O. Rule, “Facial Trustworthiness Predicts
Extreme Criminal-Sentencing Outcomes,” Psychological Sci-
ence, vol. 26, no. 8, pp- 1325-1331, 2015.

[13] J. Bovet, J. Barthes, V. Durand, M. Raymond, A. Alvergne, and
A. Sanchez, “Men’s Preference for Women’s Facial Features:
Testing Homogamy and the Paternity Uncertainty Hypothesis,”
PLoS ONE, vol. 7, no. 11, p. e49791, 2012.

[14] B.]J. W. Dixson, D. Sulikowski, A. Gouda-Vossos, M. J. Rantala,
and R. C. Brooks, “The masculinity paradox: facial masculinity
and beardedness interact to determine women’s ratings of men’s
facial attractiveness,” Journal of Evolutionary Biology, vol. 29, no.
11, pp. 2311-2320, 2016.

(15] C. F. Keating and J. Doyle, “The faces of desirable mates and
dates contain mixed social status cues,” Journal of Experimental
Social Psychology, vol. 38, no. 4, pp. 414-424, 2002.

[16] J. H. Langlois, L. Kalakanis, A. J. Rubenstein, A. Larson, M.
Hallam, and M. Smoot, “Maxims or myths of beauty? A meta-
analytic and theoretical review;” Psychological Bulletin, vol. 126,
no. 3, pp. 390-414, 2000.

[17] E. Liaci, A. Fischer, M. Heinrichs, L. T. van Elst, and J.
Kornmeier, “Mona Lisa is always happy — and only sometimes
sad,” Scientific Reports, vol. 7, no. 1, 2017.

[18] M. Cerf, E. P. Frady, and C. Koch, “Faces and text attract
gaze independent of the task: experimental data and computer
model,” Journal of Vision, vol. 9, no. 12, pp. 74-76, 2009.

[19] R. Jack and P. Schyns, “The Human Face as a Dynamic Tool
for Social Communication,” Current Biology, vol. 25, no. 14, pp.
R621-R634, 2015.

[20] A. Davis, J. Murphy, D. Owens, D. Khazanchi, and I. Zigurs,
“Avatars, people, and virtual worlds: Foundations for research in
metaverses,” Journal of the Association for Information Systems,
vol. 10, no. 2, pp. 90-117, 2009.

[21] N. Yee and J. Bailenson, “The proteus effect: the effect of
transformed self-representation on behavior,” Human Commu-
nication Research, vol. 33, no. 3, pp. 271-290, 2007.

[22] M. Fabri and D. Moore, “The use of emotionally expressive
avatars in Collaborative Virtual Environments,” in Proceedings
of the AISB’05 Convention: Social Intelligence and Interaction in
Animals, Robots and Agents - Joint Symposium on Virtual Social
Agents: Social Presence Cues for Virtual Humanoids Empathic
Interaction with Synthetic Characters Mind Minding Agents, pp.
88-94, UK, April 2005.

[23] M. Fabri, S. Elzouki, and D. Moore, “Emotionally expressive
avatars for chatting, learning and therapeutic intervention,”
in Human-Computer Interact, J. A. Jacko, Ed., pp. 275-285,
Springer, Berlin, Heidelberg, Germany, 2007.

[24] P. V.R. Carvalho, I. L. dos Santos, J. O. Gomes, M. R. S. Borges,
and S. Guerlain, “Human factors approach for evaluation and
redesign of human-system interfaces of a nuclear power plant
simulator,” Displays, vol. 29, no. 3, pp. 273-284, 2008.

[25] V. Orvalho, J. Miranda, and A. A. Sousa, “Facial Synthesys
of 3D Avatars for Therapeutic Applications,” Studies in Health
Technology and Informatics, vol. 144, pp. 96-98, 2009.

Complexity

[26] T. Trescak, A. Bogdanovych, S. Simoff, and I. Rodriguez,
“Generating diverse ethnic groups with genetic algorithms,”
in Proceedings of the 18th ACM symposium on Virtual reality
software and technology - VRST '12, ACM Press, NY, USA, 2012.

[27] J. A. Diego-Mas and J. Alcaide-Marzal, “A computer based
system to design expressive avatars, Computers in Human
Behavior, vol. 44, pp. 1-11, 2015.

[28] A. Albin-Clark and T. Howard, Automatically Generating Vir-
tual Humans using Evolutionary Algorithms, W. Tang and J.
Collomosse, Eds., EG UK Theory and Practice of Computer
Graphics, 2009.

[29] P. Sukhija, S. Behal, and P. Singh, “Face Recognition System
Using Genetic Algorithm,” Procedia Computer Science, vol. 85,
pp. 410-417, 2016.

[30] D.W.Piepersand R. A. Robbins, “A Review and Clarification of
the Terms “holistic,” “configural,” and “relational” in the Face
Perception Literature,” Frontiers in Psychology, vol. 3, 2012.

[31] I Biederman, “Recognition-by-components: a theory of human
image understanding,” Psychological Review, vol. 94, no. 2, pp.
115-147, 1987.

[32] R. Diamond and S. Carey, “Why Faces Are and Are Not Special.
An Effect of Expertise,” Journal of Experimental Psychology:
General, vol. 115, no. 2, pp. 107-117, 1986.

[33] J. C. Bartlett, J. H. Searcy, and H. Abdi, What Are the Routes
to Face Recognition? Perception of Faces, Objects, and Scenes:
Analytic and Holistic Processes, 2006.

[34] V. Goffaux and B. Rossion, “Faces are “spatial”’-holistic face
perception is supported by low spatial frequencies.,” Journal of
Experimental Psychology: Human Perception and Performance,
vol. 32, no. 4, pp. 1023-1039, 2006.

[35] E. McKone, “Tsolating the Special Component of Face Recog-
nition: Peripheral Identification and a Mooney Face.,” Journal
of Experimental Psychology: Learning, Memory, and Cognition,
vol. 30, no. 1, pp. 181-197, 2004.

[36] J. W. Tanaka and M. J. Farah, “Parts and Wholes in Face
Recognition,” The Quarterly Journal of Experimental Psychology
Section A, vol. 46, no. 2, pp. 225-245, 2018.

[37] B.Rossion, “Picture-plane inversion leads to qualitative changes
of face perception,” Acta Psychologica, vol. 128, no. 2, pp. 274—
289, 2008.

[38] E. Mckone and G. Yovel, “Why does picture-plane inversion
sometimes dissociate perception of features and spacing in
faces, and sometimes not? toward a new theory of holistic
processing,” Psychonomic Bulletin ¢» Review, vol. 16, no. 5, pp.
778-797,2009.

[39] H.R. Wilson, G. Loffler, and E Wilkinson, “Synthetic faces, face
cubes, and the geometry of face space,” Vision Research, vol. 42,
no. 27, pp. 2909-2923, 2002.

[40] N. Thalmann, P. Kalra, and M. Escher, “Face to virtual face,”
Proceedings of the IEEE, vol. 86, no. 5, pp. 870-883, 1998.

[41] K. E. Ketchum, “Facegen and the Technovisual Politics of
Embodied Surfaces,” WSQ: Women’s Studies Quarterly, vol. 37,
no. 1-2, pp. 183-199, 2009.

[42] E. B. Roesch, L. Tamarit, L. Reveret, D. Grandjean, D. Sander,
and K. R. Scherer, “FACSGen: A Tool to Synthesize Emotional
Facial Expressions Through Systematic Manipulation of Facial
Action Units,” Journal of Nonverbal Behavior, vol. 35, no. 1, pp.
1-16, 2011.

[43] M. C.Mangini and I. Biederman, “Making the ineffable explicit:
Estimating the information employed for face classifications,”
Cognitive Science, vol. 28, no. 2, pp. 209-226, 2004.



Complexity

[44] R. Dotsch, D. H. J. Wigboldus, O. Langner, and A. Van Knip-
penberg, “Ethnic out-group faces are biased in the prejudiced
mind,” Psychological Science, vol. 19, no. 10, pp. 978-980, 2008.

[45] R. Dotsch and A. Todorov, “Reverse Correlating Social Face
Perception,” Social Psychological and Personality Science, vol. 3,
no. 5, pp. 562-571, 2012.

[46] A.]. Calder and A. W. Young, “Understanding the recognition
of facial identity and facial expression,” Nature Reviews Neuro-
science, vol. 6, no. 8, pp. 641-651, 2005.

[47] N. N. Oosterhof and A. Todorov, “The functional basis of face
evaluation,” Proceedings of the National Acadamy of Sciences of
the United States of America, vol. 105, no. 32, pp. 11087-11092,
2008.

[48] C. P. Said, N. Sebe, and A. Todorov, “Structural Resemblance
to Emotional Expressions Predicts Evaluation of Emotionally
Neutral Faces,” Emotion, vol. 9, no. 2, pp. 260-264, 2009.

[49] M. Walker and T. Vetter, “Portraits made to measure: Manipu-
lating social judgments about individuals with a statistical face
model,” Journal of Vision, vol. 9, no. 11, pp. 12-12, 2009.

[50] S.]J. Gibson, C.]. Solomon, M. I. S. Maylin, and C. Clark, “New
methodology in facial composite construction: From theory to
practice,” International Journal of Electronic Security and Digital
Forensics, vol. 2, no. 2, pp. 156-168, 2009.

[51] C. D. Frowd, P. J. B. Hancock, and D. Carson, “EvoFIT: A
Holistic, Evolutionary Facial Imaging Technique for Creating
Composites,” ACM Transactions on Applied Perception, vol. 1,
no. 1, pp. 19-39, 2004.

[52] M. S. Keil and K. J. Friston, ““I Look in Your Eyes, Honey”:
Internal Face Features Induce Spatial Frequency Preference for
Human Face Processing,” PLoS Computational Biology, vol. 5,
no. 3, p. €1000329, 2009.

[53] D.G.Kwart, T. Foulsham, and A. Kingstone, “Age and beauty are
in the eye of the beholder;” Perception, vol. 41, no. 8, pp. 925-938,
2012.

[54] E. Fox and L. Damjanovic, “The eyes are sufficient to produce
a threat superiority effect,” Emotion, vol. 6, no. 3, pp. 534-539,
2006.

[55] C. Saavedra, P. Smith, and J. Peissig, “The Relative Role of
Eyes, Eyebrows, and Eye Region in Face Recognition,” Journal
of Vision, vol. 13, no. 9, pp. 410-410, 2013.

[56] J. Sadr, 1. Jarudi, and P. Sinha, “The role of eyebrows in face
recognition,” Perception, vol. 32, no. 3, pp. 285-293, 2003.

[57] D. Lundgvist, F. Esteves, and A. Ohman, “The face of wrath:
Critical features for conveying facial threat, Cognition &
Emotion, vol. 13, no. 6, pp. 691-711, 1999.

[58] C.Blais, C. Roy, D. Fiset, M. Arguin, and F. Gosselin, “The eyes
are not the window to basic emotions,” Neuropsychologia, vol.
50, no. 12, pp. 2830-2838, 2012.

[59] R. L. Terry, “Further Evidence on Components of Facial
Attractiveness,” Perceptual and Motor Skills, vol. 45, no. 1, pp.
130-130, 2016.

[60] V. Axelrod and G. Yovel, “External facial features modify the
representation of internal facial features in the fusiform face
area,” Neurolmage, vol. 52, no. 2, pp. 720-725, 2010.

[61] A.]. Logan, G. E. Gordon, and G. Loffler, “Contributions of
individual face features to face discrimination,” Vision Research,
vol. 137, pp. 29-39, 2017,

[62] M. K. Yamaguchi, T. Hirukawa, and S. Kanazawa, “Judgment of
gender through facial parts,” Perception, vol. 42, no. 11, pp. 1253-
1265, 2013.

15

[63] P. M. Pallett, S. Link, and K. Lee, “New “golden” ratios for facial
beauty;” Vision Research, vol. 50, no. 2, pp. 149-154, 2010.

[64] B. C. Jones, A. C. Little, D. M. Burt, and D. I. Perrett, “When

facial attractiveness is only skin deep,” Perception, vol. 33, no. 5,
Pp. 569-576, 2004.

[65] N. Hagiwara, D. A. Kashy, and J. Cesario, “The independent
effects of skin tone and facial features on Whites affective
reactions to Blacks,” Journal of Experimental Social Psychology,
vol. 48, no. 4, pp. 892-898, 2012.

[66] E. Tsankova and A. Kappas, “Facial Skin Smoothness as an
Indicator of Perceived Trustworthiness and Related Traits,”
Perception, vol. 45, no. 4, pp. 400-408, 2015.

[67] B.Fink, N. Neave, J. T. Manning, and K. Grammer, “Facial sym-
metry and judgements of attractiveness, health and personality;”
Personality and Individual Differences, vol. 41, no. 3, pp. 491-499,
2006.

[68] D. E. Goldberg, Genetic algorithms in search, optimization and
machine learning, Addison-Wesley Longman Publishing Co.,
Inc, Boston, MA, USA, 1989.

[69] J. H. Holland, Adaptation in Natural and Artificial Systems: An
Introductory Analysis with Applications to Biology, Control, and
Artificial Intelligence, University of Michigan Press, Oxford, UK,
1975.

[70] M. Srinivas and L. M. Patnaik, “Genetic algorithms: a survey;’
The Computer Journal, vol. 27, no. 6, pp. 17-26, 1994.

[71] M. Chihaoui, A. Elkefi, W. Bellil, and C. Ben Amar, “A Survey of
2D Face Recognition Techniques,” The Computer Journal , vol.
5, no. 4, p. 21, 2016.

[72] D. S. Ma, J. Correll, and B. Wittenbrink, “The Chicago face
database: A free stimulus set of faces and norming data;”
Behavior Research Methods, vol. 47, no. 4, pp. 1122-1135, 2015.

[73] R. Russell, “Sex, beauty, and the relative luminance of facial
features,” Perception, vol. 32, no. 9, pp. 1093-1107, 2003.

[74] A. Asthana, S. Zafeiriou, S. Cheng, and M. Pantic, “Incremental
face alignment in the wild,” in Proceedings of the 27th IEEE
Conference on Computer Vision and Pattern Recognition (CVPR
’14), pp. 1859-1866, IEEE, Columbus, Ohio, USA, June 2014.

[75] P.B. Thomas, T. Baltrusaitis, P. Robinson, and A. J. Vivian, “The
Cambridge Face Tracker: Accurate, Low Cost Measurement of
Head Posture Using Computer Vision and Face Recognition
Software,” Translational Vision Science & Technology, vol. 5, no.
5, 2016.

[76] L. Sirovich and M. Kirby, “Low-dimensional procedure for the
characterization of human faces,” Journal of the Optical Society
of America, vol. 4, no. 3, pp. 519-524, 1987.

[77] J. MacQueen, “Some methods for classification and analysis of
multivariate observations,” in Proceedings of the 5th Berkeley
Symposium on Mathematical Statistics and Probability, p. 14,
University of California Press, Berkeley, Calif, USA, 1967.

[78] J. C. Dunn, “Well-separated clusters and optimal fuzzy parti-
tions,” Journal of Cybernetics, vol. 4, no. 1, pp. 95-104, 1974.

[79] R. Cabeza and T. Kato, “Features are Also Important: Contri-
butions of Featural and Configural Processing to Face Recogni-
tion,” Psychological Science, vol. 11, no. 5, pp. 429-433, 2000.

[80] S. S. Rakover, “Featural vs. Configurational information in
faces: A conceptual and empirical analysis,” British Journal of
Psychology, vol. 93, no. 1, pp. 1-30, 2002.

[81] L.Z. McArthur and R. M. Baron, “Toward an ecological theory

of social perception,” Psychological Review, vol. 90, no. 3, pp.
215-238, 1983.



16

[82] D. Gill, “Women and men integrate facial information differ-
ently in appraising the beauty of a face,” Evolution and Human
Behavior, vol. 38, no. 6, pp. 756-760, 2017.

[83] L. T. Maloney and M. E. Dal Martello, “Kin recognition and the
perceived facial similarity of children,” Journal of Vision, vol. 6,
no. 10, article no. 4, pp. 1047-1056, 2006.

[84] S. V. Paunonen, K. Ewan, J. Earthy, S. Lefave, and H. Goldberg,
“Facial features as personality cues,” Journal of Personality, vol.
67, no. 3, pp. 555-583, 1999.

[85] M. Rojas Q., D. Masip, A. Todorov, J. Vitria, and C. I. Baker,
“Automatic Prediction of Facial Trait Judgments: Appearance
vs. Structural Models,” PLoS ONE, vol. 6, no. 8, p. €23323, 2011.

[86] P. Pérez, M. Gangnet, and A. Blake, “Poisson image editing,’
ACM Transactions on Graphics, vol. 22, no. 3, pp. 313-318, 2003.

[87] Singular Inversions, “Facegen modeller;” Toronto, ON; 2008.

[88] R. J. Vernon, C. A. Sutherland, A. W. Young, and T. Hartley,
“Modeling first impressions from highly variable facial images,”
Proceedings of the National Acadamy of Sciences of the United
States of America, vol. 111, no. 32, pp. E3353-E3361, 2014.

Complexity



Advances in Advances in . Journal of The Scientific Journal of
Operations Research Decision Sciences  Applied Mathematics World Journal Probability and Statistics

|nternational
Journal of
Mathematics and
Mathematical
Sciences

Journal of

Optimization

Hindawi

Submit your manuscripts at
www.hindawi.com

International Journal of
Engineering
Mathematics

International Journal of

Analysis

Journal of : Advances in ] Mathematical Problems International Journal of Discrete Dynamics in
Complex Analysis Numerical Analysis in Engineering Differential Equations Nature and Society

International Journa!

of
Stochastic Analysis Mathematics Function Spaces Applied Analysis Mathematical Physics

Journal of Journal of Abstract and ; Advances in



https://www.hindawi.com/journals/jmath/
https://www.hindawi.com/journals/mpe/
https://www.hindawi.com/journals/jam/
https://www.hindawi.com/journals/jps/
https://www.hindawi.com/journals/amp/
https://www.hindawi.com/journals/jca/
https://www.hindawi.com/journals/jopti/
https://www.hindawi.com/journals/ijem/
https://www.hindawi.com/journals/aor/
https://www.hindawi.com/journals/jfs/
https://www.hindawi.com/journals/aaa/
https://www.hindawi.com/journals/ijmms/
https://www.hindawi.com/journals/tswj/
https://www.hindawi.com/journals/ana/
https://www.hindawi.com/journals/ddns/
https://www.hindawi.com/journals/ijde/
https://www.hindawi.com/journals/ads/
https://www.hindawi.com/journals/ijanal/
https://www.hindawi.com/journals/ijsa/
https://www.hindawi.com/
https://www.hindawi.com/

