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Chapter 1

Introduction

Mobile computers, such as notebook computers and personal digital assistants (PDAs), are facing a rapid growth, being nowadays everywhere. Owners of these devices also have desktop machines back at the office and want to be connected to their home base even when away. Since having a wired connection is impossible in many scenarios, there is a lot of interest in wireless networks.

Wireless networks have many uses, like the portable office or for rescue operations at disaster sites where the communications infrastructure has been destroyed. People on the road want to use their portable electronic devices to send and receive telephone calls, faxes, and electronic mail, read remote files, login on remote machines, and do this from anywhere on land, sea, or air. Furthermore, wireless networks are of great value to fleets of trucks, taxis, busses, and vehicles in general. Eventually, all wireless and fixed-line networks will merge with the Internet.

There are three basic methods to create a wireless network: infrared, radio or laser. Infrared is used for local wire replacements over small distances (mouse to PC). Laser technology offers much greater capability for distance and speed. In networking, lasers typically bridge two network segments between two separate buildings. Radio solutions are different for LAN and WAN uses. WANs use satellite and microwave portions of the radio frequency spectrum. LANs use radios that operate in the free ISM frequency [1]. Wireless networks based on the radio interface defined by the IEEE 802.11 [2] standard which is the radio technology this thesis is based on.

The chapter is structured as follows. Section 1.1 explains the IEEE 802.11 standard. Section 1.2 describes the connection problem observed into rural areas, and Section 1.3 explains the objectives of this master thesis.

1.1 Overview of the IEEE 802.11 Standard

The IEEE 802.11 standard is a technology whose purpose is to provide wireless access to local area networks (WLANs). Stations using this technology access the wireless medium using either the Point Coordination Function (PCF) or the Distributed Coordination Function (DCF). The Point Coordination Function is a centralized access mode optionally used when a point coordinator (PC) is available. When relying on the PCF, contention-free period (CFP) and contention period (CP) alternate over time. The Distributed Coordination Function uses a listen-before-talk scheme named carrier sense multiple access (CSMA) with collision avoidance (CA). The CSMA/CA technology distributes the medium access task among all stations, making every station responsible for assuring the delivery of MAC service data units and reacting to collisions. The collision avoidance scheme is used to reduce the probability of collisions between different stations.
CHAPTER 1. INTRODUCTION

1.1.1 Network Architecture

There are three possible network configurations available within the IEEE 802.11 framework, and they are IBSS, BSS and ESS.

- An IBSS (Independent Basic Server Set), also known as ad hoc network, is a network established from a mesh of mobile stations without any sort of infrastructure.

- BSS (Basic Server Set)-based networks, also known as infrastructure networks, are formed around an access point that typically has a wired connection with an external network infrastructure. Each mobile node communicates directly with the access point.

- ESS (Extended Service Set) networks are characterized by the existence of multiple access points whose coverage area partially overlaps.

1.1.2 Physical Level

The bandwidths defined by the standard currently range from 1 to 54 Mbps, but other standards being developed in the 802.11 family shall offer greater bandwidth. The IEEE 802.11 standard defines three physical layers. Two of them were designed for operation at the ISM (Industry, Scientific and Medical) frequency band (2.4 GHz); these are Frequency-hopping (FH) and Direct-sequence (DS) spread-spectrum frequency techniques. A physical layer using infrared light (IR) was also defined. The 802.11a technology is a physical layer annex to IEEE 802.11 for operating on the 5 GHz radio frequency. It supports several different data rates from 6 to 54 Mbit/s.

- IEEE 802.11a technology allows achieving good results supporting multimedia applications in environments with several users. The only drawback is that more access points are required to cover a similar area than with IEEE 802.11b or IEEE 802.11g.

- IEEE 802.11b specification enhances the IEEE 802.11’s physical layer to achieve higher data rates on the 2.4 GHz band, combining the DSSS (Direct Sequence Spread Spectrum) technique based with Complementary Code Key (CCK) with QPSK (Quadrature Phase Shift Keying) modulation, which is the key for achieving data rates of 5.5 and 11 Mbit/s.

- IEEE 802.11g is the most recent specification available for IEEE 802.11 physical layer. The main advantage of 802.11g is that it maintains compatibility with more than 11 million Wi-Fi products (IEEE 802.11b) already sold.

- IEEE 802.11n is the 802.11 standard for wireless local-area network. The real data rate throughput is estimated that reach a theoretical 540 Mbit/s. IEEE 802.11n builds upon the previous 802.11 standard by adding MIMO (multiple-input multiple-output) and orthogonal frequency-division multiplexing (OFDM).

1.1.3 Summary

The main purpose of wireless networks is support computational and communication services while moving. The advantages of wireless networks are ease and low cost of installation. In environments when deploying a wired network is difficult, i.e. at home, in remote areas, or where the cost is high compared to benefits, wireless networks are a validate alternative. Therefore, this technology is an alternative to deploy rural networks.
1.2 Rural Networks

Besides universal connectivity, the Internet offers a global platform for accessing a wide range of telecommunication services such as e-mail, e-commerce, tele-education, tele-health, and tele-medicine at a low cost. However, outside the main urban areas, there are still important handicaps that make Internet connectivity a complex and costly task. Over 40% of the world’s population lives in rural and remote areas of developing countries and have poor or no access to basic telecommunications services [3]. In rural areas and small towns the Internet Service Providers (ISPs) do not assume the high-cost of technologies designed for the urban market. Moreover, low population density and high deployment costs discourage ISP investments since the estimated return on investment (ROI) is unattractive.

This problem is emphasized by the study of Bright [4], who shows the Digital Divide between urban areas and rural areas. Others works [5, 6, 7] also focus on this problem, emphasizing on how serious and difficult to handle it is.

The solution to this problem might to have these characteristics: (a) implementation should be possible at a low cost in areas where population density is low, (b) the system can be easily installed, even in remote and inaccessible locations, (c) system operation and maintenance may be carried out even when qualified technical personnel is scarce, (d) implementation should be possible even when basic infrastructure, such as electricity, running water, paved road networks, etc., is absent; and (e) long life cycles.

Recently, the development of wireless local area network technologies has made it possible to consider non-traditional approaches to deploy an infrastructure in rural and developing areas. Such solutions were not possible some years ago since the deployment cost was too high. The newly available technologies are much cheaper to use, making the infrastructure required to connect a village to a big city affordable at a low-cost [8, 6, 9].

1.3 Objectives

The objective of this master thesis is to design an architecture to deploy a mesh network to connect distant areas and create a test-bed to develop and validate the routing protocols used in the architecture proposed.

The main contributions of this thesis are summarized below:

**Generate a tool to provide access control to a wireless network.** We develop a tool to provide access control using an alternative to the standard wireless network encryption like WEP or WPA. The system should allow any public user to register, controlling each user’s privileges. We create a new user control system based on a specially-designed web portal. These special type of portals are known as captive portals. A captive portal is a web-based solution that allows a client to subscribe with the system and, in this way, connect to the different services the system offers.

**Design and test an architecture to connect rural areas with a low cost.** We design an architecture based on wireless networks which extends the capabilities of hotspots to provide wireless connectivity at distant areas and at a low cost. The system combines the promising paradigm of Wireless Mesh Networks (WMNs) [10] with the captive portal technology, and it is based on the use of commercial off-the-shelf wireless devices.

**Generate a test-bed to validate the proposed architecture.** All routing protocols used in the mesh network need to be tested. We develop a test-bed where we can validate these protocols for mesh networking in real devices. We test the behaviour of these routing protocols with different kinds of traffic (such as UDP or TCP), and in different scenarios (like a video-conference).
1.4 Structure of the Thesis

The rest of this master thesis is organized in 4 chapters with the structure presented next:

Chapter 2 overviews the related work concerning MANETs and mesh networks, explaining the behavior of the different routing protocols involved in such kind of networks.

Chapter 3 describes the application developed to provide access control to the network, called TocToc, and the proposed architecture to deploy a mesh network in rural areas, called RuralNet.

Chapter 4 presents and evaluates our proposed test-bed designed to validate the architecture and the routing protocols of the mesh network used. This test-bed is called Castadiva.

Finally, Chapter 5 draws the main conclusions inferred from this master thesis, as well as future research lines related to the present work.
Chapter 2

Related Work

As mentioned in the introduction, several rural areas exist where it is impossible or is too expensive
to deploy a centralized communications infrastructure. The absence of a centralized infrastructure
provides reliability in Mobile ad hoc networks (MANET [11]), eases their deployment and guarantees
the interconnection of wireless devices in hostile environments. However, these advantages come at
a cost as the routing protocol procedures must be incorporated into all the mobile nodes. Although
there is a significant number of proposed ad hoc routing protocols, they basically differ in the methods
to discover the routes between two distant nodes and how the breaks of the established routes are
detected. Developing and testing such routing protocols is mandatory for their success in any mesh
network. To do this test, researchers have two options: simulator and emulators.

The rest of this chapter is structured as follows. Section 2.1 defines MANETs and mesh networks.
Section 2.2 describes the different routing protocols to deploy these networks. Section 2.3 explain the
routing protocol chosen by us to generate a mesh network and Section 2.5 describes the differences
between simulators and emulators, as well as the advantages of using the latter to design MANETs
and mesh networks.

2.1 MANETs and Wireless Mesh Networks

MANETs became a popular subject for research as laptops and 802.11/Wi-Fi wireless networking
became widespread.

MANETs consist of devices that are autonomously self-organizing in networks. In ad hoc networks
the devices themselves conform the network, and this allows seamless communication, at a low cost,
in a self-organized fashion and with easy deployment. Users have the opportunity to create their own
networks, which can be deployed easily and cheaply. However, a price for all those features is paid in
terms of complex technological solutions, which are needed at all layers and also across several layers.

A mesh network [10] is a way to route data, voice and instructions between nodes. Mesh networks
differ from other networks in that the component parts can all connect to each other via multiple
hops, and they generally are not mobile. It employs one of two connection arrangements: full mesh
topology or partial mesh topology. In the full mesh topology, each node (workstation or other device) is
connected directly to each of the other nodes. In the partial mesh topology, some nodes are connected
to all the others, while others are connected only to other nodes with which they exchange most of
the data. Mesh networks are usually used to extend the coverage of access points, and can be seen as
a type of ad hoc network. MANET and mesh networks are, therefore, closely related, but mobile ad
hoc networks also have to deal with the problems introduced by the mobility of the nodes.

Both MANETs and mesh networks require efficient routing protocols to generate correctly. A
routing protocol is a protocol that specifies how routers communicate with each other to disseminate
information, allowing them to select routes between any two nodes on a network. Many of the academic
papers dealing with ad hoc and mesh networks [12, 13, 14, 15, 16, 17, 18, 19] evaluate protocols assuming varying degrees of mobility within a bounded space, usually with all nodes within a few hops of each other, and usually with nodes sending data at a constant rate. Different protocols are then evaluated based on the packet drop rate, the overhead introduced by the routing protocol, and other measures. Section 2.2 provides a short introduction to routing protocols, explaining the different strategies used to generate a MANET and a mesh network.

The importance of MANET and mesh is shown in the wide application area where they are involved. Special situations need communication networks without any short of infrastructure, like emergency missions, military operations or meeting rooms. These scenarios require the quick deployment allowed by MANETs. The research spent in this new technology is growing every year and it is important to have some tools that allow researchers to evaluate their proposals before investing huge amounts of money on it.

2.2 Routing Protocols

A routing protocol is required when a packet must go through several hops to reach its destination. It is responsible for finding a route for the packet and making sure it is forwarded through the appropriate path.

2.2.1 Basic Routing Techniques

Independently of how a routing protocol is classified according to those criteria, the routing techniques used can be divided into three families: distance vector, link state and source routing. We now detail the basic principles of each of these techniques.

**Distance Vector** This technique maintains a table for the communication taking place and employs diffusion (not flooding) for information exchange between neighbours. All the nodes must calculate the shortest path towards the destination using the routing information of their neighbours.

**Link State** The protocols based on this technique maintain a routing table with the full topology. The topology is built by finding the shortest path in terms of link cost, cost that is periodically exchanged among all the nodes through a flooding technique. Each node updates its routing table by using information gathered about link costs. This technique is prone to cause loops on networks with a fast changing topology.

**Source Routing** Technique where all the data packets have the routing information on their headers. The route decision is made on the source node. This technique avoids loops entirely, though the protocol overhead is quite significant. This technique can be inefficient for fast moving topologies due to route invalidation along the path of a packet.

2.2.2 Classification of Routing Protocols

Routing protocols based on algorithms such as distance vector (e.g. RIP [20]) or link state (e.g. OSPF [21]) were available before solutions were sought in the field of wireless ad hoc networks. These routing protocols generate periodic control messages, a procedure that is not adequate for a large network with long routes since it would result in a large number of control messages. Also, all the conventional routing protocols assume bidirectional routes with a similar quality, something that is not always true on some kinds of networks (e.g. wireless ad hoc networks). Routing protocols can be classified according to three different criteria:

- Centralized or distributed: all the decisions take place at a central node. However, with a distributed routing protocol, all the nodes share the routing decisions.
2.2. ROUTING PROTOCOLS

- Adaptive or static: an adaptive routing protocol can change its behaviour according to the network state, which can be the congestion on a certain connection or other possible factors, contrarily to a static one.

- Reactive, proactive or hybrid: a reactive routing protocol must act to find routes when necessary, while a proactive routing protocol finds routes before these are required. Reactive routing protocols are also known as on-demand routing protocols. Since these are executed on-demand, the control packets’ overhead is considerably reduced. Proactive methods maintain routing tables, being these periodically updated. Concerning hybrid methods, they use a combination of both reactive and proactive techniques to achieve a more balanced solution.

2.2.3 Routing in Ad hoc Networks

An ideal routing protocol for ad hoc networks must have certain properties that make it different from the rest. It must be distributed to increase reliability: when all the nodes are mobile, it makes no sense to have a centralized routing protocol. Each node must have enough capabilities to take routing-related decisions with the aid of the rest of the nodes.

Also, a routing protocol should assume that the links detected are unidirectional connections. On a wireless channel an unidirectional connection may be formed due to physical factors, so that bidirectional communication may result impossible. It is also important that an ad hoc routing protocol takes into account issues such as power consumption and security. Obviously, mobile nodes depend on batteries. This means that a protocol that minimizes the total power consumption of network nodes would be ideal. Concerning security, you must take into account that the wireless medium is very vulnerable. At the physical level, DoS attacks can be avoided by using frequency hopping or code-based Spread Spectrum techniques. At the routing level, though, both the authentication of neighbours and the encryption of data are required.

Concerning the routing protocols used on these networks they should be, according to the classification of section 2.2.2, both distributed and adaptive.

Relatively to the third category (reactive/proactive/hybrid), there is no consensus over which is the most adequate strategy. Below we present the different proposals that are currently available for each of these protocol families, and we also include other non-cataloged proposals.

Proactive Routing Protocols The concept of proactive routing means that all the nodes (routers) periodically interchange routing information (or upon detecting topology changes) with the aim of maintaining a consistent, updated and complete view of the network. This avoids delays associated with finding routes on-demand. Proactive techniques typically use algorithms such as distance vector or link-state. Both techniques require routers to periodically broadcast information and, based on that information, to calculate the shortest path towards the rest of the nodes. The main advantage of proactive routing schemes is that there is no initial delay when a route is required. On the other hand, these are usually related to a greater overhead and a larger convergence time than for reactive routing techniques, especially when mobility is high.

Examples of routing protocols using distance vector techniques are the Destination-Sequenced Distance Vector (DSDV) [22] and the Wireless Routing Protocol (WRP) [23]. Examples of link-state based protocols are the Open Shortest Path First (OSPF) [21], the Optimized Link State Routing (OLSR) [13], the Topology Broadcast Reverse Path Forwarding (TBRPF) [24], the Source Tree Adaptive Routing (STAR) [25], the Global State Routing (GSR) [26], the Fish-eye State Routing (FSR) [27] and the Landmark Routing Protocol (LANMAR) [28].

Reactive Routing Protocols Reactive routing does not depend, in general, of periodic exchange of routing information or route calculation. Therefore, when a route is required, the node must start a route discovery process. This means that it must disseminate the route request throughout the network and wait for an answer before it can proceed to send packets to the destination. The route is
maintained until the destination is unreachable or until the route is no longer necessary. On the other hand, the route discovery process causes a significant start-up delay and causes a considerable waste of resources. If the network is wide enough, the overhead will be similar or superior to that achieved with proactive routing protocols.

The most common routing algorithms found among reactive routing protocols are distance vector and source routing. Example of reactive routing protocols are the Ad-hoc On-demand Distance Vector (AODV) [29], the Dynamic Source Routing (DSR) [30], the Associativity Based Routing (ABR) [31], the Signal Stability based Adaptive routing (SSA) [32], the Temporally Ordered Routing Algorithm (TORA) [33], the Relative Distance Micro-discovery Ad-hoc Routing (RDMAR) [34] and the Dynamic On-demand MANET routing protocol (DYMO) [14].

**Other Strategies** There are other strategies proposed for the design of routing protocols. There are, for instance, hybrid solutions such as the Zone Routing Protocol (ZRP) [35], there are some protocols based on clustering and hierarchical architectures, such as the Clusterhead Gateway Switch Routing (CGSR) [36], the Distributed Mobility-Adaptive Clustering (DMAC) [37] and the Cluster-based Energy Saving Algorithm (CERA) [38]. The LAR protocol [39] tries to avoid this problem by using GPS information so that only those nodes on a certain geographic area between source and destination must retransmit route requests.

Next we describe the OLSR protocol since we decided to use it in our Castadiva architecture (see Chapter 4).

### 2.3 The Optimized Link-State Routing Protocol (OLSR)

The Optimized Link State Routing protocol [40] is a proactive routing protocol specifically designed for mobile ad hoc networks (MANETs). It is based on the definition and use of dedicated nodes, called multipoint relays (MPRs). MPRs are selected nodes which are responsible for forwarding broadcast packets during the flooding process. This technique allows to reduce the packet overhead compared to a pure flooding mechanism where every node retransmits the packet when it receives the first copy of it. Contrarily to the classic link-state algorithm, partial link-state information is distributed throughout the network.

**Basic Principles** The OLSR protocol inherits its stability from link-state algorithms. Due to its proactive nature, it offers the advantage that available routes can be used immediately.

Pure link-state algorithms declare and propagate the list of neighbours for each node throughout the network. OLSR tries to improve this solution by using different techniques. To start with, it reduces the size of control packets since it does not declare all of its neighbours, but only a subset of these referred as Multipoint Relay Selectors. A node’s Multipoint Relay is in charge of retransmitting its broadcast messages. The use of MPRs serves the purpose of minimizing the amount of retransmissions upon a flooding or broadcast event.

Besides periodic control messages, the protocol does not generate additional control traffic in response to failures or association with new nodes. The protocol maintains routes towards all networks destinations, being useful in those situations where a great number of MANET nodes is communicating, especially when source/destination pairs are changing frequently. This protocol is more adequate for large and dense networks, where the optimizations achieved by introducing Multipoint Relays offer important benefits.

The protocol is designed to operate in a distributed fashion, so it does not depend on a central entity. Moreover, it does not require reliable transmission of its control messages: each node sends periodic control messages, being tolerant to sporadic losses of control packets. Packet reordering, a frequent phenomena in ad hoc networks, will not cause OLSR to misbehave since each message carries a different sequence number.
23. THE OPTIMIZED LINK-STATE ROUTING PROTOCOL (OLSR)

The OLSR protocol uses per-node packet forwarding, which means that each node uses its most recent information to route a packet. The ability to follow a node can be adjusted by setting the interval between consecutive control messages.

Multipoint Relays  The Multipoint Relay concept consists in trying to minimize the flooding caused by broadcast traffic by eliminating duplicated transmission on a same region. Each network node selects a subset of those nodes in its vicinity to retransmit its packets. Nodes belonging to this subset are a node’s Multipoint Relays (MPRs). The neighbours not part of the MPR subset of a certain node N will still receive packets from it, but will not re-transmit them again. That way, each node maintains a table with the nodes which have selected it as their MPR.

Each node selects its own set of MPRs among their neighbours with a criteria that consists of assuring that all those nodes two hops away from it can be reached with a minimal number of MPRs. Figure 2.1 illustrates this concept.

![Illustration of the multipoint relay concept for node N](image)

OLSR trusts on the MPR node selection to calculate routes towards all the destinations having these as intermediate stations. This solution requires each node to periodically broadcast the list of neighbor nodes chosen as its MPRs. When receiving this information, each neighbor node updates the routes towards all known stations.

Neighbor Detection  Each node must detect those neighbours nodes towards which bidirectional communication exists. To achieve this purpose a node periodically broadcasts HELLO messages containing information about its neighbours and the state of the channel towards them. These messages are received by all neighbours nodes but not retransmitted.

For adequate operation each node will then maintain a table with a list of all the nodes it can see either directly or indirectly. Links to one hop neighbours are tagged as either unidirectional, bidirectional or MPR. Each table entry has a both a sequence number and a timeout value associated, so that old entries can be removed.

Multipoint Relay Selection  Each network node independently chooses its MPR set. To maintain a list of the two-hop neighbours requires analyzing HELLO messages and filtering all the unidirectional links. The MPR set is only altered when a change is detected in terms of one-hop or two-hop neighbours (bidirectional connections only).

MPR Information Broadcasting  Each node must broadcast topology control messages (TC) in order to all nodes maintain their database updated. These messages are broadcasted throughout the
network using a technique similar to the one used for traditional link-state routing protocols, with the only difference that it employs MPRs to improve scalability.

A TC message is sent periodically to each network node to declare its MPR selector set. This means that the message must contain a list with those direct neighbours that have selected it as their MPR. This list always has a sequence number associated.

The list of addresses on each TC message can be partial, but it must be complete before each refresh period ends. These messages will allow each node to maintain its own table with the network topology. If a node has not been selected as any other node’s MPR it does not send TC messages, thereby saving power and bandwidth.

The interval between the transmission of two TC messages depends on whether there have been changes on a node’s MPR selector set. If so, the next TC message can be transmitted before the time scheduled, though respecting the minimum inter-message time.

**Calculation of the Routing Table** Each node maintains a routing table with information on how to access other network terminals. When nodes receive a TC message they store sets of two addresses indicating the last hop before reaching a certain destination node, as well as the destination node itself. By combining the information in these address pairs the node is able to find what is the next hop towards a certain destination node. Minimum distance criteria should be followed to restrict the search options.

Routing table entries are composed of destination, next hop and estimated distance to destination. On this table we only register those entries for which the route towards destination is known. This means that the routing table must be constantly updated according to the topology changes detected.

In a real implementation the OLSR daemon must update the kernel’s forwarding table according to the routing table it maintains, so that packets are sent through valid routes.

### 2.4 Captive Portals

Captive portals are gaining increasing use on freely accessible wireless networks like mesh networks, instead of RADIUS servers or other authentication techniques. Captive portals are often employed at Wi-Fi hotspots, and they can be used to control wired access (e.g. apartment houses, hotel rooms, business centers) as well.

The captive portal technique forces an HTTP client on a network to see a special web page (usually for authentication purposes) before surfin g the Internet. A captive portal turns a web browser into a secure authentication device, which is done by intercepting all packets, regardless of address or port, until the user opens a browser and tries to access the Internet. At that time the browser is redirected to a web page which may require authentication and/or payment, or simply display an acceptable use policy and require the user to agree.

In section 3.1 we explain ToCToC, our captive portal proposal. ToCToC allows any user to connect to a network using devices such as PDAs, mobile phones or laptops. It also provides access control to each user.

ToCToC is not the only captive portal solution available. Other applications like NoCat [41], WifiDog [42] or FirstSpot [43] are available implementations of captive portals.

We decided not to use existing tools like the ones cited above and generate a new one for the following reasons.

**FirstSpot:** Is a commercial software that costs over 500€ and where developers can not change the source code to fit it to their architecture.

**NoCat:** Is a powerful captive portal that is free software. NoCat only allow three kinds of traffic. This means that a client can only choose one of these three different connection options to join NoCat, and we need an application completely flexible to control all client traffic.
2.5 Methodology Used to Evaluate MANET Proposals

Research efforts focusing on ad hoc networks and mesh networks are growing every year, and it is important to have tools that allow researchers to evaluate their proposals before investing huge amounts of money on it. Testing and evaluating a MANET protocol is, therefore, mandatory for its success in any real world application. Researchers in this field have two options for testing new MANET protocols: (a) simulation tools and (b) test-beds.

A simulation tool is a program or system used during software verification, which behaves or operates like a given system when provided with a set of controlled inputs. Currently several simulators exist, like ns-2 [44], OPNET [45], Seawind [46], GloMoSim [47] and REAL [48]. JIST/SWANS [49, 50, 51]. Computer simulation is the most popular way to evaluate MANET routing protocols [52, 53, 54] being ns-2 one of the most extended under the research community. Ns-2 is a discrete event network simulator. It is popular in academia for its extensibility (due to its open source model) and plentiful online documentation. NS is popularly used in the simulation of routing and multicast protocols, among others, and is heavily used in ad-hoc research. Ns-2 supports an array of popular network protocols, offering simulation results for wired and wireless networks alike.

Simulation offers four important advantages [55]: First, it enables experimentation with large networks. Second, it enables experimentation with configurations that may not be possible with existing technology. Third, it allows rapid prototyping. Finally, it makes reproducible experiments in a controlled environment. Simulations also have some disadvantages: First, researchers can not test there their own real world implementation of a protocol in a realistic scenario. Second, simulators also need to incorporate realistic models of node mobility and radio propagation.

A test-bed is a platform for experimentation. Test-beds allow for rigorous, transparent and replicable testing of scientific theories, computational tools, and other new technologies. Several prototypes for generating a real test-bed can also be founded in the literature, like mLab [56] or test emulators like MobiEmu [57]. Test-beds also have some disadvantages: the test-bed called mLab can only generate networks topologies and capture packets, while MobiEmu uses expensive clusters to do their tests.

In Chapter 4 we present our test-bed proposal called Castadiva. Castadiva is a test-bed to emulate MANETs where we can test the behaviour of the network with different routing protocols.
Chapter 3

An Architecture supporting Web-based Services and Authentication

Recent advances in communication technologies, as well as the proliferation of computing devices, are shaping our environments towards an ubiquitous Internet. Each user can access the Internet when going to work using a public transport, in their home or at different public places.

Access control is now a priority to restrict the desired use of networks, controlling what users can and cannot access in terms of services offered. Access control is a main priority in non encrypted wireless networks like MANETs and mesh networks.

However not only computers or laptops can connect to Internet. Each year new devices appear that incorporate the technology to connect to a wireless network, like PDAs or mobile phones. Therefore, our solution must be compatible with all devices on the market.

In this chapter we are going to explain our solution developed to deploy a rural network and the application generated to control users’s access.

The chapter is structured as follows. Section 3.1 explains TocToc, a web-based system to authenticate users. Section 3.2 describes an architecture called RuralNet to offer low-bandwidth Internet access to isolated rural areas using the authentication system of Section 3.1. Finally, Section 3.3 presents Duleduè, a proposal of a service searcher based on the physical position of the users.

3.1 TocToc

TocToc is a architecture based on the captive portal technology that provides access control, control the connexion speed for each user, and give free access to a certain group of servers to everyone if the administrator wants to allow it. A captive portal is a system to control the access into a network using web technology. Today exist several captive portals were developed, like NoCat, WiFiDog and Firstpot, but we will not use them since they are not being finished, being commercial software or not having the functionality required to satisfy our requirements.

In a captive portal tool, when a client first connects to the system and opens a web browser, he is automatically redirected to the main page of the portal; this process is completely transparent to the user (Figure 3.1). The main server controls client access depending on whether he is a registered user or not. Depending on the client’s access level, different services will be provided.

The first time a client accesses the system, he is asked to register himself with the captive portal. After a login process the user can use any of the freely available services or purchase others, like Internet access. Concerning the Internet access service, TocToc allows each client to choose among
multiple connection speeds. Just as an example, Figure 3.2 shows the welcome window for a client that accesses the TocToc system for the first time.

3.1.1 Objectives of the TocToc Proposal

The objective of TocToc is to generate a flexible architecture to easily control the access of each client to a network easily. TocToc simplifies wireless network deployment and lowers costs. It must also be compatible with all devices such as laptops, PDAs and mobile phones that can connect to a network using a Wi-Fi card.

3.1.2 The TocToc System Architecture.

The system is designed to allow any user to connect to a wireless network. Figure 3.3 shows the overall system architecture of TocToc.

Our architecture is organized into three levels: the main server, the wireless network and the users:

- **Main server.** Is the server where the TocToc applications, the databases and a web server are running. All client authentication and interaction will be done by these applications. This server includes two different networks interfaces: to connect to the wireless network and a high-speed connection to Internet.

- **Wireless network.** A free wireless network that allows users to connect to the system. This wireless network is based on the IEEE 802.11 technology, being composed by one or more wireless nodes. It can not use any encryption, such as WEP or WPA, to allow all clients to freely connect to the system.

- **Users.** The users can connect with different devices, such as PDAs, mobile phones or laptops. The only requirement for these devices is to have a wireless card to connect to the wireless network and a web browser to interact with TocToc.
3.1. TOCTOC

3.1.3 Technologies Used

The TOCTOC system was developed using several programming languages and tools. We split it into three conceptual areas: web interface, system interface and database interface.

The implementation of the web interface makes use of different programming languages, i.e., PHP, Javascript, HTML and XML. The combination of these languages allows achieving complex solutions, and yet compose the user interface in a simple and straightforward manner.

The system interface uses PHP to access TC [58] and IPtables [59], and both tools are provided by default on a GNU/Linux system. These tools offer the functionality to control the system’s firewall and to regulate the bandwidth for the different user connections.

The database interface uses PHP technology to access data stored by a MySQL database engine. Figure 3.4 shows the relationship between different software components. We can see that the main server also offers a centralized DHCP service, making it possible for subscribers to be configured automatically.

Figure 3.4 also evidences the different support files created and the tools that use them. A single arrow line represents a reading action and a double arrow line represents a read/write or execute action. This design provides the required flexibility, allowing to make changes or add new modules in a straightforward manner.

3.1.4 TOCTOC’s Basic Functionality

When a client connects to TOCTOC he usually does not know any connection information, namely TOCTOC's URL. Our system re-directs all the unregistered client accesses to TOCTOC’s identification page by typing any URL and trying to access it. The most appropriate solution for this task is developing a captive portal. The enhancements required to make TOCTOC a captive portal-enabled platform are the following.
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Figure 3.3: Architecture of ToTOc.

Capture the subscribers who try to access the Internet through the system.

When an unregistered client tries to access a web page, the system must re-direct the petition to the registration page instead. Once a client has been authenticated, e.g., introducing his user name and a password, he can access the web page he originally requested (if he has credit to do so). In a GNU/Linux system we implemented the capture process using the IPtables tool [39].

IPtables allows a computer to redirect all the traffic that arrives to a Linux system. Redirecting all the traffic coming from an unknown client to the control server allows the system to show a login page. To allow an user to access to Internet, the system must delete the rule that redirects a client to the control server. This option can only be visible for those clients who are allowed to access the Internet.

\[\text{Algorithm 1 User disconnection from ToTOc.}\]

\#The server runs periodically a script containing:

Do for ever:

For every IP used by the DHCP:

read the state of a client:

If the state is:

3) The client is connected, update it to level 2
2) No news of the client in a few seconds, another chance:

Update the state to level 1.
1) No news for a long time. Disconnecting the client:

Redirect all the Internet connections to the server.
Update the client state to 0. Register the disconnection.
0) Client already disconnected.

end if.

end for.

sleep X seconds.

end do.

\#Each time the client access to the system:

Put the client state to 3.
Figure 3.4: Relationship among TocToc’s software components.

To know how many clients are connected at any time the system must detect the remaining clients, disconnect and register off-line clients as quickly as possible. To do that, the system uses Algorithm 1. This algorithm classifies clients into four groups: (a) clients recently connected to the system, (b) clients connected but without any new connections in the last seconds, (c) clients that must to be disconnected because they are off-line for a long time, (d) disconnected clients. The algorithm basically decreases periodically the group counter of each user. Users have a window in their web browser that updates their state to the maximum value. If a user does not refresh his state, the algorithm decreases it periodically until it arrives to 1, hence disconnecting the user.

Control the connection speed of each client.

When subscribers access the Internet using a system as described above, they could, in theory, use all the available bandwidth. This is an undesirable situation. So, it would be desirable to have, for each user, a flexible control of the connection speed. In TocToc this characteristic has been named Cityticket. Depending on the Cityticket bought by a client, he acquires the corresponding connection speed. TocToc implements the Cityticket functionality by using the Traffic Control (TC) [58] Linux tool.

Using TC the main server can regulate the bandwidth of each user, by controlling both download and upload packets passing through the interface that gives access to Internet. TC generates virtual queues assigned to a net device. These queues allow the operating system to control the connection speed associated to this device.

TocToc uses TC to create a hierarchy where every client has two queues and each of these queues controls the download or the upload connection speed. Figure 3.5 shows this hierarchy. The TC tool is controlled by TocToc’s server when it starts and generates a couple of new queues every time a client connects to the Internet. These queues are exclusive to that client, and this allows to control the connection speed separately. Depending on the Cityticket assigned to a client, he acquires a different connection speed. Algorithm 2 shows the the creation of a queue for each client.
Offer free access for specific web servers.

For different reasons, it could be necessary for all clients to have access to a selected group of external web servers, including those clients that do not purchase an Internet connection. TocToc has the option for an administrator to choose a group of servers that can be accessed by everyone, regardless of the Internet privileges granted. For example, if TocToc is installed in a certain town, a free web server could be the city-hall’s web server, which has news addressed to every citizen. TocToc has two ways to add a free web server: by IP address and by connection port.

- Free web server by IP: the system can add new rules to the firewall to allow a specific IP to be reached by all clients connected to the wireless network. If a web server is added here, every request to this server will not be redirected to RuralNet.

- Free web server by connection ports: the system redirects all the free requests to a specific port to an external web server. TocToc has a list of servers in the main page. If a client selects a server in this list, the system redirects the petition to the appropriate port.

The choice of free server based on IP or connection depends on the desired behaviour of TocToc.

3.1.5 The TocToc Interface Implementation

The TocToc Interface is designed to be maintained mostly unaltered regardless of which web browser, operating system or device is used. This means that TocToc must be designed with extended languages such as HTML and XML. Other specialized languages like ActionScript (Flash) and DHTML (a mix of Javascript and HTML) are able to offer a higher programming level for the design and implementation of the visual interface. Notice that all these programming languages are available for every client regardless of the system architecture used. By making use of PHP technology we are able to adapt the web pages to interact with the TocToc Core, hence allowing every device with web browsing capabilities to access the Internet and connect to the TocToc system.

Once inside the system the interface is rather intuitive. Figure 3.6 shows the interface. A left-hand menu provides the user access to all the options made available to him. There are three types of users defined in the system: regular users, users with Internet access, and system administrators.
Algorithm 2 Connection speed of each user using ToCToC.

#Server algorithm. Its supposed to be one device to connect to Internet (client upload speed) and another to make the WI-FI net (client download speed).

For every device
    Delete all the old rules assigned to the device.
    Generate a root queue and assign it to the device.
    #It must not to use the 100% of the bandwidth to avoid saturation.
    Generate a main queue attached to the root queue:
        Select a type of queue (FIFO, stochastic, ...).
        Assign 75% of the bandwidth.
    Generate a default queue attached to the main queue for all the traffic no regulated.
        Select a type of queue (FIFO, stochastic, ...).
        Assign the desired bandwidth.
        Mark all the default packets to use this queue.
end for.

#Client algorithm. The client must create their own queues for upload and download speed.

For the download and upload connection do:
    Delete all old queues assigned to this client IP.
    Generate a client queue attached to the main queue.
        Select a type of queue (FIFO, stochastic, ...).
        Assign the bandwidth of the client.
        Mark all the packets from/to the client IP to use this queue.
end.

The differences among them are reflected in terms of options appearing in the menu. For a regular user only the most basic options appear, i.e., user profile, Internet access, allowed servers and help. An administrator has all the options available, including the system administration options, i.e., user management, connection properties, and Cityticket administration. By selecting a menu option the user is able to navigate through the system, thereby accessing the desired service.

ToCToC has been implemented to support multiple languages. To implement this functionality, we chose to separate the web structure from the text. This means that web pages have two components: a basic structure written in HTML language and text in the XML format on a separate file. This separation allows an administrator to easily update the system with a new language. It merely requires editing the appropriate XML files and adding to every paragraph the appropriate translation for the new language to be supported. The current prototype version of ToCToC supports English, Spanish, and Valencian.

3.1.6 Evaluation

In this section we present some experimental results where the purpose is to assess the correct operation of our ToCToC system. Also, we will study how the bandwidth is shared among different subscribers when these have homogeneous or heterogeneous types of Internet connections.

The Main Server was an AMD XP 2000+ PC with 512 MBs of DDR RAM. It has a Fast-Ethernet connection to the Internet, and a similar connection to a root Access Point. The operating system used is Debian 3.1.

Concerning the clients, these are simulated using four laptops with different capabilities. The best performing one has an Intel Pentium 4 processor at 1700 MHz, and the worst one has was an Intel
Figure 3.6: TocToc interface.

Celeron processor at 150 MHz. All of them are equipped with IEEE 802.11b PCMCIA Wireless Cards (maximum data rate of 11 Mb/s). We also used another machine as an FTP server for experimental purposes.

The strategy followed to make several long-run measurements consisted of developing a series of scripts that allowed automate the evaluation process. Every client has a script that starts an FTP connection to our FTP server, which is accessed only through the TocToc system. We control the throughput of the FTP server so that we can model different connection speeds with TocToc's main server.

We run the tcpdump [60] tool at the Main Server in order to trace all the incoming and outgoing packets. We begin our tests by using only one client, and measuring the accuracy of the bandwidth management system offered by the TC tool. So, our client downloads data uninterrupted from the FTP server, allowing us to compare the requested data rate with the actual throughput received. Figure 3.7 shows the results obtained.

It includes different intervals, where each interval represents the actual range of throughput values experienced by the client; the mean value is also represented. By observing these results we confirm that the requested bandwidth value is close to the throughput provided by the system, except for the last value where 8 Mbit/s are requested and only around 6Mbit/s are finally delivered. When the requested bandwidth surpasses the maximum value achievable with IEEE 802.11b technology, then the Wi-Fi link becomes the bottleneck.

We now proceed with a set of tests where we have all four clients active. We will study the interactions among them when limiting both their bandwidth and the bandwidth towards the FTP server.

We begin by experimenting with different bandwidth values for each client. We set the bandwidth of the four users to 128, 256, 512 and 1024 Kb/s, respectively. Our purpose is to check if the system can indeed make effective the different user privileges. Figure 3.8 shows the obtained results. As can be observed, the TocToc system can offer the requested bandwidth according to the user configuration. We also observed that the throughput values sometimes suffer from variations that deviate them from
the requested ones. We consider that these small discrepancies are due to wireless media noise and not to the bandwidth control algorithms used.

We now extend the previous example by acting upon the link speed between TocToc’s server and the FTP server so as to assess the impact on clients’ performance. We experiment with two different speeds for this link: 1024 Kb/s and 256 Kb/s. In neither case is there enough bandwidth to serve the four clients at their requested data rate.

Figure 3.9 shows that when the maximum aggregated data rate is limited to 1024 Kb/s the two slowest connections use their requested bandwidth of 128 and 256 Kb/s. However the other two high speed connections tend to reach an equilibrium at a similar data rate value during the period when both are active.

When we further reduce the bandwidth at the bottleneck link to 256 Kb/s (Figure 3.10) we find that the throughput value for all the connections becomes stable at a value close to 64 Kb/s, as expected (fair resource sharing).

Though currently we apply this solution of evenly sharing available resources when they become much lower than the aggregated bandwidth requested, we could instead apply a different policy. To accomplish that we would require a solution based on a weighted fair queuing policy. That way, when the available bandwidth becomes too low, users would receive a share of the channel’s bandwidth that is proportional to the bandwidth they have paid for. However, this enhanced solution is outside the scope of this work.

### 3.1.7 Summary

In this section we describe a new captive portal called TocToc, a architecture based on the captive portal technology that provides access control. This captive portal allows us to capture clients, perform a per-user regulation of bandwidth and offer access to an administrator-defined group of free external web servers. We continue explaining the implementation of this captive portal and its Interface. We conclude with a set of experiments were we validate the traffic-shaping tools used by the system, finding that the service offered to clients is the one we expect.
In the next section we explain RuralNet, an architecture to deploy wireless networks in rural areas with the user’s authentication based on ToCToC.

3.2 RuralNet

In the previous section we showed an architecture to deploy a wireless network and give Internet access to a group of subscribers. In this section we explain RuralNet, a captive portal based system providing Internet connection to distant areas where deploying a wired-based infrastructure is too expensive. Such an infrastructure can provide the TCP/IP based services required, besides avoiding the problems referred before. RuralNet is an architecture to strengthen Internet support in rural environments and allows subscribers to access the Internet. It can also provide a group of free services to all the people within a certain area.

RuralNet began in 2005 as a research project at the Technical University of Valencia, Spain. The project intended to develop new information and communication technology to offer low-bandwidth Internet access to isolated rural areas. With this purpose we developed RuralNet, an experimental wireless platform which combines the promising paradigm of wireless mesh networks and cheap off-the-shelf wireless devices to offer a wide range of Internet-based communication services and applications. RuralNet has targeted rural areas of the Comunidad Valenciana, in Spain, with increasing demand for Internet connectivity to support the emerging industrial activity and population demands. To date, we deployed the proposed system in a small-scale project on a rural area located on the south of the Comunidad Valenciana which encompasses about 50 subscribers including local industry and villagers.

3.2.1 Objectives of RuralNet

The general purpose of RuralNet is to strengthen Internet support in rural environments through wireless technologies in the Comunidad Valenciana, Spain. The system should empower mobile users with the ability to access Internet applications on the move.
3.2. RURALNET

Figure 3.9: Download speed when the bandwidth towards the FTP server is limited to 1024 Kb/s.

Rather than creating a new wireless technology, the major challenge has been to demonstrate the practicality of designing and building a system that, by combining existing wireless networks paradigms, is able to reach distant areas at a low cost, while offering a wide range of telecommunication services and applications.

3.2.2 The RuralNet System Architecture

The system is designed to cover a wide area, connecting all the clients with a main server that has full control of the system. The overall system architecture for our RuralNet telecommunication network is shown in Figure 3.11. The system is composed by different nodes connected to each other, forming a mesh network. This approach allows creating a scalable network which is able to cover a vast area, connecting the main server with all the clients within range of any of the nodes deployed. All the software developed as part of the RuralNet project is free software and it can be downloaded at http://www.grc.upv.es/6software/index.html. RuralNet makes use of the TocToc software architecture to provide a flexible way to capture users request.

We have built a prototype composed by multiple Wi-Fi access points connected to a main server, based on TocToc’s architecture. Our architecture is conceptually organized into three levels, which are: the management level (main server), the network connection level (called Backbone Net), and the user level.

- **Management level.** The top level of the system is composed by a server that controls user authentication. This level is based on a web server to interact with the subscribers, a database used to store system information, and a control unit that converts management decisions into traffic rules. Besides, the server has also a high-speed connection to the Internet, along with a wireless or an Ethernet connection to link it with the Backbone Net level. In this level is where the TocToc functionality resides.

- **Backbone Net level.** This second level is composed by a group of nodes distributed in a wide area, composing a mesh network. These nodes are connected to the main server and to other
Figure 3.10: Download speed when the bandwidth towards the FTP server is limited 256 Kb/s.

nodes through either Ethernet or IEEE 802.11 technology. Wireless connections are preferred since they can benefit from antennas to achieve increased range at little cost. The main purpose of this level is to work as a bridge, connecting subscribers to the main server. Each node runs upon a modified version of the OpenWRT [61] firmware, which allow us to implement access control into the node while increasing the hotspot coverage by implementing a multihop wireless mesh network. The OpenWRT firmware offers us all the functionality of the usual GNU/Linux tools for monitoring, bandwidth shaping, firewalling, and so forth. This firmware also allows us to install the OLSR routing protocol to create the mesh network, used by the client to connect to the server. In our prototype, each node is a Linksys router.

- **User level.** At the lowest level we have the actual subscribers. These can connect directly to the wireless infrastructure using their own Wi-Fi enabled computing devices. Such devices can be quite heterogeneous e.g., cell phones, PDAs, laptops, etc. The only restrictions are that these devices must include a Wi-Fi interface, a web browser and a OLSR routing protocol to connect to the mesh network.

Every client within the coverage area of RuralNet can access all the services offered, which does not mean free access or uncontrolled access. Our system is implemented under a captive portal solution (using TocToc, presented in section 3.1) based on the use of wireless access points to provide both an effective user authentication and physical connectivity to the backbone. Therefore, a client only needs a web browser to access the system; further knowledge about wireless networks is not required, neither is it necessary to use special software.

### 3.2.3 Controlling the Access to RuralNet

When a client first connects to the system and opens a web browser, he is automatically redirected to the main page of the portal; this process is completely transparent to the user. The main server controls client access depending on whether he is a registered user or not. Depending on the client’s access level, different services will be provided.
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Figure 3.11: The RuralNet system architecture.

Figure 3.12 shows RuralNet presentation screen. The first time a client accesses the system he is asked to register himself with the captive portal. After a login process the user can use any of the freely available services or purchase others, like Internet access. Concerning the Internet access service, RuralNet allows each client to choose among multiple connection speeds, making the price vary accordingly.

3.2.4 Evaluation

The access control is the same of TocToc and therefore doesn’t need extra evaluation. We focus instead on evaluating the behaviour of the distribution network using ping sessions and evaluating the impact on round-trip time. Figure 3.13 shows the Round-trip time for each packet. We consider two different scenarios: for a clean environment and for a noisy environment. The first one is supposing a network without any interference. The second one is a scenario with other wireless networks causing interference. A real scenario is between both of them.

We can observe that, in a noisy environment, the round-trip time is higher that in a clean environment, and the packet loss is also increased. We also observe that 90% of the total packet interchanges are successfully completed for a round-trip time in the interval from 0.1 to 0.8 seconds, (acceptable to a subscriber without causing annoyance). 10% of the traffic suffers from poor performance. More specifically, 4% of the traffic experiences too high delays, being considered lost in practice.

Packet losses are caused by the collision between packets sent by different devices on the wireless network, and the delay time is caused by the retransmissions caused by collisions.
3.2.5 Summary

In this section we proposed RuralNet, a captive portal based architecture especially designed to provide Internet access in rural areas.

We first analyzed the architecture of the system, putting into evidence the most important elements that conform RuralNet’s infrastructure. We then describe three core elements of the system, which allow us to capture clients, perform a per-user regulation of bandwidth and offer access to an administrator-defined group of free external web servers. We conclude with a experiment were we validate the mesh network used by the system, finding that the service offered to clients is the one we expect.

Overall, this section made evident that by combining both wireless and web technologies we are able to offer a cheap and efficient solution to provide Internet services to rural areas where users are sparsely located.

3.3 Extension to the Proposed Architecture

In section 3.2 we develop an extension of ToCToC for rural areas. In this section now we explain Dulendù, an extension with extra functionality for urban environments based on the position of the user’s device.

Dulendù\footnote{Dulendù means “Where are you?” in a dialect of the region of Lombardia, close to Milán.} was born as a tourist portal with extra functionality like a service searcher. It is based on the position of the user and the services existing around him. This technology is called context-aware computing\cite{62}. In computer science it refers to the idea that computers can both sense and react based on their environment. Devices may have information about the circumstances under which they are able to operate and based on rules, or an intelligent stimulus, react accordingly. The term context-awareness in ubiquitous computing was introduced by Schilit \cite{63}. Context-aware devices
may also try to make assumptions about the user’s current situation. Dey [64] defines context as "any information that can be used to characterize the situation of entities."

### 3.3.1 Objectives and Architecture of Dulenduè

The general purpose of Dulenduè is to generate a context-aware application to strengthen the tourism in the city of Valencia.

The application can work like a tourist information point as well as a shopping consulting center where tourists can search for information about the city anytime that he needs.

This architecture is designed to cover an urban area, using a public network as telephony. Figure 3.14 shows the overall system architecture for Dulenduè. This architecture is similar to RuralNet’s architecture, except that it does not use a mesh network, relying on a wired connection instead.

Our architecture is conceptually organized into four levels, which are: the management level (main server), the network connection level (divided into the connection network and the access network), and the user level. The system has two different networks, the connection network used to connect the main server with the access point, and the access network, used to connect the clients with the access point.

- **Main server.** A server that controls user authentication. It also has a database to store information about all users and information about services offered. It is connected to the wired network.

- **Wired network.** This network connects each access point of the access network to the main server. Can be an ethernet network or use another public network like the telephony network.

- **Access network.** A wireless network deployed in the urban context. Formed by access points installed into the city streets, covering the entire urban area. Each node can cover an area...
around 100 meters, the size of a city block. This network is composed by different access points connected to the wired-network.

- **User level.** Similarly to ToCToC and RuralNet, the user only needs a device with a Wi-Fi card and a web browser. The Wi-Fi card connects the device to the access network and the web browser allows interaction with Dulenduè.

### 3.3.2 The Dulenduè Localization System.

The position of the user is obtained from the access point used to access to the Internet. Each access point is stored into the database with its localization. When a user connects to Dulenduè, the MAC address of packets arriving to the main server becoming to the access point. The system searches for this MAC into the database and obtain the position of the user with an error of less than 100 meters. Enough precision for this context aware application. Figure 3.15 shows the main screen of Dulenduè with the position of the user.

The services are stored into a database in the main server. When a new offered service is created, like a restaurant or a pharmacy, it also stores its position. If a user connects to Dulenduè and searches for a service, the system obtains the position of the user and, afterwards, searches the database for all services near this position. Finally, it returns the results to the user in a web page.

With this information, the user can search for services, shops or any data stored in the database. The system answers all the queries depending on the position of the device, and prioritizes the results according to the user position.

Figure 3.16 shows the result when a user searches for a restaurant. In this example the user selects a restaurant with an average price of less than 40 euros. The user can also select the proximity of the restaurant. Then the application shows all the restaurants that match the specifications of the user. If needed, Dulenduè can show a map with the position of the restaurant or a map with the closest
Figure 3.15: Main screen of Dulendue with the position of the client.

parkings. Figure 3.17 shows the map that appears to an user when he selects the option to see the location of a restaurant.

3.3.3 Summary

In this section we present Dulendue, a possible extension of RuralNet with extra functionality based on the concept of context-aware computing. Dulendue adds a service searcher based on the position of the user in the city. The results obtained by Dulendue vary accordingly with the user localization.
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Figure 3.16: Looking for a restaurant with Dulenduè

Figure 3.17: Map to localize the address of a restaurant in Dulenduè.
Chapter 4

Castadiva: a MANET Emulator

In Chapter 3 we present an architecture to deploy a wireless network to offer TCP/IP based services. In this chapter we are going to present a test-bed designed to evaluate this architecture. Castadiva is a test-bed solution that allows to emulate wireless scenarios using low cost commercial-of-the-shelf devices combined with the power of Linux tools. Castadiva allows to generate a network topology, export it to real devices and obtain test results. It can also generate different traffic between nodes. A test-bed approaches the real behaviour of a network, and this is the point where Castadiva can help in network research efforts. The test-bed runs a real implementation of routing protocols in real devices, allowing to test the implementations before deploying them in a real context.

The rest of this chapter is structured as follows. Section 4.1 explains the objectives of Castadiva. Section 4.2 describes the proposed architecture and Section 4.3 describes its implementation. Section 4.4 describes the evaluation made to validate Castadiva. Finally, Section 4.5 draws the conclusions of this chapter.

4.1 Objectives of Castadiva

The main objective of Castadiva is to generate a test-bed to emulate MANETs where we can test the behaviour of the network with different routing protocols.

This test-bed must use a low cost architecture based on commercial-of-the-self devices and free software. We also wish to generate an application with an user-friendly interface that allows defining the network’s scenario. Castadiva must be compatible with the simulator ns-2 used in our group for comparison purposes and have an user-friendly interface that allows the user to generate the entire simulation easily.

4.2 Architectural Overview

Castadiva is a test-bed developed to evaluate and analyze protocols and applications for MANETs. The test-bed relies on an actual wireless network between nodes for testing purposes. Castadiva is composed by a server that runs the main application, several wireless nodes, two different networks and an application to coordinate all devices.

Castadiva’s server executes the application and configures the network devices. Our prototype is a Pentium IV with 1 GB of RAM memory, and has a Linux Debian distribution installed.

Concerning the wireless nodes used, they can be any sort of computing device, like a laptop, a PDA or a wireless router. In our prototype, each node is a Linksys router. The main requirement for a node is that it must have a Linux/Unix operating system installed, and two network cards: an Ethernet card and an IEEE 802.11 card. If the node is a wireless router, the OpenWRT [61] kernel is a good solution. OpenWRT is an open source operating system available for a wide range of router manufacturers. This
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embedded Linux system natively offers SSH connections, along with the possibility of running shell scripts. Moreover, a programmer can develop its own application in a standard Linux distribution and export it to this operating system. In our case, we developed some applications in C for traffic generation/control purposes.

Figure 4.1: Castadiva’s physical network.

Figure 4.1 shows our Castadiva test-bed. One switch connects Castadiva’s server with all the wireless nodes for coordination purposes. On the right hand of the picture the group of wireless nodes being used is shown. It consists of ten Linksys routers (models WRT56G and WRT56GL) and a Buffalo router (model WZR-RS-G54). The wireless ad hoc network conformed by these nodes is the one used in Castadiva’s test-bed experiments.

Since the controlling application also requires communicating with nodes to send control packets, Castadiva combines two different networks: the coordination network (wired), that connects Castadiva’s core with the wireless nodes, and the wireless network, where actual tests are run. Figure 4.2 shows a schema of Castadiva’s components.

The coordination network is a wired network that connects Castadiva’s core server with the wireless nodes. This network allows the main application to send configuration messages to all the nodes without creating any interference within the wireless network itself. It is based on Fast-Ethernet technology, avoiding large latency. Basically, this network requires a switch connected to the main server and to all nodes. Through this network the main application sends instructions to nodes, allowing them to re-configure so as to create the desired network topology, and also to run small traffic-generating applications available on each wireless node. For communication purposes, we rely on the SSH protocol to send instructions through this network. Using a fast network means that all nodes will start an experiment at about the same time, avoiding significant latency and maximizing result accuracy.

The wireless network is composed by Castadiva’s wireless nodes, and the topology of this network is defined by the GUI of Castadiva, so that it can change at runtime. Nodes communicate in ad-hoc mode using IEEE 802.11g technology.
4.3. CASTADIVA’S IMPLEMENTATION DETAILS

The main application, called Castadiva’s core, is developed in Java. It has two main functions: (a) to allow a user to interact with the system so as to define all the test parameters required (GUI) and (b) to coordinate the wireless nodes during an experiment and manage traffic generation between pairs of nodes. By using Castadiva’s GUI a user can control all of Castadiva’s functionality, defining the network topology and the traffic flow among nodes. Castadiva allows fixing the scenario area where nodes will be deployed. When selecting a node, its location is highlighted and it can be changed according to the desired network topology.

Figure 4.3 shows how Castadiva allows a user to interact with the network. By filling all scenario parameters and deploying all nodes are emulate a network where the user can study the behaviour of applications and routing protocols. When all nodes are deployed the user can press the button Simulate, and each physical node will be re-programmed so as to enforce the chosen network topology.

4.3 Castadiva’s Implementation Details

In this section we detail the requirements of Castadiva. We describe the software tools we have developed to connect all the wireless nodes with the server, and how Castadiva allows making connections among them. We also explain the process of designing network topologies by using the Scenario Generation tool, an interactive and user-friendly interface that allows defining the network’s scenario and the desired traffic connections among nodes.

Castadiva requires some libraries and services to operate. The requirements of Castadiva are different for the server and the wireless nodes. The server must be a standard Linux-based system and must have a Java Virtual Machine, an SSH client, and an NFS server installed. Each node must be a Linux based system with an SSH server and an NFS client; besides, it must include the libc++ library and have the IPtables toolset installed (see figure 4.4).

The connection between Castadiva’s core element (server) and each node is made using both SSH
and NFS connections. On Castadiva’s server, the user interacts with the application by defining the network topology, the traffic and selecting the desired routing protocol. Then, through SSH, the application sends a start instruction to each node through the coordination network (wired). Wireless nodes achieve coordination among themselves by executing the required binaries, which are stored into a server folder shared through NFS. This is a easy way to spread instructions to all nodes, and it solves storage limitation problems on nodes. When tests start, a group of files with the results are created and stored into Castadiva’s server by again relying on the NFS file system. We find that Ethernet connections are fast enough to export these files to the routers without significant delays.

The main application parses the results, obtaining the different test-bed statistics. Finally, the application displays results to the user.

The application was developed using the Java programming language and the BASH scripting language. To make SSH connections through Java we use JSch [65], by JCraft. It is required to coordinate all the nodes during experiments. Castadiva’s implementation can be divided in two parts: the main application and the light-weight applications running on wireless nodes.

### 4.3.1 Wireless Nodes’ Software

Each node has a set of requirements that must be met for successful operation: a Linux-based operating system, a set of special-purpose scripts, some specific applications and connectivity to Castadiva’s server.

The operating system installed on each router is OpenWRT. OpenWRT allows executing BASH scripts natively; besides, it includes Dropbear, a simple SSH server used to receive instructions from Castadiva’s server. Concerning the set of Castadiva’s scripts, they are generated automatically by Castadiva’s main application. Their purpose is to configure the wireless network topology.

Each node makes use of three applications: IPtables, Tcp, and TrafficFlow. The first two are open source and exist in most Linux distributions, while the third was developed by us.

Network topology configuration is made through the IPtables [58] tool. According to the selected topology, IPTables allows us to dynamically break the network links between pairs of nodes. This tool exists for all Linux distributions, including the OpenWRT embedded system. In Table 4.1 we show an
example of IPtables rules generated from Castadiva (using the scenario of Figure 4.7 as reference).

<table>
<thead>
<tr>
<th>Node (MAC)</th>
<th>IPtables Rules</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (00:15:10:83:00:BE)</td>
<td>/usr/sbin/iptables -I INPUT -m mac -m source --source 00:15:10:83:00:CA -j DROP</td>
</tr>
<tr>
<td>2 (00:15:10:83:00:BE)</td>
<td>/usr/sbin/iptables -I INPUT -m mac -m source --source 00:15:10:83:00:CA -j DROP</td>
</tr>
<tr>
<td>3 (00:15:10:83:00:CA)</td>
<td>/usr/sbin/iptables -I INPUT -m mac -m source --source 00:15:10:83:00:CA -j DROP</td>
</tr>
<tr>
<td>4 (00:15:10:83:00:BE)</td>
<td>/usr/sbin/iptables -I INPUT -m mac -m source --source 00:15:10:83:00:BE -j DROP</td>
</tr>
</tbody>
</table>

Table 4.1: Iptables rules: example of usage in Castadiva’s framework.

To generate traffic we use both Ttcp and TrafficFlow tools. Ttcp is an application with network testing purposes. We use this tool to generate all the UDP traffic between nodes. Ttcp allows us to set the number of packets per second sent to a node, along with the size of these packets. The TrafficFlow tool is designed to create a TCP flow between two nodes. To create a flow of data we must specify a source/destination pair, the starting and ending times for this flow, and the maximum amount of bytes to be sent.

Castadiva also includes routing agents for well-known routing protocols, such as AODV [66] and OLSR [67]. We made different tests using both AODV and OLSR, and finally we decided to use the OLSR since OpenWRT includes a stable implementation.

4.3.2 Main Application

Castadiva’s core element, a Java application running at the server, includes all the control functions required for test-bed experimentation. It is responsible for network topology maintenance, traffic control, as well as performance analysis. A user can define the characteristics of wireless nodes, i.e.,
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Each node is deployed at a specific position in a simulated area as chosen by the user, conforming to the network topology. Once the topology is defined, Castadiva must configure the wireless nodes according to that topology. The application communicates with each node through SSH connections to send the required instructions. The traffic flow between nodes and the routing protocol used are also set through this technique. When all experiments are finished, Castadiva’s core must calculate the result statistics for the experiment by gathering all the data obtained, and finally show these results to the user.

Castadiva’s main application was created using Java’s Swing library. We consider that it is a good solution for visual design since most basic components are already created, and can be easily modified by the programmer. In its development we have used the Model - View - Controller [68] design as reference.

Scenario Generation Tool

Castadiva is designed to be a test-bed where network scenarios and traffic between nodes are generated so as to resemble a real MANET. Therefore, it is expected to be an easy and useful tool for the study of MANETs.

To start a new experiment we only need to define the network topology in the corresponding window and then define the traffic flow and the routing protocol used. By pressing the start button tests begin, and Castadiva returns the test results automatically. We now offer more details about Castadiva’s GUI.

Main Menu

A standard menu allows accessing the different options of Castadiva. Basic options were added, allowing a user to save and load a project, or export it to other test environments such as ns-2. It actually generates all the files required as input to this particular simulator, allowing to compare Castadiva’s test results with those obtained through simulation.

![Application control menu](image)

Figure 4.5: Application control menu.

Figure 4.5 shows all the options available in Castadiva. By selecting the application main menu you may start a new test-bed experiment, load a previous one, or save the last one defined. The Simulation menu option opens a window to generate all scenario data. The Configuration option allows a user to adjust server settings, such as defining the NFS folder used. It also allows configuring wireless nodes and adding them to the experiments.

Adding Nodes to the Test-bed

Before starting an experiment the user needs to define the number of participating nodes, along with their configuration. Such information allows Castadiva to access nodes and manipulate them to generate a scenario. Figure 4.6 shows an example of the definition of a node in the system.

All the information is defined automatically when the user wishes to add a new one, though it can be changed by the user. An internal identifier is required to distinguish a node from others in Castadiva’s framework. Such identifier is then referenced when defining the network topology and data.
connections. The remaining parameters will be used by Castadiva’s main application to connect nodes among themselves and with the main server. The MAC address is required for Castadiva to enforce topology changes.

All the executable files and the scripts are stored in an NFS directory that is accessible by all nodes. This way Castadiva makes storage capacity independent of wireless nodes’ memory.

Castadiva relies on its own tools to generate traffic between nodes. Such tools are run on each node, and must be compiled for all types of CPU used. Currently, tools are compiled for MIPS and Intel processors, though the list can be easily augmented.

The SSH user and password fields are used by the main application to connect to each individual router to send the required commands. Also, a Ping button was included to allow testing the connectivity between the server and routers.

**Ad hoc Network Scenario Generation**

Once all the nodes are defined, they can be distributed to form a scenario. Castadiva supports both manual and random topology generation, and scenarios are set through Castadiva’s blackboard. The blackboard is a representation of a virtual environment where nodes are located. Nodes are differentiated through different colors and labels. The radio communication range is also shown through a circle of the same color.

Figure 4.7 shows the topology generation environment. We can see four nodes located in a scenario of 1000 x 800 meters (scenarios bounds are marked with a darker line).

At the right hand we may edit node properties, such as position and signal range. The group of buttons appearing below allow starting a new test, stopping it and rebooting nodes to reset all values.

At the left hand Castadiva offers scenario option editing. We can define the scenario bounds, the test time, node mobility and the selected routing protocol. The “Declare Traffic” button allows setting traffic, as shown below, and the stop button halts it.

A status bar provides general information to inform the user about what is being done, and the horizontal scrolls allow zooming in and out. Finally, the user may alternate between two different views: radio ranges or a graph. Every edge of the graph represents an IEEE 802.11 link connection, which is a more intuitive view.
**Mobility in Castadiva.**

It is important to point out the speed and pause option of the Scenario Window. If a user picks a value greater than zero in the speed option, Castadiva uses a mobility model similar to the random waypoint model used in ns-2, where each node acquires a random movement with a speed between zero and the inserted value. When a node arrives to the destination point, it waits for a selected pause time and then selects a new random destination point to move to.

For the implementation of mobility, Castadiva generates all node movements required for the emulation before it starts. Then it calculates the visibility range for each node every second. The obtained visibility is translated to Iptables rules and written to one file for each node. This file will be loaded at each access point through NFS when the simulation starts. Figure 4.8 shows the file loaded by the access point called “API1”. This figure shows different Iptables rules inserted between sleep rules. The sleep time distributes the Iptables rules throughout the simulation time. So, each rule is loaded only when the emulation represents a node that changes the link connection with respect to other node, Algorithm 3 shows the behaviour of Castadiva when a node (with MAC 00:14:BF:3C:39:EA) is outside its range at second 10, and then returns to its range at second 25.

**Algorithm 3 Iptables rules for a simulation between two nodes.**

```plaintext
sleep 10
iptables -I INPUT -m mac --mac-source 00:14:BF:3C:39:EA -j DROP
sleep 15
iptables -D INPUT -m mac --mac-source 00:14:BF:3C:39:EA -j DROP
```

Castadiva also allows a user to see the position of every node at a given instant. When a simulation finishes, the user can activate the Show option and pick a certain instant. Immediately Castadiva shows the network topology in that instant of time. This option is useful to do an off-line evaluation of the
Network Traffic Declaration

Castadiva’s traffic generation tool allows defining different types of traffic flows between pairs of nodes. With that purpose Castadiva provides a table where each row defines a connection. Traffic parameters for each connection can be set depending on the type of protocol selected i.e. TCP or UDP, and invalid values are marked with red. Examples of parameters are: packet size, packets per second, start time, end time and maximum number of packets sent. Figure 4.9 shows a usage example of this tool, where rows define seven traffic connections. It contains some helpful buttons that allow making row operations (delete, order by starting time, or copy). Traffic settings are exportable to ns-2 format also.

When an experiment finishes, Castadiva fills in this table with results, including throughput and,
if traffic is UDP based, the percentage of packets received.

**Adding External Traffic**

This functionality is specially interesting in those scenarios where the user wants to study other traffic flows different that those generated by Castadiva. We know the limitations of the synthetic traffic tools that we develop for Castadiva. For this reason Castadiva also incorporates an extra functionality that allows attaching a laptop or a computer to a node. Figure 4.10 shows an example of this functionality.

![External traffic declaration](image)

**Figure 4.10: External traffic declaration.**

Such functionality allows the use of laptops to generate any flow of traffic and redirect it to specific nodes of Castadiva. You can use real applications like Ekiga [69] or Skype [70] to generate a video-conference and study the behaviour of H.323 and SIP protocols in MANETs.

Figure 4.11 shows a laptop running the Ekiga application to generate a video-conference. Near to this laptop is another one used to receive the call. The webcam creates the video traffic and Castadiva redirects all traffic related to this video-conference through the emulated MANET.

**Random Test Generator**

Sometimes it is useful to automate the test-bed evaluation process varying different parameters. With that purpose Castadiva includes functionality to generate random tests, where a user can define traffic and automatically test with a different number of nodes and randomly-generated network topologies. This is achieved through the Random test window shown in Figure 4.12.

The user must specify the bounds of the scenario and the routing protocol used. The minimum and maximum number of nodes for testing must also be defined, along with the increase on granularity. (i.e., with a node interval between 4 and 10 nodes and a granularity of 2, Castadiva executes four tests with 4, 6, 8, and 10 nodes). At the top left the current scenario generated is displayed; again, all the tests can be stored in either Castadiva’s or ns-2’s format.

### 4.4 Performance Evaluation and Validation

To verify that the proposed tool behaves correctly, and to test its functionality, we have chosen a representative scenario where nodes are located so that the maximum number of hops between nodes is of five. The topology used in our evaluation is shown in Figure 4.13.

Since Castadiva is completely compatible with the ns-2 file format for scenarios, we used it to perform the comparison in a simple and straightforward manner. We selected a range of both static and dynamic MANET scenarios and compared the results obtained using Castadiva against those obtained using ns-2. We confirmed that the ns-2 simulator is a reliable tool that provides results which are comparable, although not identical, to those obtained with a more realistic MANET environment.
4.4. PERFORMANCE EVALUATION AND VALIDATION

4.4.1 Evaluation of Castadiva with a Static Scenario

The scenario is defined in a 1000m x 700m area, and the test time is of 100 seconds. We set the wireless nodes’ range equal to 250 meters. In terms of traffic, we define both UDP and TCP connections between each participating node and node 6. For TCP connections, the maximum transfer size is of 100 MB. UDP flows generate 55 packets per second, and packet size is fixed at 512 bytes.

In our first evaluation we have not selected any routing protocol. Figure 4.14 and Figure 4.15 show the results obtained in this test. We can see that, as expected, wireless nodes that are out-of-range from node 6 are not able to communicate with it. This shows that both network topology and traffic definitions of Castadiva are being enforced correctly.

On both tests we observe that Castadiva has a lower throughput than ns-2. We must take into account that the shared wireless media is prone to both transmission errors and contention among stations. In the case of ns-2, only contention effects are simulated, which explains the observed discrepancy.

In terms of the control network (wired), we observe that the use of SSH protocol over Ethernet is far from approaching saturation, and that latency is low enough to allow adequate coordination of all nodes.

We now repeat the previous experiment with routing and forwarding enabled. We pick the Optimum routing option, so that Castadiva is responsible for calculating the best route to reach a destination node and modifying the routing tables of nodes to enforce the chosen topology. Figures 4.22 and 4.17
show the results for this test.

UDP tests show that traffic from nodes AP7, AP8, and AP9 is now able to reach the destination, while node AP10 remains isolated as intended. Notice that, for the former nodes, the packet loss ratio increases slightly with the number of hops to destination. With ns-2 we don’t observe this behaviour for the reasons referred above.

Results with TCP traffic show that the throughput for nodes 1 to 5 is reduced compared to the previous experiment (Figure 4.15), which is due to competing traffic from AP7, AP8 and AP9. For these nodes throughput decreases with increasing number of hops, as expected. With ns-2 we observe that both AP8 and AP9 suffer from starvation; one of the reasons that could explain this behaviour is that, with Castadiva, all nodes share a same medium and packet collisions between out-of-range nodes does occur since we are using emulation. Nevertheless, we consider that this issue deserves further scrutiny.

4.4.2 Evaluation of Castadiva with a Mobile Scenario.

We now define a 1000m x 700m area scenario, using simulation time of 510 seconds. We set the wireless nodes’ range to 250 meters. In terms of traffic, we define both UDP and TCP connections between each participating node and node AP7. For TCP connections, the maximum transfer size is of 1000 MB. UDP flows generate 4 packets per seconds, and packet size is fixed at 512 bytes. The traffic starts at the simulation time of 10 seconds, allowing some previous node movement to take place. In the first test, each node has a maximum speed of 5 m/s.

In an initial evaluation we have not selected any routing protocol. Figure 4.18 and Figure 4.19 show a comparison between Castadiva and ns-2 by node by node. The selected scenario was generated by ns-2 and imported to Castadiva to grasp exactly the same node behaviour.

The figure shows that the obtained results are quite similar, which validates Castadiva’s implementation. Since we have not selected any routing protocol, only those connections which go through directly connected nodes are successful. We also observe that Castadiva has a lower throughput than ns-2. When Castadiva is selected, the shared wireless media is prone to both transmission errors and contentions among stations. In the case of ns-2 only contention effects are simulated, which explains the observed discrepancy.

We now evaluate the impact of node speed. To do that we vary node speed in different tests. Maximum node speeds of 0, 5, 10, 15 and 20 m/s are tested on Castadiva and ns-2. As for the previous test, each scenario was generated by ns-2 and imported to Castadiva to have exactly the same node movements. Figure 4.20 and Figure 4.21 show the results obtained in this test.

On both tests we observe that Castadiva has a lower throughput than ns-2. For TCP we observe that the difference between Castadiva and ns-2 is more exaggerated that for UDP. To discover the
reason of this, we study a controlled scenario with only two nodes and do a measure of the arriving time of each packet. With this experiment we obtain the mean delay to do a retransmission when a node recovers from a previous lost link. In ns-2 it is of five seconds. However, our routers have a mean delay of almost eight seconds. This three second difference causes ns-2 to achieve a higher throughput.

We again repeat the previous experiment with routing and forwarding enabled. We pick the OLSR option, so that Castadiva activates the OLSR protocol on each node. OLSR requires configuring five parameters: HELLO_INTERVAL, REFRESH_INTERVAL, TC_INTERVAL, MID_INTERVAL and also HNA_INTERVAL. These values are explained in the official RFC [40]. The first one represents the period of time between consecutive hello packets sent to neighbours. The purpose of such packets is populating the local link information base and the neighborhood information base. REFRESH_INTERVAL is a period of time where each neighbor node must be cited at least once. The TC_INTERVAL value represents the time at which a TC packet is sent. This packet is sent by a node in the network to declare a set of links which must include at least the links to all nodes of its MPR Selector set. MID_INTERVAL is the interval to send a MID packet, used by a device to declare its multiple interfaces. HNA_INTERVAL represents the time to send an HNA packet that provides connectivity from the OLSR MANET to non-OLSR interfaces.

We use the values proposed in the RFC, shown in Table 4.2.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value used</th>
</tr>
</thead>
<tbody>
<tr>
<td>HELLO_INTERVAL</td>
<td>2 s</td>
</tr>
<tr>
<td>REFRESH_INTERVAL</td>
<td>2 s</td>
</tr>
<tr>
<td>TC_INTERVAL</td>
<td>5 s</td>
</tr>
<tr>
<td>MID_INTERVAL</td>
<td>TC_INTERVAL</td>
</tr>
<tr>
<td>HNA_INTERVAL</td>
<td>TC_INTERVAL</td>
</tr>
</tbody>
</table>

Table 4.2: Default OLSR parameters.

Figures 4.22 and 4.23 show comparison results obtained node-by-node, where each node has a maximum speed of 5 m/s.

Tests show that the average percentage of UDP packets received is increased when we use the
routing protocol, since it allows nodes AP9 and AP10 to reach their destinations. When we study the behaviour of the network using TCP traffic, we can observe that the average throughput is not increased because in both simulations the network is saturated. However, throughput is shared between more nodes since OLSR allows nodes located more than one hop away to also send traffic to their destination, that has its interface saturated.

Figures 4.22 and 4.23 show the average percentage of packets received for maximum node speeds of 0, 5, 10, 15 and 20 m/s using the OLSR protocol.

We can observe important similarities between Castadiva and ns-2. For both protocols the behaviour of these platforms is quite similar. With Castadiva we achieve slightly less throughput than with ns-2 for the reasons explained in the test without routing.

4.5 Summary

In this chapter we have presented Castadiva, a novel architecture to improve research in the MANETs field by allowing to make real test-bed experiments.

Castadiva is a test-bed architecture based on low-cost off-the-shelf devices, which is used to test protocols developed for MANETs. Castadiva is completely compatible with the file format used by the ns-2 simulator, thereby simplifying and allowing a fair comparison between the two systems.

By using both TCP and UDP data traffic under a variety of static and dynamic MANETs scenarios we show that Castadiva is able to obtain reliable results using real wireless off-the-shelf devices. We also demonstrate that the ns2 simulator is a reliable tool for the evaluation of MANET protocols.
Figure 4.15: Comparison of Castadiva with ns-2 without routing using TCP traffic.

Figure 4.16: Comparison of Castadiva with ns-2 using static routing and UDP traffic.
TCP: Castadiva comparison with NS-2 using static routing

Figure 4.17: Comparison of Castadiva with ns-2 using static routing and TCP traffic.

UDP: Castadiva comparison with NS-2 (max node speed 5m/s)

Figure 4.18: Node comparison of Castadiva with ns-2 without routing and using UDP traffic
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Figure 4.19: Node comparison of Castadiva with ns-2 without routing and using TCP traffic.

Figure 4.20: Average comparison of Castadiva with ns-2 without routing. Using UDP traffic
TCP: Castadiva comparison with NS-2 testing different node speeds

![TCP Graph]

Figure 4.21: Average comparison of Castadiva with ns-2 without routing. Using TCP traffic.

UDP: Castadiva comparison with NS-2 testing different nodes speed using OLSR

![UDP Graph]

Figure 4.22: Comparison of Castadiva with ns-2 using OLSR and UDP traffic.
Figure 4.23: Comparison of Castadiva with ns-2 using OLSR and TCP traffic.
Chapter 5

Conclusions, Publications and Future Work

This master thesis focuses on an architecture to deploy a mesh network in rural areas - RuralNet -, an application to control the subscribers that connect to this mesh network - TocToc - and a test-bed to validate this architecture - Castadiva.

RuralNet is an experimental wireless architecture that provides Internet access to rural subscribers, offering a wide range of telecommunications services and applications. TocToc is based on captive portal technology and allows a subscriber to connect to RuralNet merely by making use of a web browser. Castadiva is a test-bed that allows validating software solutions for ad hoc networks such as RuralNet, and offers the possibility to define and test different scenarios and traffic patterns.

The main conclusions drawn from the conducted work and the issues to be addressed in future work are presented in this chapter. Section 5.1 describes the most relevant conclusions of the Thesis. Section 5.2 summarizes the contributions of this work and Section 5.3 contains some issues that should be addressed in the future.

5.1 Conclusions

In this thesis we developed a small test-bed in our laboratory to do a preliminary evaluation of the feasibility and performance concerning our mesh networking architecture, including testing the capability of the hardware devices used and documenting all the software packages required to tune the system. After that, we deployed RuralNet in a small-scale project over a rural area of the Comunidad Valenciana in Spain. We assessed the viability of our system by providing a set of subscribers with Internet connectivity. A performance evaluation was made focusing on the throughput achieved and on the overhead imposed on the Linksys routers used. We found that the service offered to clients is the one we expected, while the system can be gradually scaled up as the number of subscribers increases.

The experience acquired made evident that, by combining both wireless and web technologies, we are able to offer a cheap and efficient solution to provide Internet services to rural areas where users are sparsely located. Nevertheless, further work must be done to make an in-depth study of deployment and management of mesh networks to find the most appropriate strategy to scale the RuralNet infrastructure in a transparent manner.

In this work we also presented Castadiva, a novel architecture to improve research in the MANETs field by allowing to make real test-bed experiments in a simple and straightforward manner. This tool is optimal to test RuralNet and see the behaviour of this prototype.

Castadiva combines the convenience and productivity of Java with the power of the Linux kernel and accompanying tools. The system was designed to simplify the tasks of scenario generation and
starting traffic flows among independent, IEEE 802.11-based, wireless nodes.

The architectural design of Castadiiva differentiates wireless nodes, used for the actual experiments, from the core application, which has management and control purposes. This core application provides an easy interface to define network topologies and traffic flows between nodes. These definitions are then translated into run-time instructions sent to test-bed nodes when experiments are on-going.

An important issue when designing Castadiiva was that of ns-2 compatibility. We consider it an important goal since we wish to compare results obtained with both platforms. The result obtained in both platforms strength the affirmation of the validity of Castadiiva.

Performance evaluation of Castadiiva was made with a focus on coordination among nodes. We observed that the use of SSH protocol with the support of an Ethernet allows nodes to synchronize the start of an experiment with high accuracy, being all instructions read at once; afterwards, the test-bed relies on individual clocks to synchronize instructions throughout the remaining time of an experiment.

5.2 Publications Related with the Thesis

The research work related to this master thesis has resulted in some conference papers. We now proceed by presenting a brief description of each of them. We have organized the different publications based on the chapter were the contents have been discussed.

**TocToc, RuralNet and Dulenduè**


In this first work we present RuralNet including its architecture, functionality and a preliminary evaluation of its behaviour.


In this paper we study the behaviour of RuralNet when multiple users access to the network and how the system shares the bandwidth among them if there is not enough. We do several test with different users and present the validity of the entire system.


In this paper we extend the evaluation to a mesh network. The latency of the entire system and the repercussion of this for the users.


This paper discusses the possibility to extend the functionality of RuralNet to a developing country. In particular on the utility of this architecture to rural areas of Africa. We focus on the low cost of the chosen devices and the reduced cost of the total deployment. Also, we
add to RuralNet the application MAYA, an application to configure the access points of a mesh network. MAYA was developed by another research colleague.


This last paper about RuralNet discusses the possibility to deploy RuralNet in a real scenario in a developing country like Cuba. A study of the area, with the advantages and disadvantages of this technology in a specific country like Cuba are analyzed.

Castadiva


In this paper we present the Castadiva tool, presenting its architecture and showing some test with synthetic traffic.


This paper compares Castadiva with ns-2. Several test to compare our test-bed with the most spreaded simulator are performed, explaining the little differences between booth tools.


In this paper we add external traffic functionality and present the utility of a tool that can use real devices to generate simulation. For example here we use web cams to generate a demonstration of this extra functionality.

5.3 Future Work

In the development of this thesis several issues emerged which deserve further scrutiny in a future. The ones we consider more relevant are the following:

- Add extra functionality to RuralNet, allowing an easy mechanism to configure all the mesh nodes of the network. For this purpose we plan to merge RuralNet with other application developed by us called MAYA. MAYA is a tool designed to configure automatically all the network parameters of each node.

- RuralNet also needs to be evaluated in real environments, we plan to make a long term study in a real scenario, to improve the prototype to become a commercial application.

- We are planned to deploy RuralNet in Mozambique, to connect three distant rural areas: Nacutxa (that already has Internet connection), Nacala, and Matibane.

- To redesign Castadiva using a modular philosophy. This option will allow the addition of extra functionality without changing the entire source code.
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- Generate real traffic in Castadiva using real devices such as webcams and make an evaluation of this traffic.

- To add others technologies like Wi-Max to the test-bed. Allowing the possibility to emulate a mesh network with Castadiva.

- To implement extra nodes mobility policies. Castadiva uses the random waypoint model to emulate nodes movement. We want to add others new strategies like Manhattan model.

This work has been supported by the Spanish Ministerio de Educación y Ciencia under Grant TIN2005-0705-C02-01 and by the Ajudes complementàries per a projectes de l+D+i D.Gral d’Investigació i Transferència Tecnològica, under Grant ACOMP07/237. Starting next year, Castadiva is going to be a part of the RED project, which belongs to the European EUREKA/Celtic programme. The RED Project (Reaction after Detection) will define and design solutions in order to enhance the detection/reaction process by providing means to enhance the detection diagnosis, to allow a fast reaction through automated and/or computer aided counter measures, and to support policy based reaction. The RED consortium is formed by EADS DS SA (France), Thales Communication (France), France Telecom R&D (France), Exaprotec Technology (France), GET ENST Bretagne (France), Telindus (Luxembourg), Centre Recherche Public Henri Tudor (Luxembourg), Soluciones Globales Internet SA (Spain), Universidad Politécnica de Madrid (Spain), Universidad Politécnica de Valencia (Spain) and Innovae (Spain). It has a total budget of 9.2 millions of euros and a average effort of 83 persons per year.

Castadiva will be used to test attacks to a wireless network and their counter measures in a real network. For this reason, we must add extra functionality to simulate these attacks. Therefore, another research line to be followed is to adapt Castadiva to allow the study of security in networks, adding emulation of attacks to wireless networks and their counter-measures, comparing different secure protocols proposals as well as proposing new proposal.
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