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Abstract

Wind is dynamic by nature, but its actions on structures were considered as static loads until the

collapse of Tacoma Narrows Bridge (1940). Nowadays, due to the developments in civil engineering,

bridge designs are becoming slenderer and lighter, which makes wind dynamic effects even more

important than wind static effects. Furthermore, some types of bridges show specially vulnerable

situations during constructions stages, when the structure is lighter or does not have its final

stiffness. The aim of this document is to assess the dynamic wind loading on simple girder bridges

during their construction phases. Particularly, the studied section is formed by two steel beams

supporting a concrete slab. The analysis was made when the concrete slab has not been built yet

and only the steel parts are in their positions. Eurocode 1 proposes some analytical methods to

analyse dynamic wind loads, but the parameters given are only for simple sections.

Several CFD simulations were done with the software Ansys-Fluent to find the aerodynamic pa-

rameters depending on section’s dimensions. The geometrical parameters tested were the height

of the beams (h), the distance between beams (d) and the height of the bridge (H). Three values

were assigned to each parameter, and beams’ width was set to b = 0.9m. Tree construction stages

were analysed. First, when only one beam is exposed to the wind, second, when the two beams are

in their final locations but they are not connected yet and, by last, when both beams are joined

by the bracing. Extra fluid simulations were made with closed sections, in order to see if isolating

the space between the beams with plates improves section’s vulnerability. The results showed that

vortex shedding effects are stronger in the along-wind direction due to the low horizontal bending

stiffness of the beams and their high area perpendicular to the flow. Increasing beams’ distance

showed to be a good solution to reduce wind effects. However, the alternative of closing the section

with light plates had the best results, decreasing the frequency of vortex shedding and its effects.

Moreover, the obtained results were used to analyse the vulnerability of Banafjäl Bridge with the

methods proposed by Eurocode 1. The effects of vortex shedding on the bridge showed to be of

importance only when just one beam is in its final location. The low actions seemed to be because

of the low frequencies of the bridge, which caused the resonance to occur with low wind speeds.

Increasing bridge’s natural frequencies the wind loads would increase, leading to high accelerations

that could reduce the safety or the comfort of the workers. Anyway, the stresses were far from

steel’s elastic limit. Regarding buffeting loads, with wind speeds above 25-30 m/s, or 40-45 m/s

when the bracing is done, the elastic limit of the steel was reached, leading to undesirable residual

stresses in the beams. Increasing beams’ width was in this case the best option to reduce buffeting

effects.

Keywords: Vortex shedding, Buffeting, Dynamic wind effects, Computational Fluid Dynamics,

Parametric study, Simple girder bridge, Structure aerodynamics.
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Chapter 1

Introduction

1.1 Background

The consideration of wind effects has been present in the design of bridges since many years ago.

Even though bridges do not offer a large area normal to the wind flow, they are structures highly

exposed to their effects. They are usually built over rivers or deep valleys, where the wind climate

is stronger than in urban areas, and their slenderness makes them specially sensible to the wind’s

loading.

Wind loads are dynamic by nature, multiple phenomenons in the flow produce variations in the

pressures around the structure’s section, which translates into variable forces. However, due to

the complexity of the phenomenons involved, wind effects were considered as static loads during a

long period of time.

In the mid years of the 19th century two bridge collapses caused by the wind were recorded: Angers

Bridge in France (1850) and Wheeling Suspension Bridge in the United States (1854). The first

one failed due to the combined dynamic effects of the wind and a battalion of soldiers crossing the

bridge during a storm, while the second one collapsed due to the torsional and vertical oscillations

caused by the wind. Nevertheless, it was not until the collapse of Tacoma Narrows Bridge (1940)

when the dynamic effects on bridges started to be deeply investigated. The bridge showed, during

more than an hour before breaking, high torsional and bending amplitudes with lower frequencies

than the natural ones of the structure, a phenomenon that was later called fluttering.

Similar effects had been observed since the First World War in some aircraft elements like the

wings. It was rapidly proved that, when the wind drive a structure into high displacements, the

structure itself affects the flow behaviour, which also affects the structure. Thus, the study of the

phenomenons involved should combine both fields of study: elasticity and aerodynamics. A new

field of study called aeroelasticity was born, trying to assess the interaction of both fluid and solid

during the vibrations of the structure.

Since then, the number of authors interested in the field has increased and the knowledge of the

wind-structure interaction has improved rapidly. The research has been focussed always in finding

ways to simplify and generalize the phenomenon, designing analytical methods to describe wind

effects and finding the parameters involved. In other words, the efforts have been focussed in

1



CHAPTER 1. INTRODUCTION

the design of easy methods which can be implemented in codes and regulations, reducing the

dependence on the physical models during the design procedure of a structure.

In the early sixties A. G. Davenport defined the turbulence in the wind with the help of statistical

concepts [6], setting the basis for the evaluation of the along-wind response of structures. The

research of Davenport was focused on characterizing the static and dynamic loads in the direction

on the wind, studying the influence of the gusts on the structure [7, 8, 9]. These dynamic effects

caused by the turbulence were called buffeting. Authors as E. Simiu [36, 37] soon followed his work

in the seventies and eighties, trying to improve the analytical methods to define the loads in the

wind’s direction.

Regarding the across-wind response, it was observed that the main phenomenon involved was

the Von Karman vortex street, which periodically changed the pressure distribution around the

structure’s section. The effects of vortex shedding were specially strong when its frequency matched

the natural frequencies of the structure, causing large amplitudes of vibration. The principal

developments in this area come from H. Ruscheweyh in Germany [32, 33] and B. J. Vickery and

R. I. Basu in Canada [49, 47, 48]. However, the analytical models developed in each country are

quite different [12].

Unfortunately, the behaviour of the wind is strongly dependent on the shape of the structure af-

fected, and the variety of bridge cross-sections makes more difficult to design generalized analytical

methods to simplify the problem. Most studies on the subject have been done on simple cross-

sections like the circle. Thus, the main part of the knowledge has been applied to the analysis of

high stacks, bridge piles, cables or other structures with circular cross-section. Only a few authors,

among whom R. H. Scanlan can be highlighted, focused their research on bridges, studying more

deeply aerodynamic instabilities as fluttering, more typical in flat cross-section structures such as

suspension bridges and aircraft wings.

The complexity of the problem can be also observed in Eurocode 1 [14]. The normative provides

a comprehensive definition of methods to calculate the static wind load but it only describes the

dynamic problems in informative annexes. Furthermore, the methods proposed in Eurocode 1

to calculate the dynamic wind load have shown to be a bad approximation in some cases [12],

proving that more research is needed to find accurate and reliable analytical methods to estimate

the structure’s response.

Therefore, the task of dynamic wind load evaluation on bridges can be quite complicated. On

the one hand, there is not official accord regarding analytical methods developed to estimate the

dynamic wind loads. On the other hand, most of the analytical methods use parameters depending

on the shape of the structure. Thus, wind analysis are usually done with a combination of analytical

models, full-scale measurements, wind-tunnel tests and numerical models [38, 39].

Nowadays the importance of the dynamic loads is increasing strongly. The developments in struc-

tural engineering are allowing the designers to make lighter and more efficient structures every

year, which translates into slender and flexible shapes. Due to the vulnerability of these designs

to dynamic loads, the number of recorded cases of vibrations in structures has increased in the

last years. The Volgograd Bridge (2010) in Russia is probably one of the most known cases, after

showing high across-wind vibrations one year after its inauguration.

Furthermore, some types of bridges show specially vulnerable situations during construction phases.

The construction of the concrete parts of the structure is usually made after the construction of

2
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the steel parts, which means that the structure is less stiff during its construction than in the final

stage. Besides, at some stages of the procedure, the concrete is in its place but it is not hardened

yet, adding all its mass to the structure but none of its stiffness.

Moreover, the fast improvement of numerical methods and computers’ capabilities has extended

the use of Computational Fluid Dynamics (CFD) in the field, increasing the possibilities in wind

engineering research. CFD has two main advantages respect to physical modelling: its easiness to

extract data from the simulations and its almost zero cost. However, the reliability of CFD is still

very limited by the computational time. It is still needed to complement the numerical simulations

with wind tunnel tests for calibration and validation [16].

In conclusion, the evaluation of the wind loads on bridges is not an easy task, specially the dynamic

ones. The complexity and quantity of phenomenons involved makes very difficult to generalize their

effects and develop good analytical methods to calculate them. Furthermore, the main part of the

research has been focussed on simple shapes, leaving a lack of information regarding more complex

geometries. Therefore, the evaluation of dynamic wind-induced loads is still carried out for each

single case, and usually reserved to high and long suspension bridges, leaving the evaluation of the

most simple cases to the analytical methods showed in the codes.

1.2 Aim and scope

The aim of this document is to make an assessment of the dynamic wind loading induced by vortex

shedding in simple girder bridges during their construction phases. Particularly, the studied section

is formed by two steel beams supporting a concrete slab. The analysis will be made when the

concrete slab has not been built yet and only one or both beams are already in their positions.

Figure 1.1: Section’s sketch of the bridge before the construction of the slab, including

the parameters of the geometry.

This type of bridges is widely used in Sweden and are specially vulnerable to dynamic loads before

the construction of the slab. The long span, low weight and low stiffness of the steel beams make

them specially susceptible to periodic wind loads, driving to the appearance of high stresses or

even their overturn before the bridge is completed.

3
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The study is focussed on the analysis of the frequencies and force coefficients generated by the

alternative vortex shedding at both sides of the structure. Vortex shedding effects can be prob-

lematic with wind speeds around 5-15 m/s [16], while buffeting effects caused by wind turbulence

are often dangerous for the structures with higher winds [12]. Assuming that the bridge is not

going to stay without the concrete slab during a long period of time, the analysis of lower winds

–but with a higher probability of occurrence– is considered more interesting for the evaluation in

construction phases.

In order to make the assessment of the vortex shedding effects, several models will be made with

the Computational Fluid Dynamic (CFD) software Ansys-Fluent, using RANS turbulence models.

With them, several geometries will be tested extracting the Strouhal number and the drag and lift

coefficient time series. The geometries tested include models with one and two beams, with the

intention of evaluating the different situations during the construction of the bridge.

Unfortunately, making a proper validation with wind tunnel tests is out of scope of a master thesis

due to the high complexity and work that is needed to test only a single geometry. Therefore, the

CFD results can only be validated with literature data. Taking into account that the accuracy

of RANS models is not very high in these problems [22], the study aims to make a qualitative

assessment of the influence of each geometric parameter, rather than a quantitative analysis.

By last, the Banafjäl Bridge will be examined according to the results obtained in the previous

tasks. The intention is to apply the research made in the parametric study to see its influence in

the design procedure of a bridge.

1.3 Objectives

Accordingly with the aims described previously, the objectives of the report can be summarized

as follows:

1. Describe the the wind characteristics and its behaviour around bluff-bodies, focussing in how

the corresponding phenomena involved can create dynamic loads on the structure.

2. Describe the approach taken by Eurocode 1 to treat dynamic wind loads on structures, and

more specifically on bridges. Describe also other approaches taken by other codes.

3. Explain how vortex shedding around bluff-bodies can be modelled and how the loads caused

in the structure can be extracted, enumerating the different assumptions taken during the

modelling procedure and assessing the reliability of the results.

4. Analyse the influence of the different geometry parameters showed in Figure 1.1 on the vortex

shedding frequency and load intensity, showing the results in a graphical way that facilitates

the subsequent design procedure of a bridge.

5. Propose some measures that can be taken to reduce the risk of incidents related to vortex

shedding induced loads in the structure.

6. Make an assessment of the Banafjäl Bridge vulnerability to vortex shedding induced loads,

proposing measures to improve its behaviour if necessary.
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1.4 Limitations

Due to the limited time and resources available for the realisation of this master thesis, the report

has certain limitations that need to be taken into account.

The first limitation, and the most important one, is the lack of wind tunnel tests or full-scale

measurements for the validation of the numerical models. As said in section 1.1, the lack of

accuracy when modelling wind’s behaviour makes necessary to complement the simulations with

physical measurements [39, 38], which was not possible for this project.

Unfortunately, the preparation of wind tunnel tests is out of scope for a master thesis project,

due to the time and economical resources needed to carry it out. Therefore, the results from the

numerical models needs to be treated carefully, focussing in the qualitative part instead of in the

quantitative one.

On the other hand, the schedule for the project also limited the computational time of the numer-

ical simulations. Using Direct Numerical Simulation (DNS) or Large Eddy Simulation (LES) as

turbulence models leads to more realistic results compared to the ones using Raynolds-Averaged

Navier-Stokes turbulence models [44]. Nevertheless, the usage of DNS or LES implies a longer

time to validate the models as well as longer computational time during the simulations. Thus, it

was considered that RANS modelling is more appropriate for the scope of this report, despite its

limited accuracy.
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Chapter 2

Wind loads on structures

2.1 The atmospheric boundary layer

The atmospheric boundary layer is the zone of the atmosphere where wind’s behaviour is affected

by the presence of the ground. Due to the viscosity of every fluid, the speed along a surface is zero,

affecting the distribution of velocities in the vicinity. Meanwhile the flow normal to the surface is

also zero, forcing the air to move parallel to the surface. Practically all civil engineering structures

are inside this layer so, in order to fully understand how the wind affects a structure, it is important

to understand the characteristics of the fluid in it. During the last century, a lot of effort has been

devoted in finding good ways to define wind’s behaviour within this layer.

Unfortunately, wind definition is not a simple problem. The chaotic behaviour of the air makes

necessary to consider several events that affect the final speed and pressure fields of the fluid.

These variations in the speed of the air can be seen in a wide range of spatial and temporal scales.

From climate events lasting days and covering hundreds of square kilometres to the micro-scale

turbulence in the molecules of the air.

Due to this difference in the scales of the mechanisms involved, wind speed can be defined math-

ematically as a addition of two terms: a mean wind speed depending on the wind climate and an

random variable representing air’s turbulence. Assuming that in the proximity of the floor there

is no mean speed perpendicular to it, the three components of the wind can be mathematically

described as [12]

Longitudinal direction→ U(z) + u(x, y, z, t) (2.1)

Transversal direction→ v(x, y, z, t) (2.2)

Vertical direction→ w(x, y, z, t) (2.3)

where U is the mean wind speed and u, v and w the three components of turbulence.

However, the problem relies on where to put the border between wind climate and micro-scale

turbulence. Studying this, van der Hoven built an autospectrum of the wind velocity based on

measurements at 100 meters height and found that its value was lower between periods of 10 min

7
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and 5-10 hours, denoting a clear distinction between wind climate events and turbulence [45].

Later, Courtney et al. built another autospectrum based on measurements at 30 meters height

[4], upholding the existence of the mentioned spectral gap. In Figure 2.1 both autospectra can be

observed.

Figure 2.1: Wind power spectrum proposed by van der Hoven (dashed line) [45] and

calculated by Courtney and Troen (continuous line) [4]. Source: Wind loads on structures

[12].

In Eurocode 1 and in several other documents a time of 10 minutes is used to calculate the mean

wind speed in equation 2.1, separating then wind climate effects and the turbulence. Both things

can be treated then individually. On the one hand, the calculation of the mean wind speed, and

on the other hand, turbulence definition.

2.1.1 Wind profile

In order to calculate the mean wind speed inside the atmospheric boundary layer it is necessary

to determine how the ground affects the flow. As said before, the wind speed is zero at the ground

and grows with height until the end of the boundary layer, but the relation between both terms is

not linear.

Two formulas have been extensively used to determine the wind speed depending on the hight:

the logarithmic profile and the power-law profile.
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The logarithmic profile

The logarithmic profile has been widely used because its accuracy for moderate heights. Its ex-

pression to define the mean wind speed is

U(z) = u∗
1

k
ln

z

z0
(2.4)

where k is von Kármán’s constant (approximately 0.4), z0 is the roughness length and u∗ is the

friction velocity. The last one can be defined as

u∗ =

√
τ0
ρ

(2.5)

where ρ is the air density and τ0 is the shear stress at the ground. The roughness length, principal

parameter of the expression, can be defined as the height of the ground’s roughness or, in other

words, the size of the eddies formed by the protuberances in the surface (Figure 2.2). Eurocode

1 uses the logarithmic profile to define the mean wind speed and gives values for z0 depending on

the category of the terrain.

Figure 2.2: Basic representation of the roughness length [28].

It is important to say that for very high altitudes the logarithmic profile loses accuracy due to the

increasing importance of the width of the boundary layer [12]. To overcome this problem R. I.

Harris and D. M. Deaves proposed in 1980 a corrected logarithmic profile [11].

The power-law profile

Another expression used because of its simplicity is the power-law profile. The Canadian code

NBC 1990 [27] uses this formula to determine mean wind speeds. Its expression can be written as

U(z) = U(zref )

(
z

zref

)α
(2.6)

where zref is the reference height, U(zref ) is the mean wind speed at the reference height and α

is a parameter depending on the surface roughness.

9
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2.1.2 Wind turbulence

The particles of a fluid are not tied to each other as it happens in a solid. Each particle follows

its own path, defined by the interaction with the particles nearby. This behaviour, despite being

technically possible to define, leads to a chaotic behaviour in the wind of such complexity that can

only be approached with statistical methods. Therefore, the turbulence has always been defined

as an stochastic process, with its random variables.

According to Dyrbye et al. [12], a normal distribution for the turbulence is an acceptable approxi-

mation for heights up to 100 or 200 metres. The turbulent component of the wind is the variation

respect to the mean speed so it has, by definition, a zero mean. Thus, the statistical parameter

needed to define it is the standard deviation.

Armitt proposed in 1976 that the turbulence is nearly constant for the lower half of the boundary

layer [1], and he estimated the values of the standard deviation as

σu = Au∗ σv ' 0.75σu σw ' 0.5σu (2.7)

where A is a factor that depends on surface roughness and is aroun 2.5 for z0 = 0.05 and around 1.8

for z0 = 0.3. Having the standard deviations of the turbulence it is easy to calculate its intensity

Iu in the along-wind direction:

Iu =
σu
U

(2.8)

Time scales and integral length scales

Time scales and integral length scales represent the order of magnitude of the time and length

sizes of the eddies in the wind. They are defined based on the autocorrelation and cross-correlation

functions of the wind.

The autocorrelation function represents the similitude between a time series and the same time

series delayed a time τ . Then, the larger are the eddies in the wind, the longer remains the autocor-

relation function with high values. As wind’s turbulence has a zero mean value, the autocorrelation

function can be defined as the normalized mean value of the wind turbulence multiplied by the

wind turbulence after a time τ . For the longitudinal component of the wind ρTu (z, τ):

ρTu (z, τ) =
E{u(x, y, z, t) · u(x, y, z, t+ τ)}

σ2
u(z)

(2.9)

In order to have a measure of correlation avoiding the use of the new variable τ , the concept of

time scale was introduced. The time scale T (z) is defined as

T (z) =

∫ ∞
0

ρTu (z, τ)dτ (2.10)

Note that the time scale will be high if the frequency of the turbulence is low, and the same in the

opposite way. Furthermore, as the analysis is made in the boundary layer, it can be assumed that

the time scale only varies with height.

10
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Moreover, the integral length scale can be defined similarly from the concept of cross-correlation.

The cross-correlation compares the time series between two different points at a distance r. In the

principal direction of the wind, the cross-correlation ρxu(z, rx) can be defined as

ρxu(z, rx) =
E{u(x, y, z, t) · u(x+ rx, y, z, t)}

σ2
u(z)

(2.11)

While the integral length scale Lxu(z) is

Lxu(z) =

∫ ∞
0

ρxu(z, rx)drx (2.12)

It is important to mention that there are three time scales and nine integral length scales, depending

on the component of the turbulence and the direction of the distance r taken.

In 1975, Counihan proposed empirical expressions to calculate the integral length scales depending

on the height and the surface roughness [3]. His formulas are a good approximation for heights

between 10 and 240 metres, being useful for most civil engineering purposes. The expresions

proposed by Counihan are

Lxu(z) = Czm Lyu(z) ' 0.3Lxu(z) Lzu(z) ' 0.2Lxu(z) (2.13)

where C and m are parameters depending on the surface roughness and can be extracted from

Figure 2.3.

Figure 2.3: C and m parameters depending on the roughness length [3].

Power-spectral density functions

The power-spectral density function states the amount of energy contained in a certain band of

frequencies. Defining it, it is possible to know which frequencies predominate in wind’s turbulence

and are dangerous for a structure. The normalised power-spectral density function is:
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RN (z, n) =
nSu(z, n)

σ2
u(z)

(2.14)

where Su(z, n) is the power spectrum and n is the frequency. On the other hand, the frequency

also needs to be normalised by the following expression:

fL =
nLxu(z)

U(z)
(2.15)

The energy of turbulence is generated by large eddies and dissipated in small eddies. Nevertheless,

for a wide range of frequencies in between the energy stays constant [12]. This range is called the

inertial subrange, and the non-dimensional power spectrum can defined there as

RN (z, n) = Af
−2/3
L (2.16)

where A is a parameter based in full-scale measurements. In ESDU 85020 a value of A = 0.14 is

proposed for heights up to 200-300 metres [13]. However, it is important to mention that equation

2.16 is only valid for the inertial subrange, and overestimates the power spectrum for frequencies

below 0.2 [38].

During the last century, several empirical expressions have been developed to define a normalised

power-spectral density function which can be used in analytical methods, approximating also the

values outside the inertial subrange. Von Kármán [51] proposed in 1948 the following expression,

which slightly underestimates the values obtained with equation 2.16 for high frequencies:

RN (z, n) =
4fL(

1 + 70.8f2L
)5/6 (2.17)

Davenport [8] proposed in 1967 another expression (equation 2.18) which overestimated the values

in the inertial subrange and Harris [18] made a variation (equation 2.19) three years later to adjust

the spectrum to a value of A = 0.14 in equation 2.16. Both formulas are valid for a specific integral

length scale. In the case of Davenport Lxu ' 1200m, while in Harris’ equation Lxu ' 1800m.

RN (z, n) =
2

3

f2L(
1 + f2L

)4/3 (2.18)

RN (z, n) =
2

3

fL(
1 + f2L

)5/6 (2.19)

By last, Kaimal et al. [20] proposed in 1972 the following normalised power-spectral density

function, which is now used by Eurocode 1:

RN (z, n) =
6.8fL(

1 + 10.2fL
)5/3 (2.20)

In figure 2.4 the previous power-spectral density functions are compared. Note that the proposed

equations differ for very low frequencies. However, such low frequencies are not of importance

when it comes to analysing wind effects on structures [12].
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Figure 2.4: Normalised power-spectral density functions. For Davenport (2.18) and

Harris (2.19) an integral length scale Lx
u ' 180 m.

Correlation of the turbulence for particular pairs of points

In 1962, Davenport proposed an empirical formula to calculate the correlation of the turbulence

between two particular points [7]. The proposed co-spectrum is

ψ(r, n) = exp
(
− n
U
Cr
)

(2.21)

where r is the distance between the points and C is the so-called decay constant, which needs to

be obtained from full-scale measurements. Some years later, due to the anisotropic properties of

the decay constant, Davenport [5] extended the definition to

ψ(ry, rz, n) = exp

(
− n
U

√
(Cyry)

2
+ (Czrz)

2

)
(2.22)

2.2 Bluff-body aerodynamics

As in the case of the ground for the atmosphere, any body immersed in a flow creates around it a

boundary layer. In it, wind speed evolves from zero at the surface to the irrotational flow solution

value. The dynamics of this boundary layer directly affect the final resulting forces on the body,

and also creates unsteady effects as the vortex shedding.

In bodies with sharp edges or curves with very low radius the boundary layer suffers a detachment

from the surface. Such type of shapes, more likely to create the mentioned detachment, are called

bluff-bodies. The flow around them differs in behaviour from other streamline bodies such as

airfoils. After the so-called separation point a recirculation zone is created to fill the space left

by the boundary layer, resulting in the appearance of a vortex and a zone of low pressure in the

vicinity of the shape.
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2.2.1 Fluid induced forces

At every point of the surface of a body immersed in a fluid, the pressure of the fluid is acting against

the body. The integration of this pressure over the contour of the body results in a force acting on

the solid. In some cases, static situations for example, this integral results in zero resultant force.

Nevertheless, when the flow is moving around the immersed shape there is usually a difference in

the pressures before and after the body, resulting in a non-zero resultant force on the body.

In 2D cases, the resultant actions on the obstacle are usually divided in a drag force FD in the

direction of the flow, a lift force FL perpendicular to the flow and a moment M . However, at

the moment of analysing the behaviour of the flow around different shapes it is necessary to use

dimensionless parameters, independent of the size of the body. Thus, in the literature the authors

are usually referred to the drag coefficient CD, the lift coefficient CL and the moment coefficient

CM , defined as

CD =
FD

1
2ρU

2D
(2.23)

CL =
FL

1
2ρU

2D
(2.24)

CM =
M

1
2ρU

2D2
(2.25)

where ρ is the density of the fluid, U is the oncoming wind speed and D is a representative length

of the body, usually its dimension in the perpendicular direction to the flow.

2.2.2 The separation point

Inside the boundary layer, the flow needs to fulfil the next equation [21]:

u
∂u

∂x
+ v

∂u

∂y
= −1

ρ

∂p

∂x
+ ν

∂2u

∂y2
(2.26)

where u and v are the components of the flow speed in the direction of the surface (x) and

perpendicular to it (y) respectively, p is the pressure, ρ is the density and ν the kinematic viscosity

of the fluid. Particularizing equation 2.26 for the surface the following expression is obtained:

µ
∂2u

∂y2
=
∂p

∂x
(2.27)

where µ is the viscosity of the fluid. It is easy to deduce then that, if one side of the equation is

negative, the other side will also be negative. Thus, when finding negative pressure gradients the

curvature of the speed profile in the boundary layer changes.

In the case of a flow around a body, the streamlines deviate to surround the shape increasing

the speed at both sides of the obstacle. By Bernoulli’s equation it is known that a higher speed

entails a lower pressure, so a negative pressure gradient will be found in the upstream zone of the

body and a positive one will be found downstream, where the streamlines tend to separate again.
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Therefore, applying equation 2.27, a negative curvature of the wind speed profile will be found at

the upstream part of the obstacle, and a positive one will be found at the downstream side.

Taking into account that wind speed is zero on the surface and positive at the end of the boundary

layer, a negative curvature of the wind profile will presumably imply a positive gradient in the

surface and a positive speed at any point. Nevertheless, a positive curvature could mean positive

or negative gradient at the surface, being possible to have negative speeds within the boundary

layer.

The point where the gradient of the wind profile is zero at the surface is called separation point.

Downstream of this point a reverse flow can be found, causing the separation of the upstream

streamlines.

A summary of all the mentioned cases is shown in Figure 2.5. In the zone with negative curvature

the gradient in the surface will always be positive, while in the zone with positive curvature, three

different cases can be found.

Figure 2.5: Different steps in the separation of the boundary layer.

Whether the positive pressure gradient is enough to cause the separation point or not is highly

dependent on the shape of the obstacle [21]. Curved bodies can have the separation point in

different locations depending on the Reynolds number. Turbulent boundary layers are less sensible

to the pressure gradients so the detachment of the boundary layer will be found later in the surface.

However, bodies with sharp edges will always have separation points in in the corners.

2.2.3 Low pressure zones

In the irrotational flow solution of the flow around a shape, there is no boundary layer and no

separation point. Then, for symmetrical shapes, the pressure before and after the obstacle are

equal and the resulting force on the body is zero.

Nevertheless, in real flows, after the separation point the backwards flow along the surface generates

a vortex in the area near to the obstacle, creating a re-circulation zone. This zone is characterized

by having very low pressures, generating a suction force on the body [38].

These zones create a difference between the pressure before and after the body, resulting in a
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Figure 2.6: Streamlines for the flow solution in the case of irrotational flow (left) and in

reality (right). Note that the separation point creates suction zones, increasing the drag

coefficient.

positive drag force (Figure 2.6). Thus, the boundary layer behaviour has a great impact in the

resulting aerodynamic properties of an object. Changing the separation point location can strongly

affect the forces induced in an obstacle.

2.2.4 The von Kármán vortex street

As said before, depending on the Reynolds number the location of the separation point and the

behaviour of the flow changes. With very low Reynolds numbers the viscous forces dominate

the fluid and there is no separation point around the body, whereas slightly increasing Reynolds

number the separation point appears with two stable vortexes of recirculation at each side of the

shape [38]. By last, if Reynolds number is increased again, there is a moment where both vortexes

become unstable and the process of vortex shedding starts, creating a chaotic wake downstream

the obstacle. This last situation is called the von Kármán vortex street, named after the Hun-

garian scientific Theodore von Kármán, and is the main causative of periodic cross-wind loads in

structures. All three cases are showed in Figure 2.7.

Despite all three stages are possible in any bluff-body, most civil engineering structures offer

flow situations with Reynolds numbers around 105 or 106, clearly in the zone where the bluff-

body is creating a wake. With such high Reynolds numbers the flow becomes turbulent and the

phenomenon is difficult to see. However, the vortex shedding continues and so does the induced

periodic forces.

The shape of the mentioned wake has a great impact in the aerodynamic properties of bluff-bodies,

affecting the drag coefficient and the non-dimensional vortex shedding frequency, the so-called

Strouhal number.

The Strouhal number

In 1878, Vincenc Stouhal observed that the frequency of the vortex shedding was proportional to

the wind speed for a wide range of Reynolds numbers [42]. As the frequency was also inversely pro-

portional to the obstacle’s width, Strouhal proposed a dimensionless coefficient St to characterize

the vortex shedding frequency:
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Figure 2.7: Different behaviours of the fluid past a square depending on the Reynolds

number.

St =
fD

U
(2.28)

where f is the frequency of vortex shedding. As Roshko observed in 1954 [30], this parameter

showed to be highly dependent on the body’s shape, being very useful to relate frequency and flow

speed for given bodies. However, for a specific shape, the coefficient can be considered constant

for a wide range of Reynolds numbers.

2.2.5 Wake influence

Experiments from Roshko [30] showed that the wake has a great influence in the drag coefficient

and the Strouhal number, confirming the shape dependency of both parameters. Roshko proposed

a variation of the Strouhal number based on the wake width and speeds, and reached similar values

for it in experiments with several body shapes.

Applying the original definition of the Strouhal number (equation 2.28), as wider is the wake

generated by the obstacle, smaller will be the width of the solid in proportion, and lower will be

the Strouhal number. In the case of the drag coefficient a similar approach can be taken. The

thinner is the wake generated by the body, the more aerodynamic it will be, resulting in a lower

drag coefficient.

Unfortunately, in most cases the width of the wake is not only dependent on the shape of the body.

The location of the separation point determines the angle of separation of the boundary layer,

affecting the wake shape. For shapes with rounded edges the separation point is highly depending

on the Reynolds number. When the boundary layer becomes turbulent, the flow remains more

time attached to the surface and the separation point moves backwards. The moment when the
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boundary layer becomes turbulent depends also in the surface’s roughness. As rougher the surface

is, sooner will be the transition.

The movement of the separation point usually creates a decrease in the wake’s width, which is

translated into a drop in the drag coefficient and sudden increase in the Strouhal number. However,

for shapes with sharp edges, the separation point will always be located in the corner. Thus, bodies

with sharp edges are usually considered Reynolds-independent [38].

2.3 Along-wind effects on structures

In the direction of the wind several types of forces are acting at the same time. On the one

hand, there is an static load created by the mean wind speed and the low frequency turbulence,

generating static deflections in the structure. On the other hand, the turbulence of the wind at

frequencies near to the natural frequency of the structure may cause vibrations and a dynamic

amplification. This last effect is called buffeting. Several parameters are involved in both dynamic

and static loads, making the creation of analytical methods difficult.

It was not until the early sixties, when Davenport introduced a method to calculate maximum

loads in the along-wind response [7]. In it, the maximum wind load can be calculated multiplying

the mean wind load by a coefficient called the gust factor. Despite the method was initially used

to calculate static wind loads, the dynamic movement of the structure can be easily included in

the formulation, as it will be explained in section 2.3.2. For these cases, the term equivalent static

load has been used among the field to describe a static load with the same effects for the structure

than the static and dynamic loads together.

2.3.1 Davenport’s model

The total wind load in the direction of the flow can be expressed as

Ftot(t) = CD
1

2
ρAU2

tot(t) (2.29)

where CD is the drag coefficient, A is the area of the structure perpendicular to the flow, ρ is the

fluid’s density and Utot(t) is the total wind speed at a moment t. Applying expression 2.1, if the

speed of the structure is not significant the last term of the previous equation can be expressed as

U2
tot(t) =

(
U + u(t)

)2
(2.30)

where U is the mean wind speed and u(t) is the turbulence component. Assuming that the

turbulence component is much smaller than the mean wind speed, the term u2(x) can be neglected,

being possible to redefine equation 2.30:

U2
tot(t) = U2 + 2Uu(t) (2.31)

The total force Ftot can be divided then into two terms: a force time-independent Fq representing

the mean wind load and a fluctuating force Ft(t) caused by the turbulence.
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Ftot(t) = Fq + Ft(t) (2.32)

Fq = CD
1

2
ρAU2 (2.33)

Ft(t) = CD
1

2
ρAUu(t) (2.34)

Therefore, in order to calculate the maximum wind force, it is necessary to add the maximum

value of the turbulence load to the mean wind load. Davenport proposed the following equation

to calculate the maximum wind load:

Fmax = Fq + kpσF (2.35)

where σF is the standard deviation of the wind load and kp is the peak factor. The gust factor

can be calculated then as

ϕ =
Fmax
Fq

= 1 + kp
σF
Fq

(2.36)

It can be easily deduced from the integration of the power-spectral density function that σF /Fq is

equal to two times the turbulence intensity, leaving the previous equation as

ϕ = 1 + kp2Iu
√
kb (2.37)

where Iu is the turbulence intensity and kb is the background turbulence factor, which introduces in

the equation the influence of the correlation of the turbulence along the structure’s surface. With

big structures the loads induced by the turbulent component of the wind may not be synchronized,

so kb is equal to 1 in point-like structures and decreases as the exposed area increases. The

background turbulence factor is calculated in line-like structures as

kb =

∫ ∞
0

χ2

(
nl

U

)
Su(n)

σu
dn (2.38)

where Su(n) is the power-spectral density function of the wind, n is the frequency of the turbulence

and χ2 is the aerodynamic admittance function. The last one represents the correlation between

the turbulence along the structure. For line-like structures it can be calculated as

χ2

(
nl

U

)
=

1

l

∫ l

0

2
(

1− r

l

)
ψp(r, n, U)dr (2.39)

where l is the length of the structure,r is the distance between two points on it and ψp(r, n, U) is

the correlation in the along-wind turbulence between both points, as defined in equation 2.22.

Regarding the peak factor, it is defined as the ratio between the maximum value of the turbulence

component and its standard deviation. It can be calculated as

kp =
√

2 ln(νT ) +
γ√

2 ln(νT )
(2.40)
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where γ = 0.577 is Euler’s constant, T is the period of time considered, usually equal to 600

seconds, and ν is the zero-upcrossing frequency. The last one is calculated as

ν =

√
n20kb + n2ekr
kb + kr

(2.41)

n0 =

√∫∞
0
n2χ2

(
nl
U

)
Su(n)dn∫∞

0
χ2
(
nl
U

)
Su(n)dn

(2.42)

where n0 is the representative frequency of the gust loading in a rigid structure and ne is the

frequency of resonance in the first horizontal mode of vibration.

2.3.2 Response of Single Degree of Freedom Systems

The general equation of a Single Degree of Freedom System (SDOF) is

mξ̈def (t) + csξ̇def (t) + kξdef (t) = Ftot(t) (2.43)

where ξdef is the deflection, m is the mass of the system, cs the damping and k the stiffness. In

this case, the movement of the structure affects also the wind speed:

U2
tot(t) =

(
U + u(t)− ξ̇(t)

)2
= U2 + 2Uu(t) + 2Uξ̇(t) (2.44)

Therefore, the total force Ftot will have a new component, caused by the aerodynamic damping:

Ftot(t) = Fq + Ft(t)− Fa(t) (2.45)

Fa(t) = CD
1

2
ρAUξ̇(t) = caξ̇(t) (2.46)

Moving Fa to the other side of the expression, equation 2.43 can be expressed as

mξ̈(t) + (cs + ca)ξ̇(t) + kξ(t) = Fq + Ft(t) (2.47)

Showing that the damping is formed by two terms: the structural damping cs and the aerodynamic

damping ca generated by the movement of the structure. The last one has a critical role in the

stability of the system since it also can have a negative value, as will be explained in section 2.5.

Regarding the gust factor, a new factor kr is added to the expression of the coefficient to consider

the increase of the load due to the resonance of the structure.

ϕ = 1 + kp2Iu
√
kb + kr (2.48)

The resonance factor kr is zero when the dynamic effects are negligible, and is also dependent on

the power-spectral density of the turbulence and the admittance function. However, note that in
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this case only the value of the admittance function associated with the natural frequency of the

structure ne is needed.

kr = χ2

(
nel

U

)
neSu(ne)

σ2
u

π

4ζ
(2.49)

where ζ is the damping ratio, defined as

ζ =
cs + ca

2
√
mk

(2.50)

Finally, it is important to mention that, for structures with linear behaviour, the gust factor can

be directly applied to calculate the deflections from the mean deflection of the structure µξ, which

can be easily calculated from the mean wind load in equation 2.33.

ξmax = µξ + kpσξ = ϕµξ (2.51)

µξ =
Fq
k

(2.52)

2.3.3 Along-wind response in continuous structures

The maximum response of a structure with infinite degrees of freedom is also found adding the

effects of the variation of the wind load to the mean response. The characteristic value of the

response can be expressed as

Rmax = µR + kpσR (2.53)

Rmax = ϕµR (2.54)

where µR is the mean response and σR is its variance. However, in this case the peak factor will

be slightly modified, introducing two new parameters, θb and θr, which introduce the effects of the

influence functions in the structure.

ϕ = 1 + kp2Iu

√
θ2bkb + θ2rkr (2.55)

The peak factor kp can still be calculated with equation 2.40, but the values of kb and kr can

not be calculated with the same methods as in a SDOF. Therefore, the problem for continuous

structures relies on finding the mean response of the structure µR and the parameters for the peak

factor: θb, kb, θr and kr.

The mean response

In the case of bridges, the mean response is calculated integrating the mean wind load Fq, which

depends only on z multiplied by a response-influence function Ir along the length of the bridge:
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µR =

∫ l

0

Fq(x)IR(x)dx (2.56)

Fq(x) = CD(x)
1

2
ρh(x)U2(z) (2.57)

where l is the length of the bridge, h(x) is the height of its cross-section and Ir(x) takes the value of

the response generated by a unitary load applied in the position x. Note that the wind speed U(z)

depends only on z as explained in section 2.1.1. In the case of a bridge with constant section, the

drag coefficient and the height of the section will remain constant, being possible to reformulate

the previous equation as

µR = CD
1

2
ρhU2(z)

∫ l

0

IR(x)dx (2.58)

where the integral of Ir(x) cab be easily calculated for any particular response of the bridge.

The gust factor

Particularizing the calculations of the gust factor for the case of an horizontal bridge with constant

section and a mode shape with constant sign, the new parameters are directly calculated as

θb = 1 θr =

∫ l
0
ξ(x)dx

∫ l
0
ξ(x)IR(x)dx∫ l

0
ξ2(x)dx

∫ l
0
IR(x)dx

(2.59)

where ξ(x) is the first mode of vibration in the along-wind direction. However, for design purposes

is possible to use θr = 1 as well [12], leaving the definition of the gust factor as in equation 2.48.

Regarding the background factor, it is calculated by the following expression:

kb =

∫ l
0

∫ l
0
ρu(rx)Ir(x1)Ir(x2)dx1x2(∫ l

0
Ir(x)dx

)2 (2.60)

where ρu(rx) is the correlation coefficient for longitudinal turbulence components. Dyrbye et al.

[12] proposed in 1997 an easier expression (equation 2.61) based on values of the parameters usually

found in real situations and substituting in equation 2.60.

kb =
1

1 + 3
2

√(
b
Lu

)2
+
(
h
Lu

)2
+
(

3
π

b
Lu

h
Lu

)2 (2.61)

By last, for line-like structures the resonance factor is calculated by the following expression:

kr =
π2

2δ
RN (z, ne)

| Jx(ne) |2

| Jz(0) |
(2.62)

where δ is the damping expressed as the logarithmic decrement, RN (z, ne) is the normalized power-

spectral density function described in section 2.1.2 and Jx(n) is the joint acceptance function in

the direction of the bridge.
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2.4 Cross-wind effects on structures

The principal contributor to the cross-loading of structures is the von Kármán vortex street.

The cyclic vortex shedding changes periodically the velocity field of the fluid, which also changes

periodically the pressure field around the body. During this cycle the speed at both sides of

the obstacle changes alternatively depending on which vortex is being detached, creating a high

difference of pressure in the direction perpendicular to the flow.

Figure 2.8: Variation of the lift force in two opposite moments of a vortex shedding cycle.

The result is the generation of a periodic lift force over the body (Figure 2.8, which can be approx-

imated by a sinusoidal function [38]. Furthermore, it is important to say that the phenomenon also

creates an oscillation in the along-wind direction, but with twice the frequency of the lift coefficient

(Figure 2.9). The amplitude of the drag coefficient is usually much smaller than the one of the

lift coefficient and its effects are usually neglected. However, for certain geometries with higher

dimensions perpendicular to the wind the, drag force might need to be considered.

Figure 2.9: Drag and lift oscillations on a steel beam caused by vortex shedding. The

results are extracted from CFD simulations.

Vortex shedding is usually dangerous when its frequency concur with the natural frequency of

the structure, creating large amplitudes of vibration, while buffeting is more dangerous with high

winds, when the turbulence component can create vibrations in the structure even though both

frequencies are not equal. Thus, in general both phenomenons do not occur at the same time,

making the evaluation of vortex shedding independent of buffeting phenomenon.

The range of wind speeds where vortex shedding is considered dangerous is 5-15 m/s [16]. For lower

speeds the induced loads are not of importance, while with higher speeds the flow is considered

governed by the turbulence and vortex shedding is chaotic, reducing the induced loads.

Besides the contribution of the vortex shedding, there are other phenomena involved in transversal

loading. First, the turbulence in the direction perpendicular to the flow can also cause vibrations.

23



CHAPTER 2. WIND LOADS ON STRUCTURES

Second, the so-called motion induced loads. When the structure has large deformations the wind

flow can be affected. The total force in the cross-wind direction can be defined then as

F = Ft + Fv + Fm (2.63)

where Ft, Fv and Fm are the forces caused by the transversal turbulence, the vortex shedding and

the motion of the structure respectively. However, the turbulence induced loads Ft is usually very

low and can be neglected, except in the case of very tall bridges, were it can have an important

influence in the overall effects [12]. In the case of an horizontal bridge, the vortex shedding load

will have the following formula:

Fv(x, t) = q(x)h(x)CL(x, t) (2.64)

q(x) =
1

2
ρU2 (2.65)

where q(x) is the wind’s velocity pressure, U is the mean wind speed at the height of the bridge,

ρ is the density of the air, h(x) is the vertical size of the deck and CL(x, t) is the lift coefficient,

which will be oscillating because of the vortex shedding.

2.4.1 The influence of turbulence in vortex shedding

The turbulence of the wind also has an effect in the vortex shedding phenomenon. On the one

hand, the variation of wind speed implies a variation in the vortex shedding frequency, which

means that the frequency of the induced load will vary between a small range of frequencies. This

effect can be described with a power-spectral density function, but in this case, the values will

more concentrated than in of the along-wind turbulence power spectrum. Vickery et al. assumed

a normal distribution of the turbulence and proposed the following normalized power spectrum

[50], where the peak of the spectrum is located in the vortex shedding frequency:

nSCL
(x, n)

C
2

L(x)
=

n√
πB(x)ns(z)

exp

[
−
[

1− n/ns(x)

B(x)

]2]
(2.66)

where SCL
(x, n) is the power spectrum of the lift coefficient, n is the frequency, C

2

L(x) is the

variance of the lift coefficient, ns(x) is the vortex shedding frequency and B(z) is the spectral

bandwidth, which can be approximated as

B(z) = 0.1 + 2Iu (2.67)

where Iu is the turbulence intensity in the along-wind direction, as stated in equation 2.8.

In the other hand, the vortex shedding usually is not in the same phase for all the length of the

structure. The difference in phase has a favourable effect because the peak load is not founded at the

same time in all the structure. This effect is usually considered considering a correlation length,

where the loads are acting in the same phase. A reasonable approximation for this correlation
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length for horizontal bridges –based in the coherence of the lift coefficient and its phase spectra–

is [12]:

L′

h
=

√
π

2
√
a
exp

(
− b

2

4a

)
(2.68)

where a ∼ 0.1 and b are constants, being the last one dependent on the shape of the cross section.

2.4.2 Motion induced loads

The motion induced component of the cross-wind load is defined as

Fm = −haξ̈def − caξ̇def (2.69)

where ha is the so-called added mass of air, ca is the aerodynamic damping and ξdef is the deflection

of the structure. Introducing this term in the general equation of a SDOF, the following formula

is obtained:

(m+ ha)ξ̈def (t) + (cs + ca)ξ̇def (t) + kξdef (t) = Ft(t) + Fv(t) (2.70)

where m is the mass of the system, cs is the structural damping and k is the stiffness. The added

mass of air is usually negligible, but the aerodynamic damping plays an important role in some

cases. The aerodynamic damping can have negative values for frequencies slightly above the vortex

shedding frequency, strongly amplifying the vibrations of the structure.

The aerodynamic damping is usually expressed with the dimensionless coefficient Sa:

Sa =
2δame

ρh2
(2.71)

where δa is the logarithmic decrement of the aerodynamic damping and me is the modal mass

divided by the length of the structure. In the same way, the structural damping can be expressed

with the so-called Scruton number :

Sc =
2δsme

ρh2
(2.72)

where δs is the logarithmic decrement of the structural damping. Usually, the structure is safe

with Scruton numbers above 20, and has a high risk of instability with Scruton numbers below

5. The large-scale turbulence influences also the risk of instability of the structure [12]. A high

large-scale turbulence reduces the correlation of the vortex shedding and the phenomenon stays

less time with steady frequency, while with low large-scale turbulence the vortex shedding will

occur simultaneously along the structure, causing higher loads.
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Lock-in

Several experiments state that the correlation length of the vortex shedding phenomenon increases

with the motion of the structure [12]. This happens because large amplitudes of vibration affect

wind’s behaviour, forcing the vortex shedding to occur at the same frequency of the structure.

An interesting effect created because of this increase of correlation is the lock-in phenomenon.

The synchronization of vortex shedding when the structure is in resonance creates even higher

forces, creating larger amplitudes. When the structure is in this stage, the vortex shedding will

be synchronized with the vibration frequency even if the wind speed increases, maintaining the

resonance state (Figure 2.10).

Figure 2.10: Experimental results of the frequency of vortex shedding in relation with the

natural frequency of the structure for various wind speeds, showing the lock-in

phenomenon. Source: Feng,1968 [15].

2.4.3 Vortex shedding response evaluation

The complexity of vortex shedding phenomenon has lead to the generation of very different ana-

lytical models to predict its effects [16]. Several codes around the world use very different methods

with a considerable difference in its results. The main part of the methodologies proposed were

though for particular type of cases, so it is necessary to understand the domain of application of

each one to make a proper analysis of the cross-wind response of structures.

Probably, the most simple method is the sinusoidal method. In it, the load is assumed to be

sinusoidal and acting always in the direction of the mode shape. Thus, for mode shapes with

changing sign, the load direction will change sign depending on the location of the structure were

the load is applied. The sinusoidal method does not consider the lack of correlation between

the phases of the vortex shedding in different points, nor the changes in the mean wind speed.

Therefore, the model leads to very conservative results. Basically, it calculates the worst case

scenario, when the load is completely sinusoidal and acts in the most unfavourable direction.

In order to reach more realistic results, two different approaches have been taken. In the University

of Western Ontario (UWO) the spectral model was developed. The method simulates the vortex
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shedding loads with statistical methods, taking in to account that they will not be completely

synchronized along the structure. This model gives accurate results for relatively stiff structures,

such as concrete columns [12], but it is not focussed on modelling aeroelastic effects when the

amplitudes of vibration are big.

A completely different approach was taken by Ruscheweyh in the Rheinisch Westfälische Technische

Hochschule (RWTH) in Aachen, developing the vortex resonance model. Ruscheweyh takes into

account the lack of correlation by defining an effective correlation length where the load is acting

[31]. Therefore, the models simulates the synchronization of vortex shedding in the zones with

larger amplitudes when the structure is in resonance, and assumes a single load in this area. The

model has good results for flexible structures such as steel chimneys, where the amplitudes of

vibrations force the flow to be synchronized in the correlation length [12].

The objective of this report is to analyse the dynamic behaviour of two slender steal beams when

the concrete parts of the bridge have not been built yet. Therefore, the most appropriate method is

the one proposed by Ruscheweyh. Considering the wide variety of approaches to define the effects

of vortex shedding, only the mentioned method will be commented.

Vortex resonance model

The vortex resonance model directly calculates the maximum deflection of the structure, given by

the following formula:

ymax =
Fe

(2πne)2me

π

δs
(2.73)

where ne is the natural frequency of the structure, me equivalent mass per unit length of the

structure, δs is the logarithmic decrement of the structural damping and Fe is the equivalent load

defined as

Fe = ξmax

∫ l
0
q(x)h(x)cF (x)ξ(x)dx∫ l

0
ξ2(x)dx

(2.74)

where q(x) is the correlation length, h(x) is the transversal dimension of the bridge deck, cF (x)

is a dimensionless factor describing the maximum value of the lift coefficient and xi(x) is the first

mode shape in the cross-wind direction. Particularizing for the case of an horizontal bridge with

constant cross-section q(x), h(x) and cF (x) will be constant, so equation 2.73 can be rewritten as

ymax = ξmax

∫ l
0
cF (x)ξ(x)dx∫ l
0
ξ2(x)dx

q h

4πn2emeδs
= ξmaxh

∫ l
0
cF (x)ξ(x)dx∫ l
0
ξ2(x)dx

1

Sc

1

St2
(2.75)

where Sc is the Scruton number and St is the Strouhal number. The integral of the coefficient

cF over the whole length of the bridge can be approximated by the integral of its maximum value

over the correlation length, leading to

∫ l

0

cF (x)ξ(x)dx = clatkp

∫ L′

ξ(x)dx (2.76)
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where clat is the variance of cF and kp is the peak factor, the product of both substituting cF . The

peak factor is considered by integrating over an equivalent correlation length Le longer than the

original one, leaving the previous integral as

kp

∫ L′

ξ(x)dx =

∫ Le

ξ(x)dx (2.77)

Therefore, equation 2.75 can reformulated as

ymax
h

= KwKξclat
1

Sc

1

St2
(2.78)

where the effective correlation length factor Kw and the mode shape factor Kξ are

Kw =

∫ Le ξ(x)dx∫ l
0
ξ(x)dx

Kξ =
ξmax
4π

∫ l
0
ξ(x)dx∫ l

0
ξ2(x)dx

(2.79)

It is important to mention that this method has shown to underestimate the vortex shedding

response for cases with cold weather and very low turbulence intensity [12]. The model is not able

to consider special conditions with very low turbulence, such as the ones encountered in coastal or

offshore areas. However, the method is a good approximation for other general cases.

2.5 Aeroelastic effects

In the previous sections the dynamic actions induced by wind’s behaviour were explained. Both

buffeting and vortex shedding induced loads happen even if the solid is completely static, but

the movement of the solid can lead to aditional loads. With sufficiently large deformations of

the structure other forces may appear and, for some particular cases, the loads increase with the

amplitude of vibration, creating instabilities that can cause the collapse of the structure.

Galloping and fluttering are probably the most common aerodynamic instabilities. Despite both

of them are self-sustainable, the starting motion needs to be created by lateral buffeting of vortex

shedding effects.

2.5.1 Galloping

Galloping is a dynamic instability common in slender and flexible structures with specific cross-

sections such a squared or D shapes, where the structure experiences high cross-wind amplitudes

of vibrations at frequencies lower than the vortex shedding frequency [38]. When the speed of

the solid grows up to a specific point, the aerodynamic damping can become negative (Figure

2.11), increasing even more the oscillations. At some point, the aerodynamic damping gets over

the structural damping and the total damping of the system becomes negative [41], leading to the

collapse of the structure.

Galloping is very typical in cables due to its flexibility and lightness, but can happen also in other

slender structures. The critical wind speed where galloping occurs can be increased by increasing
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Figure 2.11: Aerodynamic damping depending on the relative frequency of vortex

shedding. With frequencies of vortex shedding slightly above the natural frequency of the

structure, the aerodynamic damping becomes negative and galloping phenomenon can

start. Note that the resulting vibrations will have a lower frequency than the vortex

shedding frequency. Source: Vickery, 1978 [46].

the mass or the damping of the structure [12].

Furthermore, the effects of galloping are increased when more than one body is in the same area.

The turbulence contained in the wake of a body increases the liberty of oscillation for the bodies

behind it, being the phenomenon more likely to happen [38].

2.5.2 Fluttering

Fluttering is usually found in thin and long cross-sections as airfoils or cable supported bridge

decks. The phenomenon happens when the first torsional and bending modes of vibrations are

coupled [38].

When the bridge deck bends in its first torsional mode of vibration, the angle of attack of the wind

changes and the lift coefficient increases considerably. The increased lift coefficient leads to very

high amplitudes of vibration, completely synchronized with the torsional vibration [12].

A very visual example of this effect is the collapse of Tacoma Narrows Bridge in 1940. The bridge

showed during a long time very large amplitudes of torsional and bending vibration, which finally

resulted in the break of its deck.
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Figure 2.12: Different cases in torsional and bending coupling during fluttering

vibrations. Source: Wind loads on structures [12].

2.6 Wind loads in Eurocode 1

The European normative regarding wind actions in civil engineering structures is collected in

Eurocode 1, part 4 (EN 1991-1-4) [14].

Eurocode 1 is applicable for bridges with spans of less than 200 meters and does not give guidance

for torsional vibrations, effects of transversal turbulence, cable supported bridges or other bridges

where coupling between mode shapes can occur. Section 8 of the code is dedicated specially to

bridges, but only structures with constant section are included.

Regarding the evaluation of dynamic effects induced by the wind, Eurocode states that a dynamic

analysis will not be necessary when the span of the bridge is lower than 40 meters. In case that the

national annex does not give further information, a dynamic analysis will be necessary for bridges

longer than 40 metres. Unfortunately, the methods proposed to analyse the dynamic loads are

described in informative annexes, and do not have a legislative nature.

In the following sections, the methods proposed by the code are commented in relation with the

concepts explained in the previous questions.

2.6.1 Mean wind speed

The base wind velocity vb is defined in Eurocode 1 as the characteristic 10 minutes mean wind

speed at 10 metres above the ground and in a terrain of category II.

To find the wind-speed at a given height from the ground, the normative uses the logarithmic wind

profile (equation 2.4), but with a different notation:

vm(z) = kr ln

(
z

z0

)
vb for z ≥ zmin

vm(z) = vm(zmin) for z < zmin

(2.80)

where z0 is the roughness length, z is the height above the ground and kr and zmin are parameters
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given in a table in the normative depending on the terrain category.

The terms basic velocity pressure (qb) and peak velocity pressure (qp) are also introduced, being

the pressure associated with the base wind velocity and the one associated with the wind speed at

the given height, including the large eddies effects.

qb =
1

2
ρv2b (2.81)

qp(z) = [1 + 7Iv(z)]
1

2
ρv2m(z) (2.82)

2.6.2 Along-wind response

The force in the along-wind direction of a single element is given in Eurocode as

Fw = cscdcfqp(ze)Aref (2.83)

where ze is the reference height of the structure, cf is the force coefficient, equivalent to the drag

coefficient for horizontal loading, and cscd is the so-called structural factor. The size factor cs is a

favourable coefficient (cs ≤ 1) that accounts the lack of correlation between the eddies along the

structure, while the dynamic factor cd takes into account the unfavourable effects of the structure’s

vibration. The code provides the following formulas to calculate them:

cs =
1 + 7Iv(zs)

√
B2

1 + 7Iv(zs)
cd =

1 + 2kpIv(zs)
√
B2 +R2

1 + 7Iv(zs)
√
B2

(2.84)

where kp is the peak factor, Iv(zs) is the turbulence intensity and B2 and R2 are the background

and resonance response factors. For non-dynamic cases the factor cscd is taken as 1. Substituting

equations 2.82 and 2.84 in equation 2.83 it can be extracted the gust factor assumed in the code:

Fw =
(

1 + 2kpIv(zs)
√
B2 +R2

) 1

2
ρv2m(ze) (2.85)

ϕ = 1 + 2kpIv(zs)
√
B2 +R2 (2.86)

evidencing that B2 and R2 are kb and kr, the same parameters explained in section 2.3. The

normative gives two possible approaches to calculate kp, B
2 and R2 in its informative appendixes

B and C.

Procedure 1

The integral length scale assumed in Eurocode 1 has the following expression:

L(z) = Lt

(
z

zt

)α
for z ≥ zmin

L(z) = L(zmin) for z < zmin

(2.87)

α = 0.67 + 0.05 ln(z0) (2.88)
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where zt = 200 m is a reference height, Lt = 300 m is the length scale at the reference height zt

and zmin is the same parameter used for the calculation of the logarithmic profile. Knowing the

integral length scale, the background factor is calculated as

B2 =
1

1 + 0.9
(
b+h
L(zs)

)0
.63

(2.89)

where b and h are the width and height of the structure. Regarding the resonance response factor,

the formula given by Eurocode 1 is very similar to the one explained before (equation 2.62):

R2 =
π2

2δ
SL(zs, n1,x)Rb(ηb)Rh(ηh) (2.90)

where Rb(ηb) and Rh(ηh) are the aerodynamic admittance functions for the horizontal and vertical

direction respectively and SL(zs, n1,x) is the non-dimensional power spectral density function. For

the last one, the normative uses the formula proposed by Kaimal et al. [20] described in equation

2.20. For an horizontal line-like structure as a bridge Rh(ηh) = 1, and the horizontal admittance

function can be approximates as

Rb(ηb) =
1

ηb
− 1

2η2b

(
1− e−2ηb

)
(2.91)

η =
4.6b

L(zs)
fL(zs, n1,x) (2.92)

where n1,x is the natural frequency of the structure and fL(zs, n1,x) is the non-dimensional fre-

quency given in equation 2.15. By last, the peak factor kp is calculated in Eurocode 1 with a

slight variation in Euler’s constant γ and the up-crossing frequency ν, resulting in the following

expressions:

kp =
√

2 ln(νT ) +
0.6√

2 ln(νT )
(2.93)

ν = n1,x

√
R2

B2 +R2
(2.94)

where T = 600 s is the averaging time for the mean wind speed.

Procedure 2

The second procedure uses the same equations to calculate the integral length scale L(zs) and the

peak factor kp than in the first procedure. Nevertheless, varies in the calculation of the background

factor B2 and the resonance factor R2. Eurocode 1 uses in this case the expressions first published

by Dyrbye et al. [12], already explained in section 2.3.

2.6.3 Cross-wind response

Eurocode 1 proposes in an informative annex two alternative methods to calculate the vortex

shedding response. On the one hand, uses the method proposed by Ruschewyh explained in section
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2.4.3, and on the other hand, proposes an alternative method only applicable for cantilevered

structures with constant distribution of cross-wind dimension. The last one allows the consideration

of different turbulence intensities, being specially adequate for cases with extremely low turbulence,

such as coastal structures, where the first method may underestimate the response. However, in

order to analyse the type of bridge assessed in this report, only the first model is applicable.

The code uses the same formulation explained in section 2.4.3, but with a slightly different notation.

Furthermore, it proposes some values for the parameters Kw and Kξ for simple structures. In the

case of single span bridges, Kξ = 0.10 for simply supported beams and Kξ = 0.11 for beams with

clamped edges. Regarding, the effective correlation length factor Kw, Eurocode 1 proposes an

iterative method to calculate it. The equations applicable for bridges are:

Simply supported beams → Kw = cos

[
π

2

(
1− Lj/b

l/b

)]
(2.95)

Beams with clamped edges → Kw =
Lj/b

l/b
+

1

π
sin

[
π

(
1− Lj/b

l/b

)]
(2.96)

where l is the length of the structure, b its width, and Lj the equivalent correlation length. The

ratio Lj/b is given by the following formulas:

Lj
b

= 6 for 0.1 < fracyF (sj)b

Lj
b

= 4.8 + 12
yF (sj)

b
for 0.1 >

yF (sj)

b
> 0.6

Lj
b

= 12 for
yF (sj)

b
> 0.6

(2.97)

where the ratio yF (sj)/b is the same as ymax/h in equation 2.78. The previous equations are solved

with the along with equation 2.78 in an iterative way until reaching the solution.

Eurocode 1 also provides a table with values of the Strouhal number St and lateral coefficient clat

for different shapes. Unfortunately, the values for the I beam with wind in the lateral direction

is not provided, being necessary to calculate it with computational help of wind tunnel tests.

Moreover, the code makes a correction of the lateral coefficient, assuming that extreme winds

will not last enough time to excite completely the structure [12]. The correction is given by the

following expressions:

clat = clat,0 for 0.83 ≤ vcrit
vm,Lj

clat =

(
3− 2.4

vcrit
vm,Lj

)
clat,0 for 0.83 ≤ vcrit

vm,Lj

≤ 1.25

clat = 0 for
vcrit
vm,Lj

≤ 1.25

(2.98)

where clat,0 is the initial lateral coefficient given in the tables, vcrit is the wind speed that causes

the resonance of the structure and vm,Lj is the mean wind speed in the middle of the correlation

length. By last, Eurocode 1 translates the maximum deflection ymax into forces by the following

formula, assuming that the mode force is proportional to the mode shape function if the mass is

constant:
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Fw(s) = m(s) (2πni,y)
2

Φi,y(s)ymax (2.99)

where s is the location along the structure, Fw(s) is the wind induced force per unit length, m(s)

is the mass per unit length, ni,y is the natural frequency of the structure, Φi,y(s) is the normalised

mode shape and ymax is the maximum deflection of the structure.
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Method

3.1 Model description

In order to obtain the dynamic wind effects on the structure, several geometries were tested with

the CFD software Ansys-Fluent.

The complexity of the vortex shedding phenomenon makes it very difficult to perform a parametric

study with 3D simulations so the analysis was carried out with 2D simulations, focussing on the

shape of the cross-section. Even though the vortex shedding can change in the zones near the

supports of the bridge, the important actions for the structural response are the ones in the middle

zones of the span. Therefore, the calculation of the important parameters of the wind flow for a

representative section was considered to be enough for the scope of this master thesis.

The parameters studied in the simulations were four (Figure 1.1): the height of the cross section

of the beams (h), the distance between them (d), the width of their flanges (b) and the distance

between the floor and the lowest point of the beams (H).

In order to consider the free flow conditions in the upwind, downwind and upper directions, the

model needs to be extended a considerable distance. Modelling the free flow boundaries too near

from the analysed geometry would lead to blockage effects and inaccuracies in the definition of the

input and output flows [44]. The distance finally taken for the upwind and upper directions was

120 meters, while the model extended for 150 metres in the downwind direction.

3.1.1 Parametric study

Three different situations were considered in the parametric analysis (Figure 3.1). First, the case

when only one beam is placed, second, the stage when both beams are in their locations, and

by last, the case were both beams are placed but the space between them is isolated from the

external flow with wood or steel plates. The last case was included to see if any improvement is

observed in the aerodynamic parameters of the section, being then a possible solution to reduce

the vulnerability of the section.

Regarding the parameters previously mentioned, three different values were assigned to the height
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Figure 3.1: Construction stages considered in the parametric study.

of the section (h), the distance between beams (d) and the height of the bridge (H). The width of

the flanges is usually conditioned by the joint procedure with the concrete slab, so it was assumed

a constant value of b = 0.9m.

The height of the beams for simple girder bridges with spans around 40 metres varies between 2 and

3 metres, so the values of h = 2m, 2.5m, 3m were tested. Regarding the distance between beams,

usually it is equal or bigger than the height of the section, so the values were taken depending on

the last one, leaving d = h+ 0m, h+ 0.5m, h+ 1m. By last, the height of the bridge was assumed

to be H = 3 m, 5 m, 10 m, usual heights for this type of bridges. Furthermore, an additional

height of H = 120m was considered, representing the free flow. Therefore, for the first situation 12

different geometries were tested, while for the second and third situations, 36 cases were analysed.

Moreover, each case was simulated with different wind speeds in order to obtain the mean results,

reducing the uncertainty of the final value. Besides, simulating different speeds was useful to

check that the results were Reynolds-independent. For the first situation the wind speeds U =

2.5m/s, 5m/s, 7.5m/s, 10m/s, 12.5m/s, 15m/s, 20m/s, 30m/s were considered, while for the

situations with both beams only the wind speeds in the range of 5− 10m/s were tested.

In conclusion, a total of 456 simulations were needed to test all the combinations of parameters.

3.1.2 Physics configuration

The density of the air was assumed to be ρa = 1.225 kg/m3, while the dynamic viscosity was

assumed to be µ = 1.7894 · 10−5, corresponding with a temperature around 15oC [43]. As the air

is not a dense fluid and the variation of height in the structure is very low, the simulations were

made neglecting the effects of gravity in the fluid’s behaviour.

About the boundary conditions, the contour of the beams and the lower part of the model –

symbolizing the floor– were defined as walls, with zero speed in the tangential and normal direction.

The upper part of the model –symbolizing the free air– was defined as a symmetry boundary

condition to avoid the formation of a boundary layer, while the outlet was set with a zero pressure

condition. Finally, in the upwind extreme of the model, the inlet was defined as a constant wind

speed in all the segment, with the values discussed in section 3.1.1.
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Figure 3.2: Definition of the boundary conditions in the model.

3.1.3 Mesh

The meshing procedure was made with the software Ansys-ICEM, and it is composed of quadri-

lateral elements. A quadrilateral mesh is more difficult to build and less flexible, but when the

flow is aligned with one of the directions of the cells, the model requires less computational time

than with a triangular mesh. Besides, the use of quadrilateral cells in the near-wall zones is highly

recommended [44].

An hybrid mesh with quadrilateral cells in the near-wall zones and triangular cells in the rest of

the model was also possible. Nevertheless, the automatic mesh generator formed very skewed cells

in the corners of the beams, just were the flow needed to be defined with accuracy. Therefore, the

mesh was finally generated manually with blocking procedures.

The cell size perpendicular to the wall in the surfaces was set in 1 mm. As the model is using

wall functions to simulate the flow near the surfaces, this size is small enough to obtain acceptable

results. The change ratio between adjacent cells was set in 1.2, ensuring smooth transitions between

the cells in the surface and the rest of the fluid domain. In Figure 3.3 the size of the cells near the

walls and the treatment of the section’s corners can be observed.

Figure 3.3: Mesh around the corners and in the walls.
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Cell size is then increased constantly using radial structures to fill all the surface of the model

with the minimum number of elements possible, avoiding always strong changes in cell’s size and

elements with angles below 45o or above 135o. Moreover, the formation of the vortexes in the

wake of the body has a great impact in the drag, lift and Strouhal coefficients. In order to allow

the correct development of the wake, it was necessary to maintain cell’s size in low values in the

downwind zone of the beams’ cross-section (Figure 3.4).

Figure 3.4: Mesh structure for the case with h = 2.5 m, d = 3 m and H = 120 m. Note

that the disposition of the blocks (light blue) maintain moderate element sizes in the

beginning of the wake zone.

The manual generation of the described mesh is quite time-consuming, so it was necessary to script

the process in Tcl, the string-based programming language used by ICEM (see Appendix B). As

the number of cells attached to a segment depends on its length, the total number of elements

in the model changes considerably with the geometry tested. The smaller models –found in cases

with only one beam– had around 110.000 elements, whereas the bigger ones –in cases with both

beams in their location– had approximately 195.000 elements. However, all models have the same

element size in the zones surrounding the shapes.

3.1.4 Solver parameters

As the von Kármán vortex street is a time-dependent phenomenon, a transient formulation was

used in the simulations. The second-order transient simulation solver was used to improve accuracy.

The maximum number of iterations per time step was set in 200 to ensure a full convergence in

every time step.

The time step and the total time of simulation for each case depends on the wind speed tested.

First, for high speeds the frequency of vortex shedding increases, being possible to capture the

same number of cycles in less simulation time. Second, it is necessary to have at least 100 time

steps per cycle, so the faster the phenomenon is, the smaller the time step should be.

Furthermore, it is necessary to consider a certain time at the beginning of the simulation to let the

flow find a stable cyclic behaviour. After this time, the time series can be analysed in the frequency

domain to find the Strouhal number. In order to reduce this stabilization time and increase the

analysable time, 10000 iterations with the steady state solver were made before each transient
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simulation. Due to the instability of the flow with these Reynolds numbers, the steady state solver

cannot converge, but is useful to give the transient solver a start near to the final behaviour.

Finally, the settings showed in Table 3.1 were chosen, being enough to reproduce sufficient cycles

of drag and lift forces to make an accurate estimation of all the parameters.

Table 3.1: Transient solver parameters chosen depending on the wind speed tested.

Regarding the turbulence treatment, the k − ε model was used in all the simulations. As it is a

Reynolds-Average Navier-Stokes (RANS) model, the accuracy is lower than using Direct Numerical

Simulation (DNS) or Large-Eddie Simulation (LES) models, but the computational time is much

lower, and the results are enough to make a qualitative assessment of the flow [44]. Furthermore,

LES and DNS models have more strict mesh conditions, increasing even more the computational

time and the difficulties to calibrate and validate the model.

Particularly, the Re-Normalization Group (RNG) variation of the k− ε model proposed by Yakhot

et al. [52] was used, with an enhanced wall treatment to simulate the flow near the surfaces. The

parameters of the model were the default ones proposed by the software: Cµ = 0.0845, Cε1 = 1.42

and Cε2 = 1.68.

3.1.5 Extraction of the results

Seven different non-dimensional coefficients were extracted from the simulations to make the as-

sessment of the section’s behaviour:

• The Strouhal number (St).

• The mean values of the drag, lift and moment coefficients (CD,CL,CM ).

• The Root Mean Square (RMS) values of the drag, lift and moment coefficients (CD,CL,CM ),

representing their variances.

The drag and lift forces can be obtained integrating the pressure along the surface of the shape

immersed in the flow:

−→
F =

∮
−ps−→n dS (3.1)

where
−→
F is the resultant force, ps is the static pressure of the fluid, −→n is the unitary vector

perpendicular to the surface S. As CFD entails the discretization of time and space in the model,

the static pressure can only be obtained for each cell in the boundary of the cross-section. Drag

and lift forces in a 2D model can be extracted then as
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FD =

k∑
i=1

−ps,inx,isi (3.2)

FL =

k∑
i=1

−ps,iny,isi (3.3)

where FD and FL are the drag and lift forces, k is the number of cells in the contour of the shape,

si is the surface of the cell in contact with it and nx,i and ny,i are the components of n. By last,

the resulting moment can also be calculated with a similar procedure:

M =

k∑
i=1

ps,isi (nx,i(yi − yG)− ny,i(xi − xG)) (3.4)

where xG and yG are the coordinates of the centroid of the cross-section and xi and yi are the

coordinates of the cell i. Therefore, the values of the static pressure in all the cells in the contour

of the beams was exported from Fluent in ASCII format for each time step, and it was processed

later by a Matlab code to obtain the drag, lift and moment coefficients time-series.

It is important to mention that the viscosity of the fluid also causes a tangential force to appear

around the body. However, with low-viscosity fluids as the air, the tangential forces are much

lower than the normal forces generated by the pressure. These forces are important to consider in

streamlined bodies such as airfoils, but can be neglected in cases as the analysed in this report.

About the Strouhal number, the coefficient can be easily extracted from the frequency domain of

the lift force. The change from time domain to frequency domain was made with the Fast Fourier

Transform (FFT) method, already implemented as a Matlab function. In order to improve the

accuracy of the results using the FFT, the zero-padding method was used. Therefore, the precision

of the results was improved without increasing the time of simulation.

3.2 Verification of the model

The verification of the model is usually done in these cases with wind-tunnel tests, which is not

available for the development of the present thesis. It is necessary then to compare the results

obtained from the computational simulations with results found in the literature. As said in section

1.1, the main part of the research in the field has been focussed in simple geometries as circular

or squared cylinders, making difficult to find results for the aerodynamic properties of I beams. It

is necessary then to check the model with a simple geometry before starting with the parametric

study.

The geometry chosen to make the validation was a flat plate perpendicular to the flow. Even

though the case is not as studied as circular shapes, several articles can be found in the literature

about it. Furthermore, the bluffness of this shape is quite similar to an I beams, with sharp corners

and a high height-width ratio.
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3.2.1 Geometry description

In order to find the base aerodynamic parameters of the flat plate, the shape was situated in the

middle of the model, with symmetrical boundary conditions in the upper and lower edges of the

model.

The flat plate finally tested was 2.5 metres height and 2 cm width, and the mesh of the model

was made with the same conditions explained in section 3.1.3 to ensure that the validation of this

geometry is useful for the other models. In Figure 3.5 can be observed a detail of the mesh in the

zone near to the body, again with a denser mesh in the downwind direction.

Figure 3.5: Mesh around the solid defined for the validation geometry.

3.2.2 Grid and time step convergence tests

In every CFD model it is necessary to make a grid and a time step convergence test to ensure that

the space and time discretization is a good approximation of the reality. In order to do that, the

number of elements of the model and its time step is changed until the results remain constant.

For each variation, the Strouhal number, the mean drag coefficient and RMS value of the drag

coefficient were calculated to check the influence of mesh and time step.

Grid convergence test

The starting model of the flat plate had 42000 elements and it was increased by steps of approxi-

mately a 30% of the initial number. The increase of the total number of elements was made with

the help of the software ICEM, which allows the user to increase the mesh density in all the model

respecting different densities in the starting model.

Finally, 6 different models were tested, with a total number of elements of 42000, 55000, 68000,

81000, 94000 and 107000. The different versions were tested with two wind speeds: U = 5 m/s

and U = 15m/s. Regarding the time step, ∆t = 0.02 s was set for the low wind speed simulations

(U = 5m/s) and ∆t = 0.006 s for the ones with high wind speed (U = 15m/s), ensuring to have
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around 200 time steps per cycle of vortex shedding. The results obtained with these settings are

shown in Table 3.2.

Table 3.2: Results of the grid convergence test. Err.Prev. refers to the change between a

mesh and the previous one, whereas Err.Final. refers to the error respect to the model

with more number of elements.

All the errors are under 5%, so the model can be assumed to be mesh-independent. For further

analysis, the mesh with 55000 elements was used. It is important to note that, even though the

number of elements differ considerably from the ones explained in section 3.1.3, the geometric

characteristics of the elements have been maintained. Thus, element sizes are the same, but the

complexity of the geometries in the parametric study increases the total number of elements.

Time step convergence test

When analysing the von Kármán vortex street phenomenon, it is recommended to simulate at

least 100 time steps per vortex shedding cycle to have accuracy in the calculation of the Strouhal

number. Thus, as the vortex shedding frequency changes with wind velocity, the time step size

will vary also with it.

For the time step convergence test five simulations were made with both wind speeds, corresponding

with 50, 100, 200, 400 and 800 approximate time steps per cycle. Therefore, the simulations with

U = 5m/s were made with ∆t = 0.08 s, 0.04 s, 0.02 s, 0.01 s, 0.005 s, while the simulations with

U = 15m/s were made with ∆t = 0.024 s, 0.012 s, 0.006 s, 0.003 s, 0.0015 s.

It is important to note that, as the final Strouhal number is not known, the number of time steps

per cycle is an approximation. A high Strouhal number would entail less time steps per cycle. The

parameters obtained with the mentioned settings are shown in Table 3.3.

The final number of time steps per cycle chosen was 200. Even though 100 time steps per cycle

showed also acceptable results, with the beam models the Strouhal coefficient might increase,

reducing this number.
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Table 3.3: Results of the time step convergence test. Err.Prev. refers to the change

between a mesh and the previous one, whereas Err.Final. refers to the error respect to the

model with more number of elements.

3.2.3 Verification

The verification of the model was made comparing the results of the drag coefficient and the

Strouhal number with literature data.

In 1954, Roshko made measurements of aerodynamic characteristics of bluff-bodies with Reynolds

numbers in the range of 3 · 103 < Re < 2 · 104, obtaining Strouhal numbers for the flat plate

between St = 0.133 and St = 0.14 [30]. Later, Chen et al. made wind-tunnel tests of flat plates

with Reynolds numbers between Re = 3.5 · 103 and Re = 3.2 · 104, obtaining a Strouhal number of

St = 0.16 [2]. After doing the correction of the blockage effect the result obtained was St = 0.136.

However, Simiu et al. gave a Reynolds-independent value of St = 0.145 [38].

The Strouhal number obtained with the model after the grid and time step convergence test

is St = 0.121, with an error of approximately 10-20%. The approximation is useful for many

engineering purposes, such as the parametric study carried out in the present master thesis. Errors

of this size are expectable from CFD simulations [10], specially if this project is limited to the use

of RANS turbulence models.

Regarding the drag coefficient, Simiu et al. expose CD = 1.96 − 2.01 [38], while Hoerner states

CD = 1.98 [19]. The extracted value for the simulations is CD = 2.72, with a 35% of error.

However, the results are still in the expected range from simulations with the k − ε turbulence

model.

In Table 3.4, a summary of the mentioned results for the Strouhal number and Drag coefficient is

shown.
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Table 3.4: Values of the Strouhal number and drag coefficient given by Roshko [30], Chen

et al. [2], Simiu et al. [38] and Hoerner [19] in comparison with the results obtained from

the model.

3.3 High computing performance

With the simulations settings previously mentioned, each simulation takes around 6-8 hours in

a regular computer. To do all 456 of them would be necessary to be running the models in a

computer for 4-5 months. It is necessary then to use high performance computing methods to

carry out this project in a viable time.

Fortunately, the Royal Institute of Technology has the Center for High Performance Computing

(PDC), with two supercomputers, being one of them the faster in all Nordic countries. The main

function of PDC is to provide computational services for academic research, but it also can be used

by the private sector.

PDC manages two different supercomputers: Beskow and Tegner. Beskow is the main cluster

of the centre and one of the fastest computers in Europe, with a total of 67456 cores distributed

among 2060 nodes. About Tegner, it is usually used for pre- and post- processing tasks for Beskow,

but it can also be used to run small and medium jobs. It has 1800 cores distributed among 65

nodes, with the main part of the nodes having 24 cores.

All the simulations needed for this study were made using Tegner computer. This sections ex-

plains some operation aspects regarding high computing performance and the organization scheme

followed to systematize the calculations.

3.3.1 Parallelization of the simulations

The advantage of running in clusters relies in the parallelization of the jobs, and not only in the

increased speed of each core. Different processes can be run in different cores, reducing the total

computing time. Usually, simulation programs such as Ansys allow to parallelize the tasks, but

depending in the type of simulation, the saved time can vary.

For two-dimensional fluid simulations the parallelization of the tasks is not as efficient as in 3D

cases. In other words, using several cores in parallel will save time, but the total computational

time is not inversely proportional to the number of cores used. Thus, when running the needed

simulations in a Tegner’s node with 24 cores, the computational time will only be reduced by two

or three.

Nevertheless, in this case the problem is not the computational time of one simulation, but the

total number of simulations needed. It is possible then to run several independent simulations in

the same node, allowing each core to be more efficient. Then, the total time of a simulation will

not vary, but at the same time several simulations can be made.

The problem of this methodology is the usage of Ansys licenses. Each parallel simulation would be
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using a different license, and the total number of them is limited. It was finally necessary to find

a point in between. During the parametric study 4 to 8 simulations were run at the same time in

a single node, meaning 6 to 3 cores per simulation respectively.

3.3.2 Organization of the process

In order to systematize all the process, several scripts were made in Tcl, Python and Matlab.

With them, it was possible to reduce the time spent in the parametric study simulations and avoid

mismatches between the data.

First of all, the geometry and mesh creations were done in Ansys-ICEM for all the 84 different

cases. The scripting was done in Tcl, as is the language used by the program. Afterwards, this

geometry was imported in a Fluent file, which had a few basic settings prepared. This file was

moved to Tegner computer to proceed with the simulation.

In Tegner it was necessary to build the journal files for each case, where it was indicated the

wind speeds to test and the parameters of Fluent’s solver. Besides, the generation of a batch file

was needed to launch the job and indicate which cases will be run and with how many cores per

simulation.

As explained in section 3.1.5, Fluent exported the pressures around the beams for each time step

in ASCII files. These files were also processed inside Tegner with a Matlab script, in order to

calculate the drag, lift and moment time-series.

By last, the results were saved in Matlab files and extracted again to the personal computer.

There, with more Matlab codes, the seven parameters were calculated, and the needed plots could

be easily designed. In Figure 3.6 an overview of the whole process is shown, indicating the tasks

of each script.

Figure 3.6: Complete process from the definition of the geometry until the extraction of

the results. The different scripts can be found in Appendix B.
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Results and discussion

4.1 Situation 1: Single beam

The first thing observed after the extraction of the results was their dependency on the wind speed.

As the analysed body has sharp corners, the separation of the boundary layer should be located

always in the same point, resulting in nearly constant aerodynamic parameters.

The different parameters showed similar values for all flow velocities except in the simulations with

U = 20m/s and U = 30m/s. These last two wind speeds showed slight differences in their results,

specially in the case of U = 30m/s. In Figure 4.1 can be observed how the Strouhal number with

high speeds is lower than in other cases.

Figure 4.1: Mean values of the Strouhal number obtained with each wind speed in all the

single beam simulations.

The differences might be due to the effects of the turbulence. However, the range of wind speeds

where vortex shedding effects are more probable to happen is U = 5− 15m/s [16], so the analysis

was focussed on the Reynolds-independent values given by the simulations with velocities in this

range.

In the following sections, the Strouhal number, drag coefficient and RMS values of the drag and

lift coefficient are commented. The lift and moment coefficient were considered of less importance
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because, due to the symetry of the cross-section, they are approximately zero. Regarding the RMS

value of the torsional coefficient, the results showed also that its values are low for the single beam

situation. All the analysed results are based then in the simulations with wind speeds between

5m/s and 15m/s.

Strouhal number and drag coefficient

The Strouhal number and drag coefficients are parameters strongly related. Variations in one of

them can be seen also in the other [30]. Their values obtained for the 12 different geometries of

the single beam case are shown in Figure 4.2.

Figure 4.2: Values of the Strouhal number and drag coefficient extracted from the

simulations with one beam. The dotted lines represent the results for a particular wind

speed, while the continuous lines are the average values from all the wind speeds.

It can be observed that the simulations with a bridge’s height H = 3m do not follow the same path

as the rest of the simulations. Moreover, the simulations gave very different results with different

wind speeds, showing irregularities. These results were attributed to the influence of the ground

on the von Kármán vortex street. If the surface is too close, the wake might be affected, disturbing

the development of the phenomenon. Figure 4.3 shows the vorticity in a simulation with H = 3m

for a particular moment. In it, it can be seen how the wake is displaced upwards, breaking its

symmetry.

Another conclusion that can be indirectly extracted from the results is that beam’s width has an

influence in both coefficients. This can be observed in the results of the simulations in free flow.

A higher section means a thinner beam in proportion, and as the coefficients depend on the shape

and not in the size of the body, the changes should be caused by beam’s width.

Regarding the influence of h, a higher beam height –or a thinner beam width in proportion–

implies a lower Strouhal number and a higher drag coefficient. As explained in section 2.2.5, both

coefficients are strongly related with wake width. According to Roshko [30], the wider the wake

is, the higher the drag coefficient, and the lower the Strouhal number will be. It can be assumed

then that a higher height-to-width ratio generates a wider wake (Figures 4.5 and 4.4).
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Figure 4.3: Vorticity contour for a particular moment of the simulation with h = 3 m,

b = 0.9 m, H = 3 m and U = 5 m/s. It can be seen how the central axis of the wake is

displaced upwards due to the influence of the ground.

Figure 4.4: Vorticity contour at a particular moment of the single beam simulations in

free flow, with h = 3 m (left) and h = 2 m (right). It can be observed how the wake size in

proportion to beam’s height changes.

Figure 4.5: Possible explanation for the changes in the wake width with increasing height

of the beam. Shorter flanges might change the scape angle of the flow.
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Finally, the height of the bridge H increases both drag coefficient and Strouhal number. This effects

can be related with the blockage effect present in wind-tunnel tests. If the walls of the tunnel are

near to the shape tested, the fluid has more difficulties to surround the body and the pressure

before the obstacle increases (Figure 4.6), giving results that differ from free flow observations. In

this case, the ground is acting as a wall, increasing the pressure in the upwind zone. An increase

of pressure explains the increase in the drag coefficient and Strouhal numbers.

Figure 4.6: Changes in the flow due to the proximity of walls (blockage effect).

RMS values of drag and lift coefficient

The parameters representing the amplitude of oscillations of drag and lift forces are shown in

Figure 4.7. Is is possible to see that the results with bridge heights H = 3 follow the same trends

as the other simulations, but they still being different. Moreover, the blockage effect mentioned in

the previous section appears again in this case.

Figure 4.7: Root Mean Square (RMS) values of the drag and lift coefficients extracted

from the simulations with one beam. The dotted lines represent the results for a particular

wind speed, while the continuous lines are the average values from all the wind speeds.
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The amplitude of the lift coefficient shows a great decrease when beam height increases. In order

to calculate the lift coefficient, it is necessary to divide the lift force by the height of the beam,

but the surface where the pressure can create lift forces is always the same. This means that the

lift forces are similar for the different beam heights, but the lift coefficient changes because the

changes in the reference dimensions.

About the amplitude of the drag coefficient, it can be observed a peak for simulations with an

intermediate beam height (h = 2.5m). Both options, increase or decrease the beam height, would

be good then to reduce the dynamic loads in the along-wind direction. However, it would be

necessary to make more simulations, as three values is not enough to see clear trends in this case.

4.2 Situation 2: Double beam

When both of the beams are located in their final positions, the phenomenon turns much more

complex. In Figure 4.8 shows the appearance of vortexes in the zone between beams. This creates

a high kinetic energy region, which results into a low pressure zone.

Figure 4.8: Vorticity field (left) and pressure field (right) for a simulations with two

beams. Orange colors represent the vorticity, purple represents low pressure zones and

green high pressure zones.

This situation can be divided into two different structural cases. A first case where both beams

can move independently, and a second case where both beams are joined by steel elements, acting

then as a single structure. Therefore, all the aerodynamic coefficients can be calculated for each

beam independently and for both beams as a single body, giving three different values for each

parameter.

4.2.1 Comparison between cases

Figure 4.9 shows the values of the principal coefficients obtained for the first two situations anal-

ysed. Note that, for the second situation, the results for each independent beam and for both

beams joined are showed.
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Figure 4.9: Distribution of the Strouhal number, drag coefficient and Root Mean Square

values of the drag and lift coefficients for the different situations and structural

configurations.

As it can be observed in the graph, the Strouhal number grows about a 10-15% from the first

situation to the second situation, which implies a reduction of the critical velocity. About the

mean drag coefficient, the second situation gives lower values than the single beam situation. It

can also be seen that the downwind beam has a negative drag coefficient, generated by the low

pressure zone between both bodies.

According to the work of Roshko [30], the variations in drag coefficient and Strouhal number indi-

cate that the second simulation creates a thinner wake than the first one, increasing the frequency

of vortex shedding but decreasing the wind loads on the shape.

Regarding the variations of the drag and lift coefficients, the two of them decrease when both

beams are located in their final position, specially in the case of the lift coefficient. It can also

be seen that the downwind beam is the one which receives the bigger dynamic actions, while the

upwind one has almost no variations in the forces.

It is important to say that the amplitudes of the drag coefficient are in the same order of magnitude

as the amplitudes of the lift coefficient. Despite vortex shedding predominant actions are in the

cross-wind direction, very high and thin shapes amplify drag forces and decrease lift forces, making

them comparable. Taking into account that the drag coefficient has twice the frequency as the lift

coefficient (Section 2.4), the dynamic actions in the along-wind direction might be more dangerous

for the structure than the ones in the cross-wing direction. Furthermore, the bending stiffness

is much lower in the along-wind direction, leading to lower natural frequencies in the horizontal

plane.

52



4.2. SITUATION 2: DOUBLE BEAM

4.2.2 Upwind beam

As said in the previous section, the amplitudes of the drag and lift coefficient are very low for

the first beam. That means that the dynamic effects induced by the vortex shedding phenomenon

are not important in this case. However, the upwind beam absorbs all the drag coefficient, which

might be important to calculate possible buffeting effects.

The drag coefficient is lower than in the first situation, but it stills being high. Again, it shows an

increase when beam height increases (Figure 4.10), just as in the single beam situation. Probably,

the most interesting thing is that the parameter decreases around a 10% when the distance between

beams increases half a meter.

Figure 4.10: Values of the Strouhal number and drag coefficient for the upwind beam,

extracted from the simulations with two beams.

Regarding the Strouhal number, unlike in the first situation, the parameter increases when the

height of the beams increases. Thus, the frequency of vortex shedding stops being inversely related

with the drag coefficient. Moreover, the coefficient also shows a small decrease when the distance

between beams increases.

It is important to say that Strouhal number will be equal for all three structural cases, as is a

property of the flow around the section and not an action on a specific body.

4.2.3 Downwind beam

In the case of the second beam, located in the downwind zone, the mean drag coefficient is not a

problem. However, the oscillations in the drag and lift coefficients are much greater than in the

first beam.
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The first thing to notice is that both amplitudes are in the same range of values, going from 0.1

to 0.5 (Figure 4.11). This confirms that the dangerous actions induced by the vortex shedding are

the ones in the along-wind direction, with double the frequency than lift oscillations.

Figure 4.11: Root Mean Square (RMS) values of the drag and lift coefficients for the

downwind beam, extracted from the simulations with two beams.

When beam’s height increases, an increase in the amplitudes of the drag coefficient can be observed,

following the same trend as the mean drag coefficient in the upwind beam. About the influence

of the distance between beams, a slight reduction of the coefficient can be observed when beams’

distance increases. However, it is not as significant as in the first beam.

Regarding the cross-wind amplitudes, their values decrease when beam’s height increases, but only

in cases when both beams are near. Furthermore, a significant reduction in the coefficient can be

observed when beam’ distance is increased.

4.2.4 Joined beams

When both beams are joined by the bracing, the structure takes most of the coefficients from the

actions in one of the beams. On the one hand, the drag coefficient is very similar to the drag

coefficient of the first beam, as the second one has a very low and negative drag. It follows then

the same relations with the geometrical parameters explained before. On the other hand, the RMS

values of the drag and lift coefficient are almost the same as in the second beam, since the first

beam has really low oscillations in the forces.

By last, it is important to mention that, in this case, the torsional variations must be taken into

account. The maximum values of the lift coefficient do not occur at the same time in both beams,

there is a phase difference between them. These lift forces, now applied with some eccentricity

respect to the centroid of the section, lead to a higher oscillation in the torsional forces than in the

previous cases.
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The RMS values of the moment coefficient are between 0.1 and 0.4. However, in the simulations

with free flow conditions, the parameter is always around 0.1. This evidences that the main part of

the torsional actions are caused by the influence of the ground, and not only the phase difference

between the lift forces in both beams. About the influence of the distance between beams, no

evident changes can be seen with variations in the geometrical parameter. A longer distance

implies higher moments created by the lift forces, but it also changes the phase difference between

the forces. Thus, it is difficult to find clear relations between this geometrical parameter and the

results.

4.2.5 Overview

An overview of the influence of each geometrical parameter in the principal aerodynamic coefficients

is shown in Table 4.1. As it can be observed, increasing the distance between beams leads to a

decrease in almost all aerodynamic coefficients, so it seems to be the better option to reduce the

vulnerability of the section to dynamic wind loads.

Table 4.1: Influence of the variations of each geometrical parameter on the aerodynamic

coefficients of the section. Small arrows represent maximum changes around 5-10%, while

big arrows represent maximum changes of more than 10%. The bright yellow cells denote

the parameters that have a significant values, while the white cells mark the negligible

coefficients.

4.3 Situation 3: Closed section

The alternative case defined in situation 3 results in a completely different flow behaviour around

the shape (Figure 4.12). The vortexes are formed farther from the section, and it can be seen how

the low pressure zones act over a longer surface.

Structurally, this situation can only be created when both beams are joined and act as a single

structure.

4.3.1 Comparison between cases

Figure 4.13 compares the overall results from all the simulations between the situation 2, with

both beams joined, and situation 3.
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Figure 4.12: Vorticity field (left) and pressure field (right) for a simulations with two

beams and isolated interior. Orange colors represent the vorticity, purple represents low

pressure zones and green high pressure zones.

Figure 4.13: Distribution of the Strouhal number, drag coefficient and Root Mean Square

values of the drag and lift coefficients with and without the the wooden/steel slabs

isolating the space between beams.

The first thing to notice is that the Strouhal number decreases around a 50%. The lower the

Strouhal number is, the higher will be the critical wind speed, making less probable to find res-

onance. Therefore, this drop in the coefficient is really useful to reduce the vulnerability of the

bridge to dynamic wind effects.

Furthermore, the amplitudes of the drag coefficient also drop to almost zero values, reducing the

effects of the wind even if the frequency of vortex shedding meets the natural frequency of the

structure.
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Regarding the lift coefficient, its amplitude grows considerably due to the increase in the lateral

surface of the section. However, as said in previous sections, the principal risk comes from the

along-wind direction forces, so the increase in the coefficient does not limit the utility of the

alternative.

4.3.2 Influence of the parameters

The influence of each geometrical parameter on the final aerodynamic coefficients also differs from

situation 2. In this case, the Strouhal number seems to be independent of the height of the bridge,

but continues increasing when beam’s height increases (Figure 4.14). Moreover, the distance

between beams has a greater influence than in the previous situation. Increasing beams’ distance,

the Strouhal number decreases.

About the drag coefficient, same relations as before can be applied (Figure 4.14). However, the

influence of the height of the bridge and the beam is slightly lower, while the distance between

beams is more important to define this parameter.

Figure 4.14: Values of the Strouhal number and drag coefficient extracted from the

simulations with two beams with closed section.

Regarding the amplitudes of drag and lift coefficient, both parameters are highly influenced by the

height of the bridge, increasing as the height decreases (Figure 4.15). Both coefficients grow slowly

when the height of the section increases or the distance between beams decreases.

Table 4.2 shows an overview of all the relations between geometrical parameters and aerodynamic

coefficients. It can be seen, that the solution of increasing beams’ distance stills being favourable

in this situation.

57



CHAPTER 4. RESULTS AND DISCUSSION

Figure 4.15: Root Mean Square (RMS) values of the drag and lift coefficients extracted

from the simulations with two beams with closed section.

Table 4.2: Influence of the variations of each geometrical parameter on the aerodynamic

coefficients of the closed section. Small arrows represent maximum changes around 5-10%,

while big arrows represent maximum changes of more than 10%. The bright yellow cells

denote the parameters that have a significant values, and not near to zero.
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Chapter 5

Banafjäl Bridge response

5.1 Introduction

The intention of the present chapter is to apply the results obtained in Chapter 4 to a particular

case study, in order to analyse the structural response of a simple girder bridge to wind induced

loads.

The bridge chosen for this analysis is the Banafjäl Bridge, a single lane railway bridge which forms

part of The Bothnia Line. This particular bridge is specially convenient to analyse for several

reasons. On the one hand, bridge drawings and data were available for the author, and on the

other hand, the bridge has specially low amplitudes of vibration, which makes it more vulnerable

to dynamic effects.

To calculate the response of the structure, the analytical methods proposed by Eurocode 1 [14] were

applied, but the geometrical parameters were replaced by the ones calculated in the parametric

study (see Appendix A). Regarding the properties of the solid, the only data needed are the natural

frequencies and the mode shapes of the structure. It is important to say that the uncertainties in

the results mentioned in Section 1.4 were not taken into account, and the aerodynamic coefficients

were used without any security coefficient. Therefore, the estimated response of the structure

inherits the uncertainties from the previous sections, being possible only to estimate –and not

determine– the final response. In order to have more reliable results, it would be necessary to

make wind-tunnel tests to validate the computational results.

The analysis of a case study is of special importance for the project. First, because it gives an

example of application of the results and conclusions reached in previous sections. Second, to

give an estimation of the response’s magnitude in this type of bridges. Simple girder bridges with

the analysed section usually have their parameters in the same range of values, so their responses

might be comparable. By last, the case study is a good opportunity to assess different alternatives

in the design to reduce the vulnerability of the bridge.

In conclusion, the response of Banafjäl Bridge to wind induced vibrations is analysed in this

chapter. In order to do so, it was necessary to make Finite Element Method (FEM) models to

calculate the natural frequencies and modes of vibration of the bridge. After that, the analytical

methods from Eurocode 1 were used with the aerodynamic coefficients obtained in this report.
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5.2 The Banafjäl Bridge

The Banafjäl Bridge is one of the infrastructures forming the so-called Bothnia Line. This higher-

speed railway track connects Höga Kusten Airport with Ume̊a, and is part of a bigger project:

a railway corridor connecting southern Sweden with southern Finland (Figure 5.1). The corridor

goes along the Baltic sea coast and it is prepared for trains travelling up to 300 km/h.

Figure 5.1: Bothnian corridor project. SOURCE: Midway Alignment [25].

In particular, Banafjäl bridge is located 15 km east from Örnsköldsvik, near the lake Lill-Mosjön

(Figure 5.2). The bridge crosses the small river Banafjäls̊an while travelling parallel to the E4

highway.

Figure 5.2: Location of Banafjal Bridge. The blue line represents the Bothnia Line, while

the yellow dot marks the location of the bridge.
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5.2.1 Geometrical characteristics

The Banafjäl Bridge is a 42 metres long composite bridge formed by two I beams with a concrete

slab over them (Figure 5.3). The distance between the ground and the lower part of the structure

is around seven meters, being a little bit smaller in the surroundings of the supports.

Figure 5.3: General views of Banafjäl Bridge. SOURCE: Skanska drawings.

Regarding the section, the steel beams are h = 2.5m height with flanges b = 0.9m width (Figure

5.4). The distance between beams is d = 2.5m. Thus, the geometrical dimensions are in the range

tested in the parametric study. The flanges of the beams are made of steel S460M, while the web

is made of steel S420M.

Figure 5.4: Cross-section of Banafjäl Bridge without the concrete slab. SOURCE:

Skanska drawings.
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5.3 Method

As said in the introduction, the only data needed from the structure is its natural frequencies and

mode shapes. In order to obtain them, a Finite Element Method (FEM) model was made with

the software Ansys-Mechanical. The geometry introduced in the model was generated with the

software Ansys-SpaceClaim. In this case, none of the processes was automatized, as the amount

of models to analyse is not big.

It is important to mention that only two situations were analysed with the FEM models: a single

beam and two beams joined by the bracing. The second situation, when both beams are placed but

they are not joined yet, behaves structurally like when only one beam is placed. About the situation

with wooden or steel plates closing the section, the plates were assumed to be non-structural and

very light, so the natural frequencies are the same as in the case with two beams joined by the

bracing.

5.3.1 FEM models

All the elements in the structure are flat steel pieces, so shell elements were used to represent them

in the model. The bracing was also modelled with shell elements according to the bridge drawings.

Regarding the spatial discretization, the mesh was created with the automatic mesh generator

from the software, resulting in 21000 elements for the single beam model and 26000 elements for

the double beam model.

Figure 5.5: Mesh of the model with two beams joined by the bracing.
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Boundary conditions

The boundary conditions were different in each case. The beams are usually sustained by a circular

piece that allows the rotation in one direction but prevents the displacements. An elastic piece

allows also the rotation in the other two directions (Figure 5.6). Furthermore, the connection be-

tween the mentioned piece and the beam can allow particular displacements to permit temperature

deformations.

Figure 5.6: Supports detail without temperature deformations allowance.

In the case of the single beam model, a zero-displacement support was set in lower flange of one

of the extremes, while the other extreme allowed the deformation in the longitudinal direction.

However, this disposition permits the rotations, allowing the beam to overturn laterally. In reality,

as the beams have a height section, it is necessary to have a provisional system to prevent the

overturn when they are not held to the other beam. In the worst case scenario for the dynamic

behaviour of the structure, both pieces are sustained by fastenings on the supports, allowing free

displacements along the deck. Thus, a new boundary condition was added in the extremes of the

top flanges, preventing the lateral displacement.

Regarding the double beam model, the conditions in the top flanges are no longer needed, since

the structure has four supports and the rotation is impeded. However, the second beam has new

degrees of freedom to allow transversal temperature deformations.

Figure 5.7 shows the displacements allowed in each of the supports. Note that the vertical dis-

placement –perpendicular to the image– is always impeded. The longitudinal displacement in the

bottom-left support is not needed for temperature deformations. However, small displacements

might be allowed by small imperfections in the support, permitting the rotation of the whole

structure in this extreme of the bridge.

Figure 5.7: Upper view of the steel structure of the bridge with the degrees of freedom of

each support as implemented in the model.
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CHAPTER 5. BANAFJÄL BRIDGE RESPONSE

5.3.2 Alternatives

Four different alternatives were also tested in case the bridge needed modifications to reduce its

vulnerability to wind effects:

• Alternative 1: Increase beams’ height from h = 2.5 m to h = 2.75 m. A higher section

implies bigger drag forces, but also increases the natural frequencies of the beams’ vertical

bending modes. In this case, the upper level of the bridge is conditioned by the railway

track, so the increase in the section was added in the lower part, reducing bridge’s height to

H = 6.75m.

• Alternative 2: Increase beams’ width from b = 0.9m to b = 1m. In this case, both vertical

and horizontal frequencies of vibration are expected to grow.

• Alternative 3: Increase beams’ distance from d = 2.5 m to d = 2.75 m. As observed in

Chapter 4, this variation reduces wind effects on the bridge.

• Alternative 4: No modifications in the geometry of the beams, but placement of wood-

en/steel plates to close the section, as explained in Section 3.1.1.

5.3.3 Analytical analysis

The analysis of Banafjäl’s response was made with the analytical methods proposed in Eurocode

1, already explained in Section 2.6.

For the along-wind response of the structure, the second procedure –originally proposed by Dyrbye

et al. [12]– was used. It is important to mention that the analytical method aims to check the

structure’s response to a particular wind, which is associated with a specific return period. As the

construction stages analysed in this report are provisional, the analysis will be made with different

wind speeds to see where are the limits of the structure. Thus, the maximum wind speed that can

be supported by the structure without any plastic behaviour has been calculated.

Regarding the vortex shedding response, the first method proposed by the normative was used, as

it is more appropriate for flexible steel structures. Even though this method was initially designed

to analyse the cross-wind response, it was adapted to check also the along-wind response for reasons

already explained in Chapter 4. The frequency of vortex shedding was in this case twice the one for

cross-wind vibrations, and the vibrations in the horizontal direction were assumed to be capable

of synchronizing the vortex shedding phenomenon along the structure.

Only the first bending mode of vibration was analysed. Eurocode 1 methods are not valid for

modes with changing sign or torsional modes. Besides, the first bending moment showed to be the

one with the lowest frequency, being more vulnerable to wind loads.

The aerodynamic parameters were extracted by interpolations with the results shown in appendix

A. Note that, in the case of the second alternative, beams’ width changes but there are no results

with different flanges’ size. In this case, as the phenomenon is shape –and not size– dependent,

the height of the beams and the bridge was reduced in proportion to calculate the aerodynamic

parameters.
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5.4 Results and discussion

5.4.1 Mode shapes

The mode shapes are the same in all 5 study cases with small variations in the frequencies of

vibration. Thus, only the modes of the original design of Banafjäl Bridge are shown in the following

images. It is important to mention, that Alternative 4 will have always the same mode shapes and

frequencies than the original design, as the plates were assumed to be light and without influence

in the structural behaviour of the bridge. In a similar way, Alternative 3 will have the same

frequencies as the original design when analysing only one beam, as each individual beam has the

same dimensions.

Single beam

The first mode of vibration for the single beam is the horizontal bending moment (Figure 5.8), as

it could be expected considering the low moment of inertia in this direction. The shape proved to

be sinusoidal, being possible then to use the simplified formulas provided by Eurocode 1.

Figure 5.8: First mode of vibration of one of Banafjäl’s beams. The colors represent the

total displacement.

Table 5.1: Natural frequencies of one of Banafjäl’s beams for its first mode of vibration

and the different alternatives.

Regarding the frequencies, Table 5.1 shows the vibration frequencies of the first mode depending

on the variations in the design. It can be observed that the first alternative slightly decreases the

natural frequency, while the second one increases it. As the mode is horizontal, an increase in

beams’ height does not augment the moment of inertia but adds mass to the system, explaining
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the slight decrease in the frequency. Regarding the second alternative, an increase in beams’ width

directly augments the bending stiffness of the beam, rising also the natural frequency.

The second mode, which corresponds to the torsional vibration, has slightly higher natural frequen-

cies (Figure 5.9). Table 5.2 shows the natural frequencies for the different alternatives, showing

the same influences than in the first mode.

Figure 5.9: Second mode of vibration of one of Banafjäl’s beams. The colors represent

the total displacement.

Table 5.2: Natural frequencies of one of Banafjäl’s beams for its second mode of vibration

and the different alternatives.

The third mode is the second horizontal bending mode. However, its frequency is around n =

3.5− 4Hz, which is out of the range for vortex shedding evaluation. These frequencies need winds

with U > 30 m/s to find resonance. Regarding the first vertical bending moment, its frequencies

are around n = 5Hz.

Two beams joined

In the structural situation when both beams are joined by the bracing, the first mode of vibration

is again the horizontal bending mode (Figure 5.10).

About the frequencies, it can be observed that they are quite similar to the ones obtained for

the single beam (Table 5.3). This could mean that each beam bends in the same way as before,

deforming the bracing to adapt it to the mode shape.

The second mode of vibration is in this case the second horizontal bending moment, with natural

frequencies around n = 3.5Hz.
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Figure 5.10: First mode of vibration of Banafjäl’s steel structure. The colors represent

the total displacement.

Table 5.3: Natural frequencies of Banafjäl’s steel structure for its first mode of vibration

and the different alternatives.

5.4.2 Buffeting response

As said in Section 5.3.3, an inverse procedure was taken to calculate buffeting response. Instead of

checking the resistance of the structure with a given wind speed, several wind speeds were tested

to find the maximum flow velocity that does not cause plastic effects. If this speed is surpassed

during a construction stage, plastic effects would appear, generating residual stresses in the beam.

Each construction stage has different durations, so different peak wind speeds can be expected.

When designing the construction plan of the bridge, it will be necessary then to have sufficiently

short times in each construction stage to ensure that the maximum wind speed will not be sur-

passed.

Figure 5.11 shows the maximum stresses in the steel section depending on the incident wind speed.

It is important to mention that, in the situation with both beams joined by the bracing, the

generated moment was divided between both beams. As seen in the mode shapes, each beam

bends independently, deforming the bracing. Thus, geometry cannot be treated as a single section

with a higher moment of inertia.

Note that only one value was given for the situation with two beams without connections. The

values showed are those corresponding to the upwind beam, since the down wind has almost no

drag force (see Section 4.2).
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Figure 5.11: Maximum stresses in the steel according to Eurocode 1 methods, depending

on the mean wind speed (at the height of the bridge) and on the basic wind speed (mean

wind speed at 10 meters height).

Table 5.4: Maximum wind speeds supported by the structure without plastic effects.

Each situation has different colour levels, as the differences between the last case and the

previous two cases is considerable.

As it can be seen, when both beams are joined the generated stresses are lower than in other cases,

since the actions are divided between both beams. This effect can also be observed in Table 5.4,

which shows the maximum wind speeds without plasticity.

The results for the single beam situation and for the double beam without bracing are very similar.

The frequencies of vibration are the same in these cases and there is only a slight decrease in the

drag coefficient for the second case. Nevertheless, when the bracing has been built, the stresses

reduce and the maximum flow speed tolerated by the structure increases considerably.

Regarding each alternative, increase beams’ width (Alt. 2) seems to be the most beneficial action,

as the horizontal bending stiffness is directly increased. Increasing beams’ height (Alt. 1), however,

shows opposite results. An increase in section’s height implies a bigger drag, and no increase in

the horizontal bending stiffness, explaining the results.

About the last two alternatives, both have a low influence in the buffeting phenomenon. Increasing

beams’ distance (Alt. 3) slightly improves the situation when the bracing has been built. However,

closing the space between both beams (Alt. 4) has no influence at all.

Overall, it can be confirmed that buffeting effects occur with higher wind speeds than vortex

shedding effects. As said before, the time between the placement of the beams and the construction

of the bracing is not long, so it is difficult to have around 30 m/s of wind speed. Regarding the third

situation, winds above 40 m/s are not common, so the bridge seems secure considering buffeting

effects.
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5.4.3 Vortex shedding response

Four different parameters were chosen to be representative to evaluate vortex shedding response:

the critical wind velocity where the frequency of vortex shedding meets the natural frequency of the

structure, the maximum stress the steel supports due to the vibrations, the maximum amplitude

of vibration and the maximum acceleration at any point of the bridge.

The structure’s response for the different situations and alternatives is shown in Table 5.5. It is

important to mention that, for the case with both beams joined, it was assumed that each beam

takes half the actions. As explained before, the mode shape shows that the beams deform the

bracing, moving in the same way as when the holdings were not built yet. Thus, considering a

single moment of inertia with both beams would lead to the underestimation of the stresses.

The results for the two beam situation, before the construction of the bracing, are shown for the

downwind beam. As explained in Section 4.2, the effects on the upwind beam are always lower

than in the downwind beam.

Table 5.5: Response of Banafjäl Bridge to vortex shedding for the different situations and

alternatives.

The first thing that can be noticed is that the critical wind speeds are not very high, which implies

that the actions and final stresses won’t be high as well. The higher the wind speed is, the higher

the forces are. Two times more wind velocity creates four times bigger actions. Thus, if the

resonance occurs with moderate speeds, the final stresses are considerably lower.

The most dangerous effects caused by vortex shedding occur when only one beam is exposed to

the flow. Nevertheless, as said before, this construction stage does not last too long. Usually, the

placement of the beams takes one or two days, including the construction of the bracing.

Therefore, it would be recommendable to avoid to place the beams during a windy day. The

critical velocities are in this case likely to happen, and resonance could cause big accelerations in

the beam, leading to construction accidents.

After the bracing is done, the only effects left affect the discomfort in the construction, but do not

seem to be dangerous for the stability of the bridge. Accelerations around amax = 1 m/s are not

very big, but can cause discomfort in the workers.
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Regarding the influence of the different alternatives, increasing the height of the beams (Alt. 1)

or their width (Alt. 2) slightly increases the critical wind speed and the effects. About increasing

beams’ distance (Alt. 3), no evident effects can be observed, so it would be necessary to increase

it more to appreciate the effects.

The last alternative, closing the space between both beams, shows a clear improvement in the

behaviour of the section. The critical wind speed increases, but the effects of the wind decrease.

This alternative cannot improve the vulnerability before the bracing is done. However, the last

stage lasts longer, so it is probably the most important one. Furthermore, there is no need to

modify the project in this case, only the construction procedure, since the geometry of the beams

still the same as in the original design.

In conclusion, Banafjäl Bridge shows a good behaviour regarding vortex shedding effects. Its

specially low frequencies, around n = 1 Hz, bring on the resonance with moderate wind speeds,

where the effects are not very strong. In any case, closing the section with steel or wooden plates

improves considerably the vulnerability of the bridge, reducing even more the risk.

However, similar simple girder bridges can easily have more problems with the vortex shedding

phenomenon. For example, if the bracing stiffness was bigger, both beams would behave more as

a single section, increasing the bending stiffness and the natural frequencies of vibration.

As an example, the calculations were made again assuming frequencies of vibration two times higher

than the original ones, representing a stiffer bracing. Table 5.6 shows the response obtained.

Table 5.6: Response of Banafjäl Bridge to vortex shedding when both beams are joined,

assuming that the natural frequencies are twice the ones extracted from the FEM model.

As it can be observed, the critical wind speeds grow considerably, leading to higher stresses.

However, these stresses still being far from the elastic limit of the material. In any case, the

accelerations also show a great increase, from amax = 1 m/s to amax = 4 m/s approximately.

Accelerations of this magnitude create a strong discomfort, and can be dangerous for the workers.

It would be recommendable then to stop the constructions when there are wind speeds near the

critical flow velocity.

In this case, the effects of increasing beams’ distance can be observed, with a slight reduction in

wind effects and an increase in the critical velocity. However, the most effective alternative is again

the disposition of plates to close the section. Alternative 4 shows a strong increase in the critical

wind speed and divides by three or four wind effects.
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Conclusions and further research

6.1 Conclusions

The conclusions of the present report can be divided in two sections: the influence of the geom-

etry in the flow and the structural response of the structure. The first one corresponds to the

ideas extracted from the parametric study, while the second one refers to the structural responses

calculated with the analytical methods from Eurocode 1.

The conclusions about the influence of section’s geometry on the flow can be summarized in the

following points:

• Vortex shedding effects are more important in the along-wind direction with

these types of sections. The high height-to-width ratio of the beams reduces the cross-

wind effects and amplifies the along-wind ones. Furthermore, the beams have less bending

stiffness in the direction of the flow, resulting in lower frequencies of vibration and more

vulnerability to dynamic effects.

• Wind actions decrease when both beams are in their final location. The actions on

a single beam exposed to the flow showed to be considerably larger than when both beams

are placed.

• Buffeting effects are stronger on the upwind beam, while vortex shedding effects

act on the downwind beam. In construction stages where there is only one beam or there

are two beams connected by the bracing, both phenomenons affect both beams.

• Increasing the distance between beams is a good method to reduce wind effects.

Changing this distance does not reduce bridge’s strength, but reduces the amplitudes of

vibration of both drag and lift coefficients.

• Placing wooden or steel plates isolating the space between the beams leads to

a substantial decrease in along-wind effects. This simple construction procedure de-

creases the Strouhal number around a 50%, and reduces also the amplitudes of vibration of

the drag coefficient, which were the most problematic ones.
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Regarding the structure’s response to wind effects, and in particular Banafjäl Bridge response, the

following conclusions can be extracted:

• The most vulnerable stage is the one when only one beam is in its final location.

However, this situation does not last too long, as the placement of the second beam and the

construction of the bracing can be done in one or two days.

• Effects of buffeting can be dangerous with wind speeds above 25-30 m/s. With

these wind speeds, the steel can reach its elastic limit due to the vibrations of the structure.

When bracing is already built, wind speeds above 40-45 m/s are necessary to have the same

effects.

• Increasing beams’ height aggravates buffeting effects. The increase in area perpen-

dicular to the flow results in an increase on the stresses.

• Increasing beams’ width decreases buffeting response. This modification increases

the along-wind bending strength and the natural frequencies of vibration, reducing structure’s

vulnerability.

• Vortex shedding effects are lower but more frequent than buffeting effects. The

resonance occurs with wind speeds between 5 and 15 m/s, and the generated stresses are

far from the elastic limit of the steel. However, high accelerations can be found, reducing

workers’ safety and comfort.

• Vortex shedding effects are low in the case of Banafjäl Bridge, but can be higher

with other similar geometries. The bridge’s response is specially low because the critical

wind speeds are moderate. Thus, small changes in geometry and natural frequencies can

easily create greater effects.

• Longer bridges with more than two beams might be very vulnerable to vortex

shedding. With more beams, section’s height can remain equal even if the bridge is longer,

having the same wind effects on a structure with a larger span.

• For some cases, as with Banafjäl Bridge, an increase in the natural frequencies

implies stronger vortex shedding actions. Therefore, not always is better to increase

stiffness.

• Closing the section with wooden or steel plates is the best option to reduce vortex

shedding effects. It increases the critical velocity and reduces flow actions. However, this

alternativve does not solve the problems in previous stages, as when only one beam is exposed

to the wind.

6.2 Further research

The present study aimed to make a general description of wind effects and structure’s response in

this type of bridges. However, the complexity of the phenomenon requires a deeper research to

reach more conclusive results. In order to do so, the following paths are proposed to continue the

study of the problem:
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6.2. FURTHER RESEARCH

• Validation of results with wind tunnel tests. As said in Section 1.4, CFD results can

have considerable mismatches with the reality, specially when using simple turbulence models

as the k − ε model. Therefore, is essential to run several wind-tunnel tests to validate the

results.

• Realisation of more simulations to study each relation in deep. In this report only

three different values were given to each geometrical parameter. Reducing the number of

parameters it could be possible to evaluate better the relations detected in this report.

• Design of empirical formulas to calculate each aerodynamic parameter.

• Introduction of the previous formulas in the analytical methods to check struc-

ture’s limits.

• Realisation of more tests with three beams. As said before, the number of beams

allows to make slenderer bridges, which increases their vulnerability to dynamic effects.

• Make more simulations with the concrete slab under construction. When the

concrete slab is not hardened yet, the bridge has all its mass but none of its stiffness, changing

strongly its dynamic behaviour.

• Test different types of bracing. Changing the connections between the beams can modify

the natural frequencies of the structure, changing its vulnerability to wind effects.
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