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INVERSE AND FORWARD DYNAMICS OF THE BIPED PASIBOT.
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Abstract.

This paper presents a one degre-of-freedom (DOF) biped robot with one actuator that gives a
torque to the crank. The mechanical design, walking kinematics and dynamics of this biped
are presented.

The kinematics of PASIBOT is first studied, then the inverse and forward dynamical problems
are presented in a matrix form, in such a way that sliding and overturning can be taken into
account. Forward dynamics allows us to deal with starting torque calculations, and several
singular conditions related to it are discussed.

The results of this paper can be of great help in the design, optimization and control of such
devices.
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1 INTRODUCTION

Nowadays, humanoid robots are formed by a large number of actuators, used to control the
large degrees of freedom (DOF) they have [1]. On the other hand, one of the most drawbacks
in humanoids is the weight and the power consumption. In the majority of them, around 30%
of the total weight is due to the actuators and wires, and more than 25% is due to the reduc-
tion systems coupled [2]. For this reason, our work is focused on the design of new mecha-
nisms and kinematic chains which, maintaining the robot capabilities, require smaller number
of actuators. This would reduce the robot mass and hence, its power consumption and total
cost. In the last years, different research groups have developed robots based on passive walk-
ing techniques [3], [4].

In this article, we present a human size biped, called PASIBOT, with low DOF, which rep-
resents a qualitative improvement in the service robotic field [5].

The 1-DOF biped robot studied in this article (see Fig. (1)) consist of a torque engine that
is connected to a called hip base by two legs.

The innovative design has been carried out with the combination of classical mechanisms
(Peaucellier, Watt, pantograph [6], etc.). This prototype is based on the one designed and built
at the Laboratory of Robotics and Mechatronics in Cassino (LARM) [6], following the phi-
losophy of low cost [7]. A similar leg design has also been used in a four legs walking chair
[8].

The proposed mechanism is an arrangement of links in planar movement that has only one
DOF. In this manuscript, the planar kinematics and dynamics analysis of PASIBOT is pre-
sented. The study is performed from a theoretical point of view, and aims to obtain the linear
and angular position coordinates, velocities and accelerations for all links, as well as all the
forces and torques between links including motor torque, for any time in the course of one
step. The expressions have been implemented in MATLAB® code, and the corresponding re-
sults have been used in the design and construction of a real prototype, and they are being
used in movement control tasks.

2 TOPOLOGICAL DESCRIPTION OF PASIBOT

In fig.(1), a virtual model and a photograph of the first prototype of PASIBOT, built at
MAQLAB group, Universidad Carlos III de Madrid, are presented. Thanks of that prototype
some researches could be tested.

-13-
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Fig. (1): the biped robot PASIBOT. Left: a
virtual model. Right: the real prototype.

PASIBOT is a 1-DOF planar mechanical system which consists of two identically actuated
legs with one degree-of-freedom that is activated by one torque engine. The mechanism of
both legs is the same and that can be divided into three essential subassemblies or “sub-
mechanisms”, each of them having a particular function:

1.- Quasi-straight line generator mechanism (Chebyshev)
2.- Amplifier mechanism (pantograph)
3.- Stability extension and foot (parallelogram extensions).

In , the coupling Chebyshev-pantograph mechanism is shown, together with two trajecto-
ries tracked by the points of interest. Chebyshev mechanism transfers the motor rotational
movement at its crank into a continuous cyclical trajectory, which is composed by a curved
section and a quasi-straight one, at the end of its connecting rod (point C in Fig. (2)). This
point is then linked to a pantograph mechanism in such a way that its free end (point E in Fig.
(2)) executes a trajectory that is inverted and amplified with respect to that described above.
The ratio of magnification of the pantograph depends on the dimension of its bars; for the de-
sign presented in this work, this ratio is two.

-14-
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- A B
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Fired point g

PANTOGRAPH

Fig. (2): Coupling Chebyshev-Pantograph mechanism with the corresponding trajectories of interest

The relative positions of points A, B and D in Fig. (), are fixed at the member called “hip”,
shown in Fig. (2). The hip also carries a slot (see Fig. ()) which is the base of the stabilization
system: a set of links arranged in parallelograms with the two longest bars of the pantograph.
This stability extension guarantees the parallelism between the supporting foot and the stabi-
lizing bar, which end slides along the slot at the hip. The first approach is to align the slot
with the linear section of the Chebyshev trajectory, in such a way that the supporting foot re-
mains also parallel to the slot.

To provide the opposite leg with the proper movement, the corresponding crank is phased
out 7 rad (see Fig. (3)) in the same motor axis. In fact, both cranks take part of the same rigid
element.

-15-
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8 Motor crank "}s

7 Connecting rod

slider
3F
10 Stabilizing emur
11 Counterfemur 5Knee

6 Upper tendon

4 Lower tendon

12 Fibula
2 Tibia

1Foot F—

° °

Fig. (2): Sub-mechanisms of PASIBOT. (A) Nomenclature and numeration for the supporting leg. (B)
angular positions for the links. The members of the opposite leg will be referred to using primes. Cheby-
shev sub-mechanism: links 7, 8 and 9; Pantograph sub-mechanism: links 2, 3, 4 and 6. Stability extension
sub-mechanism: links 1, 5, 10, 11 and 12.

As can be seen in Fig.(3), each link has been numerated and named, using prime (x”) for
the links belonging to the flying leg, to distinguish from those belonging to the supporting leg.
Each leg has 12 links, but since the motor crank (link number 8) is shared with both legs
(hence, there is no link number 8”), the number of links for PASIBOT, including the single
hip (link number 13), is 24.

3 KINEMATICS OF PASIBOT

The kinematical study presented here is related to one PASIBOT’s step, having one of its
feet (the supporting foot) always in contact with a horizontal surface (x axis). Taking into ac-
count this, the PASIBOT is a planar mechanism with one DOF, so we can refer the angular
positions of any link, to the angular position of the motor crank (6s):

6 =0(0s), 1=1,2,...1°,2°,... €))

Then, the x,y coordinates for its centre of mass (COM), can be easily expressed with re-
spect to that angle:

Xi = Xi(0s); yi=vyi(0 5), i=1,2,...1°,2°,... 2)

Furthermore, if the time dependent function for the motor crank angle is known, those co-
ordinates can also be expressed as time dependent functions. The corresponding angular ve-
locities and accelerations, as well as the centre of mass linear velocities and accelerations are
obtained by taking the first and second derivatives of functions in Eq. (1) and Eq. (2).

-16-
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Actually, the biped kinematics is based on three close loop kinematic chains (one for each
submechanism described above) which lead to the following three equations systems (The
link lengths have been particularized for the designed PASIBOT, and normalized to the crank
length, so that 1s=1, as the resulting angles are independent of the scale):

1.- CHEBYSHEV CHAIN (formed by links number 7, 8, 9 and 13)

In a Chevyshev mechanism, the distance between motor crank and rocker arm fixed points
(A and B in Fig. (, respectively) is 2-lg, the rocker arm length is 2.5-Is, the connecting rod
length is 5-1g, and the rocker arm and connecting rod are joined at the middle point of the lat-
ter. Taking into account these lengths, the Chebyshev close loop kinematic chain provides
(see Fig. (4):

2567 — 25ei®% —gif= + 2 =0 (3)

" Fig. (4): Chevyshev chain (lengths in units of I)

In Eq. (3) to Eq. (5), both projections (vertical and horizontal) for each close loop equation
are written in a compact form following the Euler’s formula, were i is the imaginary unit.

2.- PANTOGRAPH CHAIN (formed by links number 9, 7, 3, 6 and 13)

In our model, the tendons length is 6-1g, whereas the distance between the connecting rod-
femur and upper tendon-femur joints is 3-1g, and the distance between rocker arm-hip and up-
per tendon-hip joints (points B and D respectively) is 12-1g, so the pantograph close loop kin-
ematic chain provides (see Fig. (3):

-17 -
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6ei% + 3% + 2.5(e +ei%) —12i =0

“4)

_Figf (§): Pantograph chain (lengths in units of lg)

3.- STABILITY CHAIN (formed by links number 8, 7, 10 and 13)

In our model, the stabilizing link length is 4.2-1s. Note that, in order to align the slot with
the linear section of the Chebyshev trajectory, the vertical distance between the motor crank
joint and the slot at the hip must be equal to 4-Is. Calling x the horizontal projection distance
between the motor crank joint and the end of the stabilizing link, the stability close loop kin-
ematic chain provides (see Fig. (4):

4.2e"0 — S 4o — x4+ 4i =0 )

-18-
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) IEig. (4): Stabilization chain (lengths in units of lg)

As stated below, these equations determine the angles for all the links as functions of that
for the motor crank, 3g, which is also a function of time.

Solving the equations system (3), the following expressions for the connecting rod and
rocker arm angles are found:

—4.c0s” 9, +13-c0s 95 —10+sen; -1/~ 16-cos’ 9, — 60 - cos I + 100
25-20-cos 9y

9, =a cos[

—25+20-cos 9y

[—4~c0s2 95 +13-cos 9§, —10 —senSy ~\/—16~cos2 9, —60-cos 3, +1001
9, =acos
(6)

From equation (4), the femur and tibia angles are found as functions of the previous ones:

94 =acos
12-A

(2.5-(cos 9, +c0s 9y)- (27— A)—2.5-(senY, +senY, —12)-,/144- A — (27 - A)* 1

. [(2.5@05 9. +cos9,) (27— A)+2.5-(send, +send,)—12)-1/36-A— (27— A)> 1
, =acos
6-A

(7
Where:

A =(25(cos B, +cos BN * +(2.5 sen, +2end ) -12)°
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Finally, the equation (5) gives the solution for the stabilizing angle:

lgmzasin(S.sen197;;enl98—4j ®

As can be seen in Fig. (2), the rest of the angles involved are identical to one of the given
ones in the expressions Eq. (6) to Eq. (8), in particular:

l91 = ‘95 = l910
8,=39, =95
‘92 = ‘913 = ‘95 9)

For the links belonging to the opposite leg, we apply a phase out of & radians on 9s:

8, (85)=5, (85+m) (10)

All these angles have been calculated using a reference system fixed at the hip, the x-axis
direction being defined by the points A and B in fig. (1). In order to apply the second New-
ton’s law, all the kinematic values must be referenced to an inertial system. An inertial system
can be placed at the ground (or at the supporting foot, link number 1 in Fig. (2), as no relative
motion between this link and the ground is considered). The corresponding base change is de-
scribed in Eq. (11):

ground _ ghip _ hip
§emeund = g™P _ g

(11)

Where 9; ™ s the angle of the i-link related to the ground system, and 9; "™ is corre-
sponding one related to the reference system fixed at the hip.

Once the angles are determined in the new reference system, the positions of the center of
mass for all the links are easily obtained. Then, by time differentiating once and twice, the
angular velocity and acceleration respectively for any link, as well as the linear velocity and
acceleration of its center of mass are found.

In summary, the planar kinematics of PASIBOT is solved. As an application, all the kine-
matical values for one step of PASIBOT have been calculated, considering a motor crank
constant angular velocity, wsg:

Js(t) = wg°t (12)

4 DYNAMICS OF PASIBOT

The dynamical magnitudes involved in the complete mechanical study of PASIBOT are
the weight of every link, m;'g, the motor torque, Ts, and all the forces between links, f;; (ex-
erted by link j on link 1). All those kinematical and dynamical magnitudes are represented in
Fig. (5), for a general link i.
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fji(fjix’fjiy)

Fig. (5): Dynamical entities for a general link i

4.1 Inverse dynamics

The inputs for the inverse dynamical problem are the previously calculated kinematic
magnitudes for every link, that is to say, its angular acceleration, o, and its center of mass
acceleration, (aix, aiy).

For any link, i, the dynamical equations for the motion of the center of mass and for the ro-
tation of the rigid body, using the action-reaction Newton’s law to reduce the number of un-
known forces, are exposed in equation (13):

j<i k>i
fij = _Fji = Z fjiy _Z fiky =m;g+ma;
ZToni _ |ia j<i k>i

T; “LZ:<"ijx fjiy - rijy fjix )_Z(rikx fiky - riky fikx ): Lo,

j<i k>i

i=23,..1312.,79,..,12

Z lfoni = miai z fjix _z fik‘ = Midy

(13)

Since there are 23 links (excluding the supporting foot) and there are three equations for
each link, the system describing the dynamics of the whole mechanism consists of 69 linear
equations. The linear equation system (equation 13) is expressed in a matrix form (equation
14), and then solved via matrix inversion, with a MATLAB® code.
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f]Z\
m,a,
a; ap £ ’
y
m,g+m,a,
ay; Ay _ La
. "[*8 2. 2

[A(coefﬁcient)]{F(f(_)rce)_] = [I(inertia)]
U

[F] = [AT1 [I] (14)

4.2 Forward dynamics

The forward dynamical problem involves finding the position and kinematics of the system
corresponding to a given set of input forces and torques applied on. For the given mechanism,
the inputs forces and torques are known, and the kinematics of the robot is to be found. If we
consider, in addition, that the support foot can slid, x; varies and the biped becomes a 2DOF
dynamical system, as the x coordinate of all the links increases in X.

Then, the linear COM and angular velocities and accelerations of all the links can be ex-

pressed as:
. d_‘x:' . dx:' . . dx:(ﬂs) - . -
xi=dl—xj-x1+d—3833='x1+ dea BB=I1+'X{:'(63}33
dz'x.' &, . 2 dx: (8, - - .
=8+ L(qs}es + i 8}93=f1+x”i(@3}3ks+ x'(6)6
dés” dbg
. ay; . ;
Yi = d_ﬁ'ses = 3"i(33}@3

dgr.‘ (BB} . 2 ay; (@B) “ -, “
=gt DU o (6,62 + (6.8
TR & a6, ¢ )07 Ry

. de, . .

g; = d_f?ges =6":(8:)6:

" dg&- (63) - 2 dfl(f’s} o " .

B, =B T T E = g (6,062 + 0 (6:)8
dGBL g dBB 3 =3 g T iwwa/vs

(15)
where x'i(ﬂa}’ x"(8g) ,y'i(ﬂgl}’”1(63),6‘-[(63),6”-1(63), are the first and second derivative
of the variables in function of 8, that can be approximate to:

1(04)= g5 (0,005 290 -9,(9)

1
9?(98)=m(9i(98 +2-A85)-2-9;(8 +A98)+9i(93))
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1
¥i(8s)= 15~ (vi(B5 + 289 -yi(8y))
8

1
Y;'(Ss)zm(}’i(gs +2:A8g)-2-y; (8% +A98)+Yi(98))

x!(9¢)= A\(l}s( (9 +A%5)—x,(9%))

1
x?(gs)=m(xi(98 +2-A85)-2-x;(85 +A98)+xi(98))

(16)

Now, the Newton equations for all the links COM, and the torque dynamical equations

lead to the following system:

z fjix _Z fikx - mixl - mix,pf '(‘98 )'§8 = mix,pf ”('98)‘982

j<i k>i

zfp quk —-m y| 3 =mig+miyi”(’98)'982

j<i k>i

LI Y N A R E SR O
j<i >i j<i >i

Or in the matrix form:

a &, - Qg 0 _ml_ -~ T 0 7
Ay Ay v n 0 0 f01>< m,g
a,, a,, - a3,73 —-m prv(‘gs) -m, fOly m pr..l('g )3 2
a,, a, - a4,73 -m,y, (‘98) 0 f12x m i_in ,?(‘98)[9 2
a, Ay oag —L8(8) 1 0 || fy | zglzgz,z,&)gsi :
-1 0 .

R : | fay Tas

By B B —he8s(8) 0 4

[A(coefiicients )[F (strength, 8, %)] =1 (inertial)] = [F] = [A] 1]

amn

(18)

The dynamics for the whole footstep is obtained by time iteration over the equation system
(18). The inputs of this system are the motor torque, Ts, and quantities that can be approxi-

mately obtained, for each time step, from equations (16).
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5 NUMERICAL RESULTS

The kinematical and dynamical equations have been implemented in a MATLAB code in
order to obtain solutions (position, velocities, acceleration, as well as forces and torques) de-
pending of a set of parameters (link dimensions, masses, and densities, motor angular velocity)
entered by the user. This code is being integrated into the movement control task.

As the first result, the program implemented in MATLAB®, has helped us to choose the
suitable actuators and transmission systems, from the crank torque. This code will allow us to
obtain in a fast way all the dynamic and kinematical parameters of interest for control and op-
timization tasks.

The main advantage of the developed program is that it let us perform fast modifications,
making easier the final robot design by selecting new materials, choosing actuators and reduc-
tion devices, or even applying any type of optimization process.

As an example of the capacities of the program, some results are presented. Fig. (6) shows
the actuator torque in the crank (link number 8) related to time, for different values of the mo-
tor angular velocity, ®s.

1,5
. Mg
—&—5rad/s
T 05
g ) == 3rad/s
(1]
z 1rad/s
5 0
= i 0.3 rad/s
0,5
-1
0 0,2 0,4 0,6 0,8 1
time-T

Fig. (6): Actuator torque for different crank velocities. T is the semi-period for the rotation of the mo-
tor crank, that is, the time for one PASIBOT’s step

Another interesting result concerns the motor torque required when the robot load increas-
es (when different actuators, transmissions, batteries, wires, etc. are included in the robot hip).
In Fig. (7) the crank torque is represented again, but for different loads (5, 10 and 15 Kg) add-
ed to the hip.
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Extra load
at the hip

== 15kg

—B—10kg

Torque [Nm]

S5kg

=0 kg

0 0,2 0,4 0,6 0,8 1

time-T

Fig. (7): Actuator torque for different hip extra loads

The graph in Fig. (7) shows that the required motor torque depends slightly on the added
load. This is because the hip remains at almost the same level in a course of a step. Neverthe-
less, since the robot begins from the rest position, the differences between the required tor-
ques are significant only over the first period of the step. In fact, in the stationary walking
state, practically all the motor torque is spent raising alternatively the flying leg, while the
supporting leg sustains the rest of the weight -that of the hip, mainly- in such a way that the
hip centre of mass moves almost horizontally at constant speed.

But direct dynamics is particularly valuable in transient regime calculations, answering
questions like ;which is the minimum applied motor torque PASIBOT needs to carry out a
step (or begin walking) from rest? That is shown in Fig. (8), indicating that the torque above
which the biped is able to begin walking is 0.84Nm (below this value, it has not enough pow-
er to take a step). Actually, the presented dynamics provides a tool to calculate the movement
of the PASIBOT when any variable torque is applied to the crank.
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Fig. (8): movement of the PASIBOT for different (constant) torques

6 CONCLUSIONS

A prototype of a quasi-passive biped called PASIBOT has been presented. The mobility of
the presented robot is depending only on one link that is actuated by a conventional electrical
motor. Kinematical and dynamical (inverse and forward) expressions for a PASIBOT gait
have been obtained. A program code has been developed to get parametric solutions from the-
se expressions.

Thank to the proposed code for resolving forward dynamics, it is possible to calculate the
initial torque required for the biped to walk, or how the robot moves after a specific time-
dependent torque and/or external forces.

The kinematic part of the program has been validated by comparison with other commer-
cial software. The developed code has been used to study the PASIBOT behavior before its
construction, reducing the complexity in the design process; it is also to be used in control
tasks for the real prototype walking. Forward dynamics would give more useful information
than inverse dynamics in those kinds of tasks.

With respect to the presented numerical results, we can highlight the dependency of the
load at the hip and the rotational input speed in the actuator torque, which let us to study the
most suitable actuator for the movement requirements.
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Abstract. Industrial robots and several researches for optimization of trajectory planning use
cubic splines for defining the path function. This is due to its second derivative is set to zero
at each end points obtaining a simple system to calculate its coefficients. Nevertheless, a
spline is constructed from all points that define the curve. Then, changing one point changes
the entire curve. B-spline curves have a local control i.e., if a point is changed only its nearest
neighbor region is modified. Then, this paper addresses a trajectory planning using cubic B-
spline. Results show that using the time parameterization proportional to the chord length the
obtained curve can be predictable. Simulations for a 6 d.o.f. serial robot show the behavior of
the end effector trajectory as well the joint ones.
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1 INTRODUCTION

Robots has been used in several industrial applications such as in assembly and
disassembly processes, packing, painting, tool and object handling, and so on. A large number
of these robotic applications involve repetitive processes and then a proper trajectory planning
has an important role in the robotic process.

A trajectory planning problem consists of finding a relationship between time and space
and that can be studied based on a desired motion to perform a specific task [1]. Basically a
trajectory planning means planning the end effector path to perform a specific task preventing
collisions in a minimal time. Others objectives can be considered to avoid undesirable effects
such as vibrations and wear of mechanical components, to design the system by choosing and
sizing the actuators and transmission devices, reducing errors during the motion execution,
optimizing the performances of the system and others.

A time optimization in an industrial process is directly related to high-velocity production,
which is also applied for a robotic system. Then, minimizing a robotic process the robot must
operate at high velocities at all points along the programmed path and on an optimum
trajectory. Important research activities to obtain optimum trajectories have been carried out
through algorithms for minimizing the traveling time like presented by [2], [3], [4], [5], [6],
[7]1, [8], [9] and [10]. However, the problem is not so simple to solve because the optimization
problem involves several constraints like joint velocities, accelerations and jerks, power
consumption, input torque/force constraints, manipulator dynamics, maximum actuators
torques and so on [11]. Then, the planning of the robot trajectory is very important,
principally when it operates at high velocities [12].

In general the end effector path is defined by a set of via points, to perform the desired task,
where a curve can be obtained by interpolation or approximation methods. The interpolation
method consists in obtaining a polynomial curve that pass through the points, while on the
approximation the curve passes near the points. Planning the path on time the trajectory can
be obtained.

The trajectory can be done by point-to-point motion or by a continuous motion. In the
continuous motion the robot end effector traces a continuous trajectory along a curve. The
curve can be done by a geometric function and both the end effector position and orientation
should be defined along the trajectory [13]. The continuous trajectory is used in tasks such as
laser cutting and sealant applications.

In the point-to-point motion the robot end effector moves from an initial pose to a final
pose, the velocities and accelerations at the ends are zero and the described trajectory between
points is not important. Then, it can be applied when no obstacles exist and are commonly
used in pick-and-place operations for material handling and spot welding. This kind of motion
can also be done when the robot should describe a specific path avoiding obstacles and/or
passing through an important position. In this case one should have as many points as
necessary for a good definition of the path. The robot stops at each intermediate point.

Both trajectories can be planned in joint space or in task space. In general the task space is
defined in Cartesian space. When the trajectory planning is done in the task space the inverse
kinematics must be solved and, if the planning is done in the joint space the end effector
behavior must be analyzed because it cannot describe the desired trajectory. In both cases the
robot trajectory should be as smooth as possible in order to avoid abrupt changes in position,
velocities and accelerations.

As the motion control acts on actuators level, the trajectory planning can be analyzed in
joint space. Then, firstly an adequate number of points are used to define the desired
trajectory in the task space, usually using Cartesian coordinates. Then, from the inverse
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kinematics the correspondent joint coordinates are obtained for each point. Finally, each set of
joint coordinates should be used by an approximation and/or interpolation method to obtain a
smooth trajectory [14].

For pick-and-place operations several techniques are available for planning the desired
movement, each of them with peculiar characteristics such as initial and final positions,
velocities, accelerations, jerk, duration and so on, like presented by [1], [15], [16] and [17], in
general using a function defined between the initial and final points.

When the trajectory is defined by a set of points P;, the interpolation problem consists in
obtaining a polynomial S(t) = Z;}:o ajrj , whose coefficients a; can be obtained by solving a
system with (n+17) linear equations and (n+/) unknowns, satisfying the boundary conditions.
As higher is the number of points P; as higher is the degree n of the polynomial, since to
obtain a polynomial of degree n, n+1 points are needed.

The polynomial interpolation is not recommended for a high number of points because the
process has high computational cost for solving the system to obtain the a; coefficients. In
addition, the obtained high order polynomial has an inadequate profile for robotic trajectories,
presenting abrupt variations between points.

One alternative consists in dividing the set of points in sub-set of points, where low order
polynomials can be obtained for each sub-set of points. The final curve is a composed curve
by a set of particular polynomials which are connected between them at its extremities,
subject to adequate boundary conditions that, for robotics trajectories, corresponds to smooth
continuity. This procedure is called as piecewise polynomial interpolation (or piecewise
polynomial approximation) which each curve segment is represented by a function. Although
there exists the continuity at the connection points, the differentiation continuity is not
guarantee.

The piecewise polynomial interpolation is the base for obtaining splines, B-splines and
NURBS (Non-Uniform Rational B-Spline) curves. A order (p+1) spline with knots u;
(i=0, ..., n) is a piecewise polynomial of order (p+7), and has continuous derivatives up to
order p-1. For example, a cubic spline has order four and is constructed of piecewise cubic
polynomials which pass through a set of control points. The cubic spline is commonly used
for planning trajectories because if the second derivative of each polynomial is set to zero at
the end points, the system becomes a simple tridiagonal system which can be solved easily to
obtain the coefficients of the polynomial. This spline is called “natural cubic spline”.

The spline is then a continuous piecewise polynomial that is constructed based on all
control points of the curve. A change in any point causes the change in the entire curve. This
behavior is, in general, inappropriate for interactive curve fitting. In Figure 1 is shown this
behavior for a cubic spline where control point P4is changed. One can see that changing only
one point the entire curve is changed.

In order to overcome this problem, one can use B-spline curves that implements the local
control of the curve, i.e., changes in control points propagate only to the nearest neighbor,
according to their order of continuity. In general, for a (p+1) order B-spline the curve is
changed over the +(p+1)/2 spans as can see on Fig. 2. One can see in Fig. 2 that changing
point P4 only its nearest regions were changed. B-spline is, in reality, a curve fitting by
approximation because the generated curve does not pass on the control points like in spline
curves. If it is necessary pass the curve through the control points, an interpolation can be
done by obtaining new control points from the known data points [18], [19], [20].
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Figure 1: Behavior of a cubic spline curve for changing a control point.

Figure 2: Behavior of a cubic B-spline curve for changing a control point.

The local control of B-apline curves is an important characteristic for applying in robot
planning trajectories in view of avoiding obstacles. In this paper is presented the first step of a
robotic trajectory planning using a cubic B-spline curve, i.e., the analysis of the trajectory
without considering the robot dynamics. The methodology is applied to a 6 d.o.f serial robot.
Using B-spline curves the robot motion is predictable both using the task space as the joint
space. For that, an introduction to B-spline curves is presented and, in order to apply the
methodology to an industrial robot, its kinematics model is presented and finally simulations
are presented.

-33-



Werley Rocherter Borges Ferreira, Jodo Carlos Mendes Carvalho

2 B-SPLINE INTERPOLATION AND CUBIC B-SPLINE

Authors like Piegl & Tiller [18] De Boor [19] and Rogers [20] define a B-spline as a spline
that implements the local control of the curve, in such a way that changes in control points
propagates only to the nearest points according the order of the continuity. The continuity, or
smoothness, is associated to parametric curves and surfaces and can be geometric continuity
and parametric continuity. For details of continuity conditions and types see [18], [19] and
[20].

An important characteristic of B-spline is that the curve is within the convex hull of the
control polygon, i.e., the convex polygon defined by the control polygon vertices that defines
each curve segments. This means that it is possible to predict the curve behavior.

The flexibility of B-spline basis functions lead to the flexibility of the B-spline curves.
Then, several types of control handles can be used to modify the shape of a B-spline curve
such as changing the type of knot vector and hence basis function-periodic uniform, open
uniform or non uniform; changing the order (p+1) of the basis function; changing the number
and position of the control polygon vertices; using multiple polygon vertices and using
multiple knot values in the knot vector [20].

In this paper the basis functions N;,(u«) are defined by the Cox-de Boor recursion formulas.
As shown in [18], let U={uy,...,u,,} be a nondecreasing sequence of real numbers i.e., u;<u;yj,
i = 01,...,(m-1), where u; are called knots and U the knot vector. The i-th B-spline basis
function of p-degree (order p+1), denoted by N; ,(u), is defined as

lifuy;<u<uy
N: — i i+1 1
i0(w) { 0 otherwise M
u—-u Uitp+1 — U
N, ,(u)y=—N;,_,(w) + Niy1,-1(w) 2
P Uitp —U; Lt Uitp+1 — Ui+t Hpml @

Then, known the basis function and for a set of points P; (i = 0,..., n) the B-spline curve is
defined as

Cw) = Z N p(WP; 3
=0

In this case the curve does not pass through the control points. However, if it is necessary,
one can obtain new control points and a new knot vector from the data points.

If a set of points {Q}, k = 0,..., n, is known one can to obtain a B-spline curve from them.
If for each Q of the curve there is a corresponding knot %, and a knot vector U = {uy,..., Uy}
can be chosen to obtain the basis function. Then, a system composed by (n+1)(n+1) equations
can be solved:

Q= €@ = ) Nip(@) P @
i=1

Where the control points P; are the (n+/) unknowns.

Since the values of u;, and U affect the shape and parameterization of the curve, an
adequate choice should be done. Basically there are three common methods for chosen the .
The usual method that gives a good parameterization is by the chord length and that is used
here.
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Let d the total chord length given by

= (5)
d= Zle - Qk—1|
k=1

Then, u;, can be obtained proportionally to the chord length as

ﬁ0=0 ﬁnzl

'L_lk = ak—l +7|Qk _ko_1| k= 1, e, = 1 (6)

Then, the knot vector should be obtained in order to calculate the basis function. The most
appropriated method is the technique of averaging because the knots reflect the distribution of
uy. The averaging technique is given as

Ug = = 0 um_pz...zumzl

! @)
U; j=1,..,n—-p

+
]

j

SIS

Ujyp =

i=j

From the knot vector the basis function can be obtained and the control points can be
calculated from Eq. (4).

For a cubic B-spline, p=3. Then, if a control point is changed, the curve regions that are
changed is composed by four curve segments, two before the control point and two after.

3 KINEMATIC MODEL FOR A 6 D.OF. SERIAL ROBOT

The trajectory planning using cubic B-spline has been applied to a 6 d.o.f. serial robot. Its
kinematic model was described using homogeneous matrices from reference frames attached
to the robot as sketched in Fig. 3, [21]. Both the direct and inverse kinematics had been
obtained in analytical form. The end effector orientation is given by (z,x,z) Euler angles 6, ¢
and y.

The direct kinematics is given by

Uy VUx Wy Xp

— % Y Wy Yo
Ty, = w, v, W, z (8)
0 0 0 1

Where,

Xo = sq1{—c(qz + q3)[cqs(as + a;) + as + as] +s(qz + g3)az + sqza, — a1} + sqs(as &)
+ a;7)[cq:15q4 + cq45q15(qz + q3)]

Yo = cq1{c(qz + q3)[cqs(ag + a;) + as + as] —s(qz + q3)as — sqza, + a;} + sqs(ag (10
+ a7)[s91594 — cq4cq15(qz + q3)]

7o = 5(q2 + q3)[cqs(ag + a;) + ay + as] + c(qz + q3)[cqasqs(ag + a;) + aslcqza, + by 1)
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Figure 3: Sketch of the 6 d.o.f. serial robot and its parameters.

Uy = c(@)c®) — s(@)c(@)s¥) uy = s(@)c@) + c(@)c(@)s@) u; = s(0)c®)
ve = —c(@)s(@) = s(@)c(@)c@) vy =s(@)s@) + c(@)c(@)c¥) v, = s(0)c(¥)

wy = s(p)s(0) wy = —c(@)s(6) wy = c(6)
(12)

The inverse kinematics is written as
q1 = atanZ[vx(a6+a7) — X0, Yo — vy(a6+a7)]

—B +VB% — 4AC K —B + VB2 —4AC K

92 = atan2| 2AC 2 2AC
Nas + M(a, + as) Naz + M(a, + as)
= atan2 —_— M y——
s = atan {[(a4 +as) as? + (as + ag)? /as as? + (a4 + as)?

qs = atan2|vycqy + vy5qy, v,5G15(q, + q3) + vy5q1¢(qz + q3) + v,¢(q; + q3)]

5qs = [cq15q4 — $91¢q45(q2 + q3)]vx + [5G154 — €q1¢q45(q2 + q3)]vy + [cqac(qz + q3)]v,

cqs = —sq1¢(q3 — q2)vx + cq1¢(qz + q3)vy, +5(q2 + q3)V,
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qs = atan2(sqs, cqs) (18)

{qu = [cq,cqs — 5415q45(qz + q3) 1wy + [5q1¢qs + €q15q45(q2 + q3)Iwy, — squc(qs — q2)w,  (19)
cqe = [cq1cqs — $41545(q2 + q3)1uy + [5q1¢q4 + €q15945(q2 + q3)]uy — 5qac(qs — q2)u,

qe = atan2(sqe, cqe) (20)
Where
ki = —x05q1 + yocq1 — ag — (ag + a7)[vycq1 — 1Sq1]
ky, =24 —hy +v,(ag+ay)
k =[(as + as)? — ay? + az? — (kl2 + kzz)]/—Zaz
A=k P4k B = —2kk; C=k*—ky’
M = kicq, + k;sq, N =kysq; + kyeqy — ay

@n

And g; (j = 1....,6) are the joint coordinates; sa=sin(a); ca=cos(a); h; = 450 mm; a; = 150
mm, a; = 570 mm, az = 155 mm, ay = 178 mm, as = 462 mm, as = 95 mm and a; = 20 mm .

4 PLANNING CUBIC B-SPLINE TRAJECTORY IN JOINT SPACE

The control of a robot motion is done at its joints and the planned curve from joint
interpolation/approximation, function of time, is used as a set-point for controller. Then, each
coordinate joint is associated to its time motion forming a ordered pair (#; q]i-).

Let a trajectory defined by n+1 points Q; (i = 0,...,n), in the task space. A cubic B-spline
curve can be used to obtain the trajectory. As cited before the best parameterization is based
on the chord length and is used in this analysis. Simulations showed that an uniform time
parameterization produces a not adequate curve since it produces a non predictable behavior.

In order to verify the behavior of the planned curve in joint space, a curve in task space
was defined from known points and using a cubic B-spline. From the known set of points that
defines the desired end effector path and using the inverse kinematic the correspondent joint
coordinates were calculated. These corresponding joint coordinates had been used to obtain a
cubic B-spline in joint space. Using the direct kinematics the new end effector trajectory was
obtained. Both end effector trajectory can be evaluated.

For parameterization the time is proportional to chord length in the same way that .
From vector U = [to, ..., U], the time is written as function of total motion time T as

t =T.U = T[ig, ..., ] (22)

In Figure 4 is presented an example for a planar trajectory defined by the known points
00(550,500,200), Q;(700,520,200), 2(850,590,200), 3(900,590,200), Q4(950,700,200),
05(980,730,200) and Q4(1000, 800, 200). The continuous line represents the desired
trajectory planned using cubic B-spline in task space and, in dashed line, the planned
trajectory using cubic B-spline in joint space. One can note the similarity between curves. In
Figure 5 the error between curves is presented.
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Figure 4: Trajectory planning using a cubic B-spline and time parameterization as function of length’s chord.
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Figure 5: Error between the planned trajectories in joint and task space.

The methodology can be also used for a tridimensional trajectory as presented in Fig. 6 for
points Qy(400, 430, 252), Q;(460, 400, 252), 02(520, 430, 276), Q3(535, 490, 303), 04490,
640, 354), Os5(655, 655, 393), Qs(760, 730, 444) and 0850, 640, 426). The continuous line
represents the desired trajectory planned using cubic B-spline in task space and, in dashed line
the planned trajectory using cubic B-spline in joint space. The error between both trajectories
is presented in Fig. 7.

In Figure 8 are shown the behavior of each robot joint. One can see that each joint presents
a smooth trajectory, following the end effector trajectory.
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Figure 6: Tridimensional trajectory.
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Figure 7: Error between the planned trajectories in joint and task space for tridimensional trajectory.

The error can be reduced by adding new points in defining the trajectory.

Similar analysis had been made for end effector orientation. Specifically for the presented
examples the end effector was considered at vertical direction and pointing up. In all case the
end effector remained at the same orientation. New analysis should be made in order to verify
if orientation behavior is similar to the trajectory.
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Figure 8: Trajectory of robot joint.

5 CONCLUSIONS

In this paper a trajectory planning using cubic B-spline curves had been presented. B-
spline curves differ from usual spline curves in such way one can modify only a part of the
curve, unlike the spline if one point is changed, the total curve is changed too. On B-spline
curves one promotes only a local change.

Due to its convex hull propriety the behavior of the B-spline curve is predictable since its
parameterization is done as a function of chord length as shown in presented examples.
Although simulations for analysis of the end effector orientation had been done, maintaining
it as defined along the trajectory, new analysis are necessary for a conclusion about its
behavior.

In the presented analysis it was considered that actuators have the necessary power/torque
and the control system can track the signal to promote the robot motion.

The obtained curve is smooth, without oscillations, what does not happen with a high
order polynomial used for a trajectory planning defined by several points.

Using an adequate time parameterization a planned trajectory in joint space can be
obtained quite similar to a trajectory defined in task space. Using a time parameterization as
function of chord length one can eliminate the unpredictability of the movement, which is
guaranteed by the convex hull propriety.

The next step of this study the robot dynamic characteristics will be considered in order to
analyze the robot behavior.
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Abstract. A spherical robot called Omnibola is introduced and analysed in this paper. Some
advantages of this kind of robots compared with typical wheeled robots are described. Its ge-
ometry and its features are presented, emphasizing on those which make it different from oth-
er ball-shaped robots. A mathematical model has been developed in order to have a tool to
study our robot dynamics. We carried out some experiments to confirm model results are sim-
ilar to experimental results observed in the real robot.
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1

INTRODUCTION

Mobile robot research is a booming area of investigation, which takes its bases from me-

chanics, electronics and automation. Mobile robots find many applications in modern society.
There are also many geometric configurations they may adopt. Some of them are aerial robots
that adopt forms similar to airplanes or helicopters. Similarly, robots that can navigate over
and under water have been developed. However, the most common are those that move over
land. A wide and detailed classification of them is described by Siegwart and Nourbakhsh [1].
Within this classification, some use wheels in contact with the ground to move, others have
legs or limbs that allow them to walk or run, and others feature more original solutions than
before. Spherical robots are an example of them. As shown by Armour et al. [2], their perks
are many. The most important ones are presented as follows:

* Spherical robots, due to their geometry, cannot overturn. Therefore, they are ideal for
reconnaissance or inspection.

* They do not have limbs which can hang on certain obstacles.

* They are omnidirectional. In general, they can move in any direction on plane sur-
face, so it is easier to avoid obstacles or to find feasible routes.

« All devices in the robot are usually enclosed in a type of spherical shell, so they are
protected from direct impacts and corrosion.

They also have some disadvantages, such as the difficulty to overcome obstacles, or the

complexity of their kinematics and dynamics.

In recent years, research centers around the world have built and analyzed spherical ro-

bots based on different operating principles [2][3]. Here a few are presented:

* Some spherical robots [4][5] base their motion on the conservation of angular mo-
mentum. They fix the position of the center of mass at the geometric center of the
sphere and control their movement by regulating the movement of some rotors at-
tached to them internally.

* Others move the center of mass of the robot to generate motion [6]. They use mobile
masses whose position is regulated to achieve the desired motion.

» Some incorporate an internal mechanism that rotates freely within a spherical shell
[71[8][9]. The mechanism generates and transmits motion to the case by non-
holonomic constraints. To do this, the mechanism should move its center of gravity. In
this case, the displacement of the center of gravity generates robot motion indirectly.

* There are examples of robots that attach a shaft to the outer case and cause the case
to rotate around the axis [10][11]. In this case, the robot is spherical but not omnidirec-

tional.

* Finally, we find different configurations of robots that are not exactly spherical, but
they are similar in shape and behavior to them. For example, Brown et al. [12] de-
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scribes an ellipsoidal robot that uses gyroscopic effect to stabilize and control its
movement. Gheorghe et al. [13] present a robot with many telescopic legs that takes
on a roughly spherical shape. This robot varies the length of its legs to generate
movement.

The solution adopted in our department is included in the third classification. The struc-
ture of the Omnibola © is similar to the robots contained in that classification, but there are
important differences in the design of the internal mechanism. These differences are discussed
in the following section.

The script that we follow in this article is as follows. Section 2 describes in detail the ge-
ometry of our robot. In Section 3, its behavior is modeled mathematically. In section 4 exper-
imental results are compared with those obtained by the mathematical model. In Section 5
conclusions and future lines of our work are summarised.

2 ROBOT DESIGN

In this section we analyze and describe the geometric configuration of our robot, and each
of the component parts. As already mentioned at the end of Section 1, our robot is composed
of:

* A spherical shell: whose exterior is in contact with the ground and with the external
environment. The mechanism is in the interior part as described below.

* The internal mechanism: which integrates power supply, motors and all electronic
devices that allow joint operation. This internal mechanism rotates inside the case, and
interacts with it through a two-wheel drive.

To clarify the disposition of each of the elements in the internal mechanism, Figure 1 is
attached:

Figure 1.- Physical description of Omnibola© robot
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The outer shell consists of two hemispheres that are screwed together. Figure 1 only
shows the internal mechanism since it is the most complex to describe. The robot has two
wheels in contact which transmit motion from the mechanism to the outer shell. If both
wheels have the same speed, the robot moves in a straight line, and if their speeds are differ-
ent, the robot describes a curved path. Omnibola© uses two DC motors. Each one moves to
one of the wheels, so they work independently. The base of the internal mechanism places the
most weight at the bottom of the robot, to improve stability. Four 1.5 V batteries are integrat-
ed inside the base and feed the engines, and a counterweight is located at the bottom of it. The
arms contain the engines, transmission and wheels. They are attached to a joint with the
mechanism base. To ensure contact between wheels and chassis, a spring is incorporated be-
tween the arms and the base of the internal mechanism, although in Figure 1 it cannot be ob-
served.

Figure 2 illustrates schematically what the Omnibola © is like:

ARM
WHEEL
SPHERICAL
SHELL
SPRING
MECHANISM
BASE
BEARING
COUNTERWEIGHT

Figure 2.- Top perspective of the robot

The main difference between our robot and other spherical robots that use a similar con-
figuration is that the center of gravity is located as low as possible, but the drive wheels are on
top. These wheels always keep contact with the shell. If the internal mechanism overturns, it
will be able to return to its stable state. In other words, if an external disturbance causes the
point of contact between wheels and shell to be at the bottom of the robot, a voltage could be
applied to recover stable configuration. Furthermore, if there is no external block, the gravity
force will move the robot back to its stable position by itself. Figure 3 shows these kinds of
behavior.

Consequently, our robot is statically stable and can always recover its orientation. Thanks
to its geometry, the Omnibola © robot could be very useful in exploration and inspection mis-
sions in which omnidirectionality is important. An example would be the inspection of pipe-
lines.

It is important to note that the power of the motors is controlled by remote control and
that our robot has a diameter of 0.08 m, and a weight of 0.5 kg. It can reach speeds of up to
0.8 m / s. Due to its small size, is not able to overcome obstacles, unless these are very small.
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In the future, the design of a new larger version of the robot is planned, which can move on
rough surfaces and overcome larger obstacles.

Initial position > Final position
Overturned Stable state

Gravity
action

7777777777222 7777777777777

Motor
action

Obstacles

Figure 3.- Recovering from overturn when the robot is free (upper sequence) and when the robot is blocked
(lower sequence)

3 ROBOT MODELING

In this section, we present and describe the equations which govern the behavior of the
robot. At first, we define the reference systems we use in our study. We consider a still XYZ
reference system with respect to which the motion of the robot is described. We also consider
a xyz reference system attached to the internal mechanism that moves solidly with it. Finally,
we use a x'y'z' reference system associated to the outer shell, but which is not fixed to it. This
reference system will always have its origin at the geometric center of the sphere. The x'y'
plane will always remain parallel to the XY plane of the still reference and the x' axis will al-
ways point in the direction of the robot’s advance. This coordinate system is defined this way
to simplify the mathematical formulation of the problem. Figure 4 helps to clarify the expla-
nation:

“
¥4 z

Figure 4.- Reference systems used in the mathematical model

After defining the coordinate references, the laws of Newton - Euler are applied to both
bodies to study dynamic motion in mobile axes. Dynamic equilibrium of our system is con-
sidered, and therefore we include the acceleration terms as inertia forces, according to the



Mariano Jaimez, Juan A. Cabrera, Juan J. Castillo and Francisco Garcia

principle of D'Alembert. The Tait — Bryan angles are used to know the internal mechanism
orientation at each instant of time. The three rotations of this orientation method are summa-
rized below. We apply a rotation around the Z axis to get the X1Y1Z1 system. This rotation is
called yaw (), and is shown in Figure 5:

Figure 5.- First rotation. Yaw angle

Yaw marks the advance direction of our robot. Then we apply a second rotation around
the Y1 axis and X2Y2Z2 system is obtained. This rotation is called pitch (§) and represents a
forward and backward swing. It is shown in Figure 6:

Pitch (€) —

Figure 6.- Second rotation. Pitch angle

Finally, the mechanism is rotated around the X2 axis to obtain the final xyz coordinate
system. This rotation is called roll (0) and is shown in Figure 7:

Roll (8) —

Pitch (€)

X2

Figure 7.- Third rotation. Roll angle
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Roll (0) represents a lateral oscillation in the mechanism with respect to its direction of
movement.

Once we have described the reference systems and the angles used to determine the ori-
entation of our robot, we can raise the study of forces and moments applied to both the inter-
nal mechanism and the spherical shell. The schedule of forces and moments that serves as the
basis for the construction of the mathematical model of the robot is attached. Figure 8 shows
the scheme for the internal mechanism:

) Mechanism )
yz sight xy sight
Fnl & Fnr
Feqy y

F3, | F1
Wn:Z ~E8
0 Moverturn

Feqz

Figure 8.- Scheme of forces and torques in the internal mechanism

And Figure 9 shows the force schedule of the Shell:

Spherical
y'z’ sight shell X'y’ sight

Moverturn

F5

Fexty’

Fnormal

Figure 9.- Scheme of forces and torques in the spherical shell

Keep in mind that, for clarity of the drawing, it is considered that the mechanism has a
positive roll angle and a zero pitch angle. Also, consider that the mechanism scheme is shown

1N

in xyz axes and the shell one is shown in x'y'z’ axes.
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From this scheme, we can apply the necessary equations to model our robot. The mean-
ing of all terms displayed in Figure 8 and Figure 9 as well as those that will be presented in

subsequent equations is explained in Table 1.

SYMBOL

MEANING

Fnlanr

Normal forces between wheels and shell

leerr

Motive forces between wheels and shell

F;qu ’ F;zqy ’ Feqz

Components of the “equivalent force”. This
force is used to model the bearing interac-
tion between mechanism and shell

M overturn

It models the overturn torque which exists
between shell and mechanism due to the
transverse force generated by the wheels in
the yz plane

F(i=12..7)

Inner forces related with linear and normal
acelerations

Fextxn F extyr

Ground forces acting in the shell

Wi, Ws

Mechanism and sphere weights

g

Gravity acceleration

Fnarmal

Normal force acting in the shell

Oxs Py, Pz

Mechanism angular velocity with respect to
XYZ, described in the xyz reference

Wy, Wy, Wy

Sphere angular velocity with respect to
XYZ, described in the x’y’z’ reference

M, Mg

Mechanism and sphere masses

Ix rImy' Iz

Mechanism moments of inertia with re-
spect to the xyz reference

Is

Sphere moment of inertia with respect to

5

the x’y’z’ origin

Rsel Rsi

Outer and inner radius of the shell

DCOTLL'Z

Distance between the contact point of
wheels and the z axis

D conty

Distance between the contact point of
wheels and the y axis

R,

Motive wheel radius

)

Angle between the planes containing the
wheels and the z axis

Dcscm

Distance between geometric center of the
sphere and center of mass of the mecha-
nism

Table 1.- Nomenclature, physical magnitudes

Some of these explained parameters are geometrical magnitudes. They are represented in

Figure 10 so as to improve clarity about what they mean.
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Figure 10.- Geometric parameters of the robot

It is necessary to indicate the expression of all the forces F; (i = 1,2 ...7) in terms of kin-
ematic and dynamic parameters of robot motion:

Fl = Mm (¢X2 + (Dyz) DCSCIT] (1)

FE=M,o,RY¥Y @
F,= M, R, &, 3)
F,= M, R, &, )
FE=M, o, RY¥Y (5
F.= MR, & ©6)
F,= MR, &, )

All dynamical and geometrical variables have already been described. From here on-
wards, the equations which govern the behavior of the system are listed below.

Fo = Fu+ Four + M, gcos(0)sin (&) ®)

F., = M, gsin(0)cos(&)+ M, o, R, ¥ cos(6) ©)

Foe = M,, g cos (0)cos (&) + (F, +F,)cos(5) +

+M,, (9 + ¢, )Deen = [M,, @, R, Psin(0) (10)
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To apply the Euler equations to the mechanism we consider that the reference system xyz
is closely linked to it. In this case, the Euler equations adopt the format shown as follows:

M= 1o &+ @, 0 (1= 1n) (D
My: Imy ¢y+ @, (px(lmx_ Imz) (12)

Mz: Imz ¢z+ Py goy(lmy_ Imx) (13)

Where My, M,,, M, are the resulting torques applied on each axis of the mechanism. Sub-
stituting the real forces and torques affecting the mechanism, we obtain:

overturn

dp, 1
= 3 [M

" - M,, gcos (&) sin(8)D,

cscg

- Mm a, Rse \P DCSCQCOS(H)—(py(pZ(lmZ - Imy):| (14)

d
% = IL |:(FW| + er)Dconty - Mm gcos (0) sin (Sﬁ) Dcscg
my
+ Mm a.)y Rse COS(;) Dcscg - (pzwx(lmx_lmz):| (15)

do, _ 1 g _
R [ (Fur = Fur ) Deone | (16)

The Newton equations are applied only in the x” and y’ axes for the spherical shell:

i = Foqe €08(&) + Fy, cos(@)sin (&) - F, sin(0)sin(&)+(F, + F,, )cos(&)

—sin(&) [ Fycos(5+0)+ F,cos(5-0) |-(M;+M )R, &, (17

Foy = M, @, R, W+ (M, +M_ )R, &+ F, cos(&) sin(5+6)— F, cos(&) sin(5-0)

'se X

— R, sin(@)cos(&)+ Fy, cos(f)cos(&)  (18)

In Z' they are not applied as they would only obtain the normal floor force which is not
useful in our study.
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To study the Euler law in the shell we must first remember how the x'y'z' coordinate sys-
tem is defined. Taking into account what is said at the beginning of this section, this coordi-
nate system is not fixed to the case. It is a system whose z’ axis is always parallel to the Z axis
of the absolute coordinate system, and, moreover, the x' axis always points in the direction of
movement of the robot. Therefore, the angular speed of the shell coordinate system with re-
spect to XYZ is precisely the yaw speed (V). As a result, the general equations applied to the
case have the following format:

M, I, &, i k
M,il=|1l, o |+| 0 0 v
M, l, o, Lo 1, 0 |, 0,
L o~1, o ¥
=l o+, 0¥ (19)
I, o

Where M,,, M,,, M, are the resulting torques which act on each axis of the sphere. If we
substitute the real terms, the final equations are as follows:

Is a)x == Moverturn €os (5) + F,

oy Ree T 1s 0¥ (20)

I, &, = R, Fp—FyRycos (6+60)- F,R;cos(5-0)- Y1

y wl - si wr s

@, (21)

S

I, &, = F, Ry sin(§—0)cos(&)— F,y Ry sin(5+6)cos(E)+ M SIN(E) (22)

Equations for calculating the yaw speed (W), roll speed (8) and pitch speed (§) are ob-
tained by applying the three rotations discussed at the beginning of this section. With them,
we know the orientation of the robot from the ¢, @,, @, velocities:

sin (6) cos ()
P eos @) P cos (&)

E=gp,cos (0)— p,sin(0) (24

(23)

0= ¢ + ¢, sin(0) tan(&)+ @, cos (O)tan (£)  (25)

By integrating these magnitudes, we know the yaw, pitch and roll angles respectively.

Equations (26) and (27) represent the operation curves of DC motors, although the motor
speed has been replaced by kinematic parameters of the robot. In them, the w...; term depends
on the input voltage of each motor (V;,,t0,) and is derived from its technical characteristics.
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The n magnitude represents the efficiency of the transmission from the motor to the wheels
and Z is the reduction ratio between wheel and motor.

F, =-118.10"° '7;2[:}[(%— §) cos(6— 0)— (a)z - ‘-P) sin (5 - 6’)}— D Wr} (26)
F, =-118:10"° %{%[(a)y— 5) cos(S5+ «9)+(a)z— ‘i’) sin(s + 6’)}— D wl} 27

o, =10.59 V

ref, w motor

(28)

Equation (29) serves to make mechanism rotation and shell rotation compatible in the
perpendicular direction to the drive wheels. It is an approximate non — slipping constraint:

@, =0 (29)

X

Finally, we discuss the main simplifications taken into account when formulating the
above set of equations:

* We assume that there is no slippage between the casing and the ground or through
the drive wheels and case.

* We believe that the center of mass of the mechanism is located exactly on the z axis.
* We consider that the mechanism is symmetrical with respect to the xz and yz planes.
* We do not take into account dissipative or friction effects.

* We do not consider the electromechanical dynamics of the motor, i.e., it is assumed
that they react instantly.

As the equations are built, the model becomes invalid if pitch (&) and roll (0) angles take
high values at the same time. It is due to how we have made wheel speed and shell rotation
compatible [equations (26), (27) and (29)]. Furthermore, equations used to calculate yaw (W),
pitch (§) and roll () speeds are singular if the inclination is 7 / 2. In the real robot, these con-
ditions hardly ever occur and, hence, our model is useful to simulate almost any type of
movement.

4 EXPERIMENTAL RESULTS

Before using the model as a tool to study and improve the Omnibola ©, we must first ver-
ify that the results it offers are similar to those that we observe experimentally. In particular,
to carry out the validation of the model, we utilize a commercial system of motion analysis
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called “Vicon Nexus”. This includes four infrared cameras with associated hardware and
software for its use and control. The operation of the entire system is as follows:

* The infrared reflectors (markers) are placed inside the robot.

» Cameras emit infrared radiation, which is reflected on the markers of the robot and is
again captured by the cameras.

+ Using triangulation algorithms, the system is capable of knowing the position of the
robot in space.

» The system operates at a frequency of 100 Hz, and, thus, it is able to follow any
movement performed by the robot.

Reflectors are placed inside the spherical shell, fixed to the mechanism. Figure 11 shows
how reflectors are located on the mechanism.

Figure 11.- Reflectors location on the internal mechanism

As the mechanism moves inside the shell, which is not absolutely transparent, detecting
reflectors is complex. In order to achieve this, we use more than one reflector to make the sys-
tem redundant. Moreover, cameras have to be located near the robot and this reduces the spa-
tial measurement range considerably. Figure 12 represents the measurement system and the
motion range.

According to these characteristics, the experiment which is the easiest to perform is re-
cording motion in a stationary curve as, in this case, the area of movement is limited and
small. As in the case of a stationary curve the power for both engines is constant and measur-
able, we can simulate the same movement with the model, taking into account those values of
input voltage. In the end, we compare the results to see the validity of the model.

We have conducted two experiments with different rotation directions and different
speeds. The results obtained are shown below. For clarity, let’s assume that the movement
parts from the origin of coordinates. Figure 13 shows the results when the voltage of the right
engine is 1.8 V and the voltage of the left engine is 3.8 V.
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Figure 12.- Measurement system, Omnibola© and motion range
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Figure 13.- Trajectory described by the robot in the first experiment

It can be seen that it describes a counterclockwise curve. Figure 14 shows the results
when the voltage of the right engine is 5.2 V and the voltage of the left engine is 1.2 V.

In this case, the curve is described clockwise, as expected. As previously mentioned, due
to the situation of the markers, sometimes cameras cannot find any of them and, consequently,
we can appreciate layout areas with very few experimental measurements. It can be seen that
the real path and the path we obtain with the model results are quite similar.

On the other hand, there are some differences between the solution obtained with our
model and data measured experimentally. We can see that the model solution is more oscilla-
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tory than the real solution, as the path followed by the simulation is not perfectly circular. It is
the internal mechanism which swings laterally (roll) and causes this effect.
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Figure 14.- Trajectory described by the robot in the second experiment

To show this effect, the difference between the simulated trajectory and the path followed by
the robot is plotted in Figure 15. For the sake of clarity, the error is considered to be positive
when the experimental measurement is in the inner part of the simulated trajectory and nega-
tive in the opposite case.
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Figure 15.- Difference between measured and simulated paths followed by the robot
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Moreover, although it cannot be appreciated in the graphics, the actual speed of the robot
and the speed according to the model differ slightly. In the first case, the robot uses 2.7 se-
conds to perform the track whereas, according to the model, it would use 3 seconds. In the
second case, the robot uses 1.85 seconds whereas, regarding the model, it would need a time
of 2 seconds to describe the trajectory.

As specified in the previous section, the model assumes that there is no slippage between
the case and the floor. The veracity of this hypothesis depends on the friction acting between
both surfaces. When the floor is polished the friction is low and we can appreciate slippage in
some movement phases. Slippage can be rejected when moving on a rough surface. Dynami-
cally, slippage has been proven to destabilize the robot’s movement.

In view of the results, the model describes the behavior of our robot quite well. The small
differences found are due to physical defects in the robot, inaccuracies in the modeling, error
accumulation in the simulation due to the numerical approach and errors made by the motion
analysis system.

5 CONCLUSION

We have briefly presented the main characteristics of a spherical robot, and several physi-
cal configurations that it can adopt. We have designed and built a spherical robot based on our
own knowledge and on experience transmitted by those research centers which have done it
previously. We have described in detail the physical layout and operation of our robot. A
complex mathematical model based on Newton — Euler laws has been developed to analyze
the robot’s behavior. Finally, experiments have been conducted to compare the actual motion
with the one predicted by the model, and it has been noticed that the results are quite good. In
the future, we intend to build a larger robot which can overcome obstacles and move over
more rugged terrain. In order to prevent slippage, its outer surface may be cover with a thin
layer of rough plastic. Furthermore, a control algorithm will be physically implemented and
new goals will be set, such as tracking predefined trajectories autonomously.

REFERENCES

[1] Siegwart, R., Nourbakhsh, LR. Introduction to Autonomous Mobile Robots. The MIT
press, 2004.

[2] Armour, R. H., Vincent, J.F. Rolling in Nature and Robotics: A Review. ScienceDirect,
Journal of Bionic Engineering 3, pp 195 — 208, 2006.

[3] Ylikorpi, T., Suomela, J. Ball — Shaped Robots. In H. Zhang (ed.), Climbing & Walking
Robots, Towards New Applications. pp 235 — 256, Viena, Itech Education and Publish-
ing, 2007

[4] Bhattacharya, S., Agrawal, S. K. Spherical Rolling Robot: A Design and Motion Plan-
ning Studies. IEEE transactions on Robotics and Automation, Vol. 16 (6), pp 835 — 839,
2000.

-50-



Mariano Jaimez, Juan A. Cabrera, Juan J. Castillo and Francisco Garcia

[3]

[6]

[7]

(8]

[10]

(1]

[12]

[13]

Joshi, V. A., Banavar, R. N., Hippalgaonkar, R. Design and analysis of a spherical mo-
bile robot. Mechanism and machine theory, 45, pp 835 — 839, 2010.

Mukherjee, R., Minor, M. A., Pukrushpan, J.T. Simple Motion Planning Strategies for
Spherobot: A Spherical Mobile Robot. In Proceedings 38" Conference on Decision &
Control, Phoenix, Arizona, December 1999.

Halme, A. H., Suomela, J., Schonberg, T., Wang, Y. A Spherical Mobile Micro — Robot
for Scientific Applications. In 4th ESA Workshop on Advanced Space Technologies for
Robot Applications, Noordwijk, The Netherlands, pp 1-7, 1996.

Bicchi, A., Balluchi, A., Prattichizzo, D., Gorelli, A. Introducing the “Sphericle”: an
Experimental Testbed for Research and Teaching in Nonholonomy. In Proceedings of
the IEEE International Conference on Robotics and Automation, Albuquerque, USA.
Vol. 3. pp. 2620-2625, 1997.

Alves, J., Dias, J. Design and control of a spherical mobile robot. In Proceedings of the
Institution of Mechanical Engineers. Part I: Journal of Systems and Control Engineering.
Vol. 217 (6). pp 457 — 467, 2003

Michaud, F., Caron, S. Roball, the Rolling Robot. In Autonomous Robots, Vol. 12 (2),
pp 211 —222,2002.

Laplante, J., Masson, P., Michaud, F. Analytical longitudinal and lateral models of a
spherical rolling robot. Technical Report, Department of Electrical Engineering and
Computer Engineering, 2007.

Brown, H. B. Jr., Xu, Y. A Single — Wheel, Gyroscopically Stabilized Robot. In IEEE
Robotics and Automation Magazine. Vol. 4. pp. 39 — 44, 1997.

Gheorghe, V., Udrea, C., Alexndrescu, N., Duminica, D. Design of a Rolling Robot with
Telescopic legs, able to displace itself on irregular surfaces. The Romanian Review
Precision Mechanics, Optics & Mechatronics. Vol 18 (34). pp 139 — 144, 2008.

-60-



Proceedings of MUSME 2011, the International Symposium
on Multibody Systems and Mechatronics
Valencia, Spain, 25-28 October 2011

WIRELESS TELEOPERATED OF A ROBOTIC
MANIPULATOR BASED IN IMU SENSOR AND
CONTROL ANTHROPOMORPHIC MOVEMENT

Alejandro Jofré Moreno!, Diego Alvarez Villegas?
Escuela de ingenieria en Mecatronica
Universidad de Talca, Camino los Niches s/n, Curicé, Chile

1 . . .
Alejandro.jofre.m@gmail.com
?ing.dalvarez@gmail.com

Keywords: Robotics, Teleoperation, IMU, Arduino, Bluetooth, Labview

Abstract. This paper presents the development of a teleoperation system for an anthropomor-
phic robotic manipulator. The system’s design considerations allow for an intuitive operation,
which simultaneously reduces learning time and provides control with higher degrees of free-
dom than a conventional control (teach pendant). This feature is achieved by the control be-
ing based on the operator's arm, and then the system being adjusted to extrapolate these
movements to the robot. The structure of the text is presented first in the conceptual develop-
ment of the project. Then the process of physical construction is described, which involves the
IMU sensor and data processing via microcontroller and PC. Later on we describe the con-
trol software that controls the system based on Labview and Processing /Wiring (C). Finally
we present the development of experimental tests with an educational robot Scorbot ER-V for
the control of two position axes.
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1 INTRODUCTION

Currently, it is an increasingly important element in the Industry to have maximum securi-
ty standards for workers whatever their field of action. In this context, the project seeks to
solve this problem by designing a system for remote control; a system known in the Industry
as Teleoperation. This system consists of a robotic arm devoted to the handling of objects
which under certain circumstances might put human beings’ physical integrity under risk, for
example, radioactive waste, Biohazard, explosives, etc. The operator is positioned at a safe
distance from the action and he is able to command the movements of the robotic arm through
an interface as intuitive as possible (anthropomorphic moving).

Exist a great number of project of teleoperation systems currently being investigated, we
take a look at two interesting projects. First we find the project entitled "A Human Arm Mi-
micking with 5-DOF Controlled by Lab VIEW” from Islamic University of Gaza, Palestine.
This is a teleoperation system based on mechanical detection of the operator’s movements. In
the second case we examine the project entitled "Teleoperation of a 5-DOF Robotic Arm Us-
ing a Microsoft Kinect Sensor" from Minnesota University, which controls the robotic arm by
means of a motion capture using the Kinect sensor.

In this project the central device is used as a sensor called IMU (Inertial Measurement
Unit), which is a widely used component in aerospace systems (planes, ferries, satellites) but
are also very flexible in their other fields of application. This sensor is basically a combina-
tion of accelerometers and gyroscopes, which can be found in very compact and easy-to-
connect formats, besides being relatively cheap.

2 MATHEMATICS MODELING OF A KINEMATICS HUMAN ARM

The study of human body’s kinematic structure is relevant to a good control system design.
In this context, scientific literature mentions several models, being some more complex than
others, but ultimately it is assumed that a good approximation is a movement of 6 degrees of
freedom, 3 for the wrist base position, and 3 expressing wrist orientation in space (Moeslund,
Granum. 2001).

The spatial positioning of the wrist base is mainly based on the muscle force exerted on the
arm’s tendons, which are generated by angular movements of the joints (pivots). Although in
reality there are more degrees of redundant freedom, we will state that a position will be mod-
eled as follows: two angular movements at the shoulder base plus an angular elbow move-
ment as shown in Figure 1.

Roll

(@ (b)

Figure 1: Variable position coordinate system (a) coordinate system variables angle (b).
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The human arm has restrictive movements such as bending the arm behind the elbow,
which are limits that restrict movement, and that are also important to define. Next, the results
of these angular constraints are presented, defined as general average since each person has

variable structural characteristics in this regard.

Table 1: Limited range of motion of angles pertaining to the shoulder and elbow. (Moeslund, Granum. 2001).

Aside from the angles in which the arm movement works, it is important to define the re-
lationship between this variable and time, i.e. the angular velocity. These values depend on
the activity that human beings do, but the maxim value is 400 deg/ s- As for the maximum ac-
celeration, it is estimated that humans can vary their angular speed from minimum to maxi-

0 [0) o
Minimum |-135°(-135°| 45°
Maximum| 45° | 100° [180°

mum in one tenth of a second, or about 4000 deg /2> (Moeslund, Granum. 2001).

3 CONCEPTUAL SOLUTION

The solution draft is shown in Figure 2, which dissects the components of both hardware

and necessary software to carry out the project.

> SOFTWARE

SENSOR

DAQ BOARD

WIRELESS
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Wireless

cemmunicaticn

=
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Physical
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The diagram shows the total project specification. However, in this opportunity, (first stage

of the project) the control design for angles ¢ y 0.

The algorithm is the following:

1. The operator movement signals are captured by the IMU sensor. The giroscopes
will measure the angular velocity 6 and ¢ , referring to the shoulder base. The
accelerometers will measure through the programming of an inclinometer, which is

Figure 2: Conceptual scheme of the project solution.
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the angular position of the hand related to the Earth’s gravitational axis.

The signals are received in analog form by the microcontroller’s ADC, in which

signals were digitized to a suitable sampling rate and stored in the buffer.
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3. These modified signals are sent to the WTI11 Bluetooth module for their
transmission, and sent in a defined format or protocol for writing / reading.

4. On the PC, signals are received first from another Bluetooth module connected to
an available USB port.

5. Subsequently, the information will be processed in the PC software programmed in
Labview, which will calculate the position and the issuance of commands to the
robotic arm.

6. The information will be transmitted via RS232 serial port in ASCII code, which
must be in the format specified by the robot controller.

7. The robot will be updating the calculated hand position times per second times per
second. Then, the command to move the robot to the indicated position will be
executed in each update.

In this case, the educational robot Scorbot ER-V was used as a test. Command
communication is done through ACL language, characteristic of these robots.

4 MECHATRONICS DEVELOPMENT

The project has been decided to be carried out in stages, which involve in each advance a
confirmation of a research floor. At this stage of construction, all the necessary hardware is
prepared in order to carry out the project as indicated by the conceptual solution, except for
the control of the angle a (elbow) as described in Figure 1. In terms of software, we will have
a confirmation of the proper signal collection and transmission obtained by the installed sen-
sors. The position calculation process will be done by using 6 and ¢ shoulder-related angles as
variables. The missing variable o is assumed as a fixed parameter at 180°. The emission of
commands towards the robot is arranged according to the algorithms and syntax provided by
the ACL language.

4.1 Mechanical

In mechanical terms, the mobile system is quite simple; first define the support of the elec-
tronics. First is the neoprene glove on top of which is a Velcro surface, wherein positioning
the IMU sensor cover, and then there is a bracelet you must designed especially for this
project, and on top of which there is a velcro again but this time to cover the microcontroller
as shown in Figure 3.

ENCLOSURES WIRE
DAQ-BOARD CONNECTION

ENCLOSURES
SENSOR

BRACELET

Figure 3: Scheme of control devices for control.
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4.2 Electronics

The physical implementation of the system requires the development of support systems
and connections for the proper coupling of systems and to ensure a good flow of information.

|IH Hll

U SDOF

[E]
) “

\ﬁ@

Figure 4: Electrical connection and sensor board PCB

Figure 5: Electronic overview of the mobile part.

Electrical connections consist primarily of the following monitoring:
1. First define two AA batteries of 1.5 V for each mobile system power supplies

(gloves).

2. Then you get the signal energy to the arduino board which regulates the voltage inter-
nally, this plate is removed from a signal of 5 V to power the board voltage regulator
to 3.3 V for the subsequent board power IMU.

3. The signals measured by the sensor travel to ports of the microcontroller ADC (see
Table 2). Through a Category 5 UTP cable and slim connectors on each deck.

4. Following this continues in the electronics section of the PC, where the bluetooth
module connects to the USB port of PC, and then exit the PC is connected to the robot
controller via RS-232 communication available (USB-serial or serial-serial).
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4.3 Software

The calculation processes are carried out in two sections "DAQ software" and "PC Soft-
ware", which transform the measured signals from sensors, and will be gradually transformed
into that needed positional data to eventually be sent to the robotic manipulator. This latter
will execute the corresponding movements.

Software of the board (DAQ): Its main function is to command the microcontroller (AVR
ATmegal68) immersed in Arduino board, for it to use its analog to digital converter (ADC) in
order to digitize the signals coming from the sensors (IMU). DAQ software programming was
made with Arduino IDE (version 0017), whose programming Processing / Wiring facilitates
the code syntax run on the board, since it is based on the application and integrated develop-
ment AVR. The list of digitized signals is presented in Table 2.

Pin ADCO ADCI1 ADC2 ADC3 ADC4
Signal Acel X Acel Y Acel Z Gyro 0 Gyro ¢
Final Measurement Inclination (Pitch, Roll, Yaw) Angle 0 Angle ¢

Table 2: Classification of signals and their connection to the ports of Microcontroller.

The second process to set through this software corresponds to the transmission of infor-
mation from the microcontroller to the Bluetooth module (WT11). This will be done through
the UART (Universal Asynchronous Receiver transmitter) Microcontroller. This device inte-
grated into the microcontroller allows encapsulation of previously stored data by the ADC,
which are also stored in the microcontroller’s buffer. Sending data is done serially via a stan-
dard format called 8N1, which contains 8 data bits, no parity bit and 1 stop bit. The data
transmission rate corresponds to a communication of 9600 baud per second, which can be eas-
ily modified if required. The previously described parameters are mentioned as the standard
9600/8N1.

PC Software: This is composed of 4 main processes to be performed:

1. Receiving data from the Bluetooth module connected to the USB port of PC.

2. Filtering data received in order to obtain a distortion-free curve and represent reality in
a better way.

3. Position and rotation angle calculating process from the signals received by sensors
(acceleration and angular velocity)

4. Sending the order of action to the robotic manipulator with proper position argument
calculated.

This is the core element regarding information processing. This item consists of scheduling
algorithms that allow us to handle the signal processing and calculations.

For reception of data from the glove the Labview VISA module is used (National Instru-

ments, 2010), with which the reception is configured through the USB port where the Blu-
etooth module is connected. The communication parameters are those mentioned above.
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Figure 6: Scheduling algorithm, port handling section I/O

After receiving the information from the control globe, it is necessary to have a filtering
algorithm, which is extremely necessary for the proper receipt of data from the sensor, de-
creasing in this way noise signals in order to get a signal clear for handling. In this way we get
signals “cleaner” signals with which you can work with motion values closer to reality. Noise
signals are mainly electromagnetic in nature and dependent mainly on the physical environ-
ment of project implementation (Fernandez, 2009).
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Figure 7: Scheduling algorithm, filter and calculation of angular position.

To calculate the glove position and rotation from the measurements of acceleration and an-
gular velocity sensor made by the 5 DOF IMU we must rely primarily on numerical integra-
tion algorithms and arithmetic adjustments. The first corresponds to spatial position variables
(X, Y, Z) for the base of the hand; the calculation is done assuming the fully extended arm
which is defined by a constant radius from the shoulder base pivoting respect the wrist. Then
through variable polar coordinates with angle variables (8, ¢) and constant R, we get the posi-
tion as follows:
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First, a filter is defined on the central oscillation band (ripple offset), so any module value
of a magnitude greater than an € value is taken into account, while if the value is in the band it
will then be replaced by 0, as shown in expression (1).

0> el »6=06

. e 2 Q)
0<l|el—>6=0
The following relevant operation is the integration of the new signal (6) to thus obtain the

position, as shown in expression (2).

0=A-[Bdt+C ()

The integration constant C and adjustment multiple shall be added by adjusting the data
obtained in the integration and the reality of the movements obtained from the first test per-
formed. It is also necessary to compensate for the accumulation of error during calculation, in
addition to defining the integration process step size, which must typically be a magnitude
order smaller than the higher signal frequency oscillations (shorter period).

The final stage of programming is to configure the sending signals from the PC software to
control the robot cabinet that we teleoperate. In order to do this we must send the calculated
angular position value, and attach it as an argument to a command word, which belongs to the
robot programming language. While command-taxis can vary from robot brands, in general
what is needed is a constant update of a variable position, and to instantly execute a move-
ment to the position stored in the variable (Intelitek. 2003).

4.4 HMI (Human-machine Interface)
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Figure 8: Appearance of Human-Machine Interface (HMI)

The human-machine graphic interface has the look shown in Figure 9. The purpose of this
is to show the system operator to certain variables that could be useful, i.e.: sensor graphic,
calculated position graphic, operation mode, etc. There are also buttons for system configura-
tion, such as read / write operation mode, communication ports, operation mode manual / au-
tomatic of the robot.

-69-



Alejandro Jofré Moreno, Diego Alvarez Villegas

5 RESULTS

Once the modular construction process and communication testing is concluded, the next
step is the integration of all mechanical, electronic and software subsystems in order to check
the overall system performance. There are two testing levels, the first consisting of the accu-
racy level in the calculation made by the PC software, which can be checked with the system
without the need for connectivity to the robot. This is undoubtedly the most important valida-
tion of the system created. The second level consists of a validation of correspondence be-
tween the movement of the human arm and then the actual position carried out by the robot.
This latter type of evidence depends exclusively on the type and model of the robot you are
controlling via the remote control system. In this case (Scorbot ER-V) has no control system
in real time. The response time of the robot did not meet the full range of operating speed of a

human arm, but in a limited range between 30 9°8/sand 40 968/ or so. In this sense, the expe-
rimental results for individual and simultaneous angle (¢ and 6) control and simultaneous
control are presented.

The validation test was carried out as it follows, the starting point was defined by a fixed
mark in the space, then exercises were conducted by positioning the operator's hand, with 10
total swings 90 degrees in 30 seconds, and then the stop was made at the same point of depar-
ture. The result tabulation for each test is shown below.

N° Test Deflected angle 6 Deflected angle ¢
1 -7° -5,5°
2 -4.2° 8
3 -6° 23
4 1,9° 2,6
5 3,2° 1,3
6 6,8° -4,8
7 -1,1° -1,1
8 -1,2° 0,6
9 -2,2° 4
10 -0,8° 3,8
Average 3,44° 3,4
Standard 2,41 2,29
deviation
Max 7 8
Min 0,8 0,6

Table 3: Test results of test for 6 and ¢ axes, individually

Average calculus, Standard Deviation, Minimum and Maximum, are made on the absolute
value of the deflection angles.
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For simultaneous motion testing 10 800mm diameter circular movements approximately at
arm's full length were performed. These are the results

N° Test Deflected angle 6 | Deflected angle ¢
1 -12 -2,8
2 5,4 11
3 -4 10,3
4 2,2 4,8
5 17,3 1,6
6 7,8 -2,7
7 -2,3 -5,5
8 -124 3,9
9 -12,9 -3,2
10 -4 4,1
Average 8,3 4,99
Standard 5,2 3,1
deviation
Max 17,3 11
Min 2,2 1,6

Table 4: Test results of test for 6 and ¢ axes, simultaneously

388888353588 8288843838

L R o e e e e e o

Figure 9: Charting test trials
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6 UPCOMING WORKS

The next stage of this project consists of programming the software to calculate the va-
riables Pitch, Roll and Jaw, which indicate the inclination angle of the wrist compared to the
gravitational force. This will be done by creating a gravitational inclinometer based on accele-
rometers, which gives us the desired variables.

After this improvement, this teleoperation system is integrated to an industrial manipulator
robot, which can provide better characteristics regarding the flow of information (sampling
time), allowing us to have faster movement, besides they can be updated in real time , making
the system more dynamic and clear.

7 CONCLUSIONS

» The IMU sensor technology may be appropriate to create even more accurate and versa-
tile teleoperation systems. These sensors allow measurements in a small physical employment
space, which increases the portability and compactness of the mobile system and that is defi-
nitely one of the main features teleoperation seeks.

» The completion of this project (2 nd stage) involves an undeniable need, if more realistic
conclusions are wanted, for the usefulness of this teleoperation design in the industry. The
results of the first stage we can conclude that there is a good design concept, but it requires
full finishing in order to understand whether the control synergy between all the degrees of
freedom is a good response.
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3.5 A particulization procedure

Once feasible specialized chains are obtained, they can be particularized into their corre-
sponding mechanical devices by means of skeleton drawings. Graphically, particularization is
the reverse process of generalization, and it can be done by applying the generalizing rules in
reverse order. Fig. (11) shows the atlas of designs for the atlas of feasible specialized chains
shown in Fig. (6) to Fig. (10). As shown in the atlas, Fig. (11e) is the one shown in Fig. (2).

(a) (b) (©)

(d)

Figure 11: Atlas of designs for the leg mechanism

3.6  An atlas of new designs

The last step of this methodology is to identify all existing designs from the atlas of de-
signs. Then, those that haven’t been identified as existing designs are new designs, which are
shown in Fig. (11a), Fig. (11¢), and Fig. (11d).

In LARM designs, mechanisms of Fig. (11b) and Fig. (11e) have been already experienced.
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Once the atlas of new designs is obtained, it is feasible to implement the optimal design
procedure of the proposed design solution.

4 CONCLUSIONS

This paper presents a topology search for a new leg mechanism as based on an existing
LARM leg mechanism. In order to implement this search, a procedure has been introduced
and adopted with the aim of achieving an optimal design. Several new topology leg mecha-
nisms have been found after a practical procedure of this methodology.

New design solutions obtained by this creative methodology provide comparison study be-
tween them. Then a best design solution can be found with the desired design specifications.
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Abstract. Most biped robots, which have leg mechanisms with three actuating motors at the
hip, knee and ankle joints, have such drawbacks as the control system is very complex and
difficult, the cost is large, and electronics hardware and sophisticated control algorithms are
also needed at the same time. While leg mechanisms with reduced DOF (degree of freedom)
have advantages such as low-cost and easy-operation because fewer motors are used. Such
biped robots are similar to the costly biped robots in the sense that they can offer the capaci-
ties to develop and improve new biped walking algorithms, and they are more affordable.

Design works of robot leg with Chebyshev mechanism have been carried out in the past sev-
eral years at LARM (Laboratory of Robotics and Mechatronics). By Using Chebyshev mech-
anism, these legs can have the ability of generating a suitable curve at the foot point of the leg,
which is an effective way to reduce the complexity of control.

This paper presents a topology search for a new leg mechanism based on an existing LARM
leg mechanism, which is composed of Chebyshev mechanism and pantograph mechanism. In
order to implement this search, a procedure of a methodology has been introduced and
adopted. Several new topological leg mechanisms have been found after a practical applica-
tion of the proposed methodology.
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1 INTRODUCTION

In recent years, research works on biped robots have been addressed great interest by cor-
porations [1], institutes [2] and universities [3]. This is largely because legged locomotion has
many advantages, such as high efficiency and excellent suitability in people’s day life envi-
ronment, like ascending or descending stairs, overcoming obstacles, and changing directions.

In the domain of legged robot, a leg mechanism will determine not only the degrees of
freedom of a robot, but also actuation system efficiency and its control strategy. Therefore,
leg mechanisms are fundamental for design and operation issues of a biped walking robot [4].

Most of the existing biped robots have leg mechanisms with three actuating motors at the
hip, knee and ankle joints. This kind of leg mechanism shows anthropomorphic motion capa-
bility. But they have also drawbacks, such as the control system design is very complex and
difficult, the cost is large, and electronics hardware and sophisticated control algorithms are
also needed at the same time. In addition, they are not energy efficient because of the “Back-
driven” effect and heavy masses of motors with gear boxes [5-7].

On the other hand, leg mechanisms with reduced DOF (degree of freedom) have ad-
vantages such as low-cost and easy-operation because fewer motors are used [8-10]. Such bi-
ped robots are similar to the costly biped robots in the sense that they can offer the capacities
to develop and improve new biped walking algorithms, and they are more affordable.

In the past several years at LARM, one research line is devoted to the design of linkage leg
mechanism. Several leg mechanisms have been developed and built [11-13]. Most of these leg
mechanisms are consist of Chebyshev mechanism and pantograph mechanism. Using Cheby-
shev mechanism and pantograph mechanism can make these leg mechanisms have the ability
of generating a suitable curve at the foot point of the leg, which is an effective way to reduce
the complexity of control.

In this paper, combination of Chebyshev mechanism and pantograph mechanism are still
supposed to be a basal construction of a leg mechanism as has been done at LARM before. A
topology search for a new leg mechanism based on one LARM leg mechanism has been car-
ried out. A methodology has been introduced and adopted to obtain new results.

2 A PROCEDURE FOR TOPOLOGY SEARCH

In order to find out the best combination of Chebyshev mechanism and pantograph mecha-
nism as a leg mechanism, a creative design methodology based on the concept of generation
and specialization can be adopted as outlined in [16]. A specific procedure can be proposed as
shown in Fig. (1). It mainly consists of 6 steps as:

Step 1. To find out all the existing design solutions that can fully satisfy the required de-
sign specifications; and conclude the topological characteristics of these existing designs.

Step 2. To select one of these existing solutions; then to transform it into its corresponding
generalized chain, according to the rules of generalization.

Step 3. Based on the algorithm of number synthesis presented in [16], to synthesize an at-
las of generalized chains that have the same members and joints as the generalized chain ob-
tained in Step 2.

Step 4. By using a suitable algorithm of specialization, assign members and kinematic
joints to each generalized chain generated in Step 3 in order to obtain the atlas of all the feasi-
ble specialized chains that satisfy the design specifications and constraints.

Step 5. Particularize each feasible specialized chain obtained in Step 4 into its correspond-
ing schematic format of mechanical device, to have the atlas of mechanical devices.

Step 6. Identify existing designs from the atlas of designs, to have the atlas of new designs.
Detailed explanation of the algorithms needed in these steps will be introduced in section 3.
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Step 5

Step 6
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design solutions «—  Design specifications
Conclude the topological
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Generalization | Principles and Rules of
Generalization
The generalized chain
Number synthesis | Algorithm of number
synthesis
Atlas of generalized
kinematic chain
v
Specialization | Design requirements and
P constraints
Atlas of feasible
specialized chains
Particularization
A
Atlas of designs «— Exclude existing designs
v
Atlas of new designs

End

Figure 1: A flowchart for a creative design procedure
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3 A PRACTICAL PROCEDURE FOR NEW LEG DESIGN

The proposed creative design procedure in Fig. (1) has been developed and applied to de-
termine a new optimal design for a new LARM biped robot with low-cost easy-operation fea-
tures. Implementation of the procedure has been carried out through detailed steps proposed
in section 2 with desired specifications, principles and rules, requirements and constraints, and
algorithms, which contain design requirements, principle and rules of generalization, design
requirement and constraints, and algorithm of number synthesis.

3.1 An existing solution

The LARM single DOF leg mechanism is composed of a Chebyshev four-bar linkage
ABCDE and a pantograph mechanism EFGHJ, as shown in Fig. (2).

The Chebyshev mechanism ABCDE is the input driving mechanism, and it is used to gen-
erate a suitable ovoid curve for the point E, in which AC is a crank, BD is a rocker, and CDE
is a coupler. Joint at pivot point B is fixed on the frame of the mechanism. The pantograph
mechanism EFGHJK is used as the leg mechanism, and it is used to amplify the input trajec-
tory of point E into output trajectory with the same shape at point K. The amplify ratio of the
pantograph mechanism depends on the length of bar GJ and bar JK.

(a) ()

Figure 2: An existing design of leg mechanism composed of Chebyshev mechanism and pantograph mechanism:
(a) a prototype; (b) a kinematic scheme (1 the frame link; 2 the input link; 3 rocker a; 4 the transmission link a; 5
the transmission link b; 6 rocker b; 7 rocker c; 8 the output link)
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The reason that the mechanism in Fig. (2) can be chosen as a leg mechanism is that it has
just one DOF, which make it with low-cost and easy-operation design features. Furthermore,
the mechanism can generate a curve at the extremity of the leg which is suitable for human-
like walking. The aim here is to find out all the topological structures of this mechanism with
the aim of achieving an optimal design.

At the beginning of a conceptual phase for creating mechanical devices, only basic specifi-
cations regarding topological structures are of major concern. Design specifications of the leg
mechanism can be considered as:

(1) It has a Chebyshev four-bar linkage working as an input mechanism;

(2) It has a pantograph mechanism for amplifying and outputting the curve generated by

the input Chebyshev mechanism;

In addition, topological characteristics of this leg mechanism can be outlined as:

(1) It consists of 8 links and 10 joints;

(2) It has one frame link (1), one crank (2), three rockers (3, 6, and 7), two transmission
links (4 and 5), and one output link (8);

(3) It has 10 revolute joints (A, B, C, D, E, F, G, H, I, and J);

(4) It is a one-DOF mechanism,;

A topology matrix, Mr, of the mechanism can be defined as

1 R R 0 0 R R O

R 2 0 R O 0 0 O

R 0 3. R 0 0 0 O

M, = 0 R R 4 R 0 0 O (1)

0 0 0O R 5 R 0 R

R 0 0 0 R 6 0 0

R 0 0 0 0 0 7 R
|10 0 0 0 R 0O R 8]

in which 1, 2, 3,4, 5, 6, 7, and 8 are the components of the mechanism. R represents the revo-
lute joints and it appears at the point of intersection of row i (i=1, 2... 8) and column j (i=1,
2... 8) means that link i and j are connecting to each other by a revolute joints.

My is the topology matrix of those mechanisms, which have the same topological structure
[16]. It represents the number of links that a mechanism has; and also represents the type of
joints between links that are connecting to each other.

3.2 A generalization procedure

The purpose of a generalization is to transform a mechanism involving various types of
members and joints into a generalized kinematic chain with only generalized links and gener-
alized joints. A generalized joint is a joint in general; it can be a revolute joint, a prismatic
joint, a pin-in-slot joint, a spherical joint, a helical joint, or others. A generalized link is a link
with generalized joints; it can be a binary link, a ternary link, a quaternary link, etc. Therefore,
through the process of generalization, an existing design can be generalized into the corre-
sponding generalized kinematic chain, [16].

Generalization is based on generalization principles and rules. Generalizing principles and
rules are:

(1) Every kinematic joint between links of the mechanical device must be generalized into
generalized kinematic revolute joints;
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(2) Every link of the mechanical device must be generalized into generalized link;

(3) Mechanical device has to be in conformity with its generalized kinematic chain; topol-
ogy structure should bring into correspondence with the links and joints;

(4) The DOF of the generalized kinematic chain should be the same as the mechanical de-
vice.

According to the concept of the generalization, all joints are generalized into generalized
joints, and all links are generalized into generalized links. As shown in Fig. (2), all the joints
are revolute joints; and five links are binary links (2, 3, 6, 7, and 8), two are ternary links (4
and 5) and one is quaternary link (1).

The generalized chain of this leg mechanism is shown in Fig. (3), and it is a (8, 10) gener-
alized kinematic chain, in which 8 and 10 mean there are 8 links and 10 joints in the leg
mechanism, respectively. Link 1 represents the frame link, which is connecting to link 2 (the
input crank of the mechanism), 3 (the rocker of Chebyshev mechanism), 6 and 7 (two rocker
of the pantograph mechanism) by revolute joints; link 4 is the output link of Chebyshev
mechanism, which is connecting to link 2, 3, and 5 (the input link of pantograph mechanism)
by revolute joints; link 8 is the output link of pantograph mechanism, which is connecting to 5
and 7 also by revolute joints.

Figure 3: A generalized chain for LARM leg mechanism in Fig. (2)

3.3 Kinematic number synthesis

The atlas of generalized kinematic chains is obtained as based on the concepts of generali-
zation and number synthesis. Then, based on an algorithm for number synthesis, all possible
generalized kinematic chains with the same numbers of members and joints as the original
generalized kinematic chain can be obtained.

Two basic algorithms of number synthesis are based on link assortment and graph theory,
respectively. Link assortment of a generalized chain means the number and type of its links.
Detailed explanation of link assortment can be found in [16]. By using number synthesis of a
link assortment with M links and N joints, one can obtain the atlas of (M, N) generalized
chains. One specified link assortment can have more than one types of structure. However, the
procedure must comply with these constraints:

(1) Every link must be used to make the chain connected;

(2) Every kinematic joint must be used to make the chain closed;

(3) There should not be a link separated from the others;

(4) One joint should only be connected between two links to make the chain only has sim-
ple kinematic joints;

(5) Two links should not be connected by more than two joints.
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Graph theory has been used since the 1960’s. Some basic definitions of graph theory, such
as graph and block, along with the procedure for number synthesis based on graph theory and
hypergraphs theory can be found in [16].

Then through the algorithm of number synthesis, the atlases of the generalized kinematic
chains with eight links and ten joints are generated. As result, 16 topological generalized kin-
ematic chains as in Fig. (4) are obtained for the leg mechanism in Fig. (2).

(@ (b) (© (d)
(e) ® (g (h)
® 0 (k) ®
(m) (n) (0) ®)

Figure 4: Atlas of 8-link and 10-joint generalized kinematic chains

3.4 A specialization procedure

Specialization is the process of assigning specific types of members and joints in the avail-
able atlas of generalized kinematic chains, subject to the concluded design constraints.
Through specialization, a generalized kinematic chain is transformed into a specialized chain.
A specialized chain subject to design constraints is called a feasible specialized chain, [16].
Therefore, the atlas of the feasible specialized chains can be generated through a process of
specialization.

Thus, before the implementation of specialization, it is necessary to give out the design re-
quirements and constraints of the leg mechanism. Design requirements and constraints can be
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outlined according to design specifications and topology characteristics that are described in
section 3.1 as following:

(1) There must be a Chebyshev mechanism;

(2) There must be a pantograph mechanism;

Equivalent requirements and constraints including but not limited to:

(1) The frame must be a multiple link with at least three joints;

(2) There must be at least 2 binary links connecting to the frame;

(3) There must be at least 1 ternary links not connecting to the frame but connecting to
those two binary links;

(4) There must be at least 3 links connecting to the frame;

(5) There must be 4 links forming a closed chain.

According to these conditions, some kinematic chains which are not feasible are excluded
from the atlas of Fig. (4). Atlas of feasible generalized kinematic chains can be determined as
shown in Fig. (5).

(a) (b) (© (d) (e)

Figure 5: Atlas of feasible generalized kinematic chains from Fig. (4)

All feasible specialized chains subject to the concluded design requirements and con-
straints can be identified through the following steps:

1. Assign frame link 1;
. Assign input link 2;
. Assign link 3;
. Assign link 4;
. Assign link 5;
. Assign rocker 6;
. Assign rocker 7;
. Assign the output link 8.

These steps must be implemented to each feasible generalized kinematic chain in Fig. (5).

For Fig. (5a), the process can be applied through the following steps:

1. Assign frame link 1

Since there must be a multiple link as frame and the frame must connect to two binary
links, for the generalized kinematic chain shown in Fig. (5a), the assignment of the ground
link generates one result. Therefore, one specialized chain with the frame link is generated as
shown in Fig. (6).

2. Assign input link 2 and 3

Since there must be two binary links connecting to the frame, after the frame is specified,
link 2 can be specified. As similar to the assignment of link 2, link 3 can be assigned as
shown in Fig. (6).

3. Assign link 4

Since link 4 must not connect to the frame link and must connect to two binary links, it can
be assigned as shown in Fig. (6).

01N W AW
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4. Assign links 5

Since link 5, 6, 7, and 8 must form a closed chain, links 5 can be assigned accordingly.

5. Assign links 6

Since link 5, 6, 7, and 8 must form a closed chain, links 6 can be assigned accordingly as in
Fig. (6).

6. Assign links 7 and 8

Links 7 and 8 can be assigned from remaining links as shown in Fig. (6).

Step 1
1
!
Step 2
1
Step 3 4 l
1

Figure 6: Specification procedure for generalized kinematic chain in Fig. (5a) for LARM leg mechanism
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Similar steps have been given to the others shown in Fig. (5b), Fig. (5¢), Fig. (5d), and Fig.
(5e). Results are shown in Fig. (7), Fig. (8), Fig. (9), and Fig. (10), respectively.

Step 1

1 :
4
Step 2
2
1
v
4
Step 3
2
1

v !

4 4 5
Step 4
2 2
1 5 1

'

4 5
1 6

Figure 7: Specification procedure for generalized kinematic chain in Fig. (5b) for LARM leg mechanism




Tao Li, Marco Ceccarelli

w l
b

&

&

Not feasible Not feasible

Figure 8: Specification procedure for generalized kinematic chain in Fig. (5¢) for LARM leg mechanism
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Not feasible Not feasible

Step 3

Figure 9: Specification procedure for generalized kinematic chain in Fig. (5d) for LARM leg mechanism
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3.5 A particulization procedure

Once feasible specialized chains are obtained, they can be particularized into their corre-
sponding mechanical devices by means of skeleton drawings. Graphically, particularization is
the reverse process of generalization, and it can be done by applying the generalizing rules in
reverse order. Fig. (11) shows the atlas of designs for the atlas of feasible specialized chains
shown in Fig. (6) to Fig. (10). As shown in the atlas, Fig. (11e) is the one shown in Fig. (2).

(a) (b) (©)

(d)

Figure 11: Atlas of designs for the leg mechanism

3.6  An atlas of new designs

The last step of this methodology is to identify all existing designs from the atlas of de-
signs. Then, those that haven’t been identified as existing designs are new designs, which are
shown in Fig. (11a), Fig. (11¢), and Fig. (11d).

In LARM designs, mechanisms of Fig. (11b) and Fig. (11e) have been already experienced.
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Once the atlas of new designs is obtained, it is feasible to implement the optimal design
procedure of the proposed design solution.

4 CONCLUSIONS

This paper presents a topology search for a new leg mechanism as based on an existing
LARM leg mechanism. In order to implement this search, a procedure has been introduced
and adopted with the aim of achieving an optimal design. Several new topology leg mecha-
nisms have been found after a practical procedure of this methodology.

New design solutions obtained by this creative methodology provide comparison study be-
tween them. Then a best design solution can be found with the desired design specifications.
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Abstract. Exponential integrators are certainly not new, but despite their good properties
they seem to be absent in the multibody dynamics literature. This article introduces the concept
and proposes a formulation for the use of such a kind of integrators in the context of multibody
dynamics. The exposition has been focused to the linear system control theory to make the ideas
more simplistic an accessible to the multibody community. From control theory it is known that
discretizations based on the N-th Order Hold (NOH) can be set up for the numerical integra-
tion of a LTI system. The resulting integration schemes are the so called exponential schemes.
This representation readily leads to the extension of the N-th order hold discretization to multi-
body systems, that is to exponential multi-step and Runge-Kutta methods. In order to apply
this discretizations to the case of multibody dynamics it is proposed to reshaped the model of
the multibody system so that its appearance is that of a linear system: First, the model is ex-
pressed as the linearized model of the system but with a forcing term that additionally contains
all the nonlinearities, then it is written in terms of a set of independent velocities, and finally
expressed in the form of a first-order differential equation. The proposed method with a Zero
OH discretization is demonstrated for a simplistic nonlinear mechanical system. The simula-
tions demonstrate the outstanding characteristics of the proposed scheme. Due to nonlinearity,
the stability of the discretized multibody system cannot strictly be claimed to be that of the con-
tinuous system, although this will be true in the limit when the discretization step goes to zero.
Simulation examples show that the proposed schemes outperform explicit integration schemes
of the same order. The proposed schemes seem very interesting for a number of relevant appli-
cations, like control, Hardware in the Loop (HiL) systems, haptics, flexible multibody dynamics,
identification, etc.
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1 Introduction

For a general Linear Time Invariant (LTI) system of the form
x(t) = Ax(t) + Bu(t), x(0)=x9, x€Z €))

it time response is known to be
t
x(t) = eA(“tO)x(to) +/ eA(H)Bu(T)dT, ?2)
to

see for example [1] or [2]. The solution involves the sum of the impulse response of the system
to the initial conditions —homogeneous solution—, and the convolution integral of the forcing
term with the impulse response of the system —non-homogeneous—.

In the control engineering context, the equations of linear systems have been discretized
since the start of the digital computer era as a requirement for the computer implementation of
controllers and flters [2]. These discretizations, also called recurrence relations, can be used to
perform an exact integral —up to the numerical precision— of the system equations. This idea
has been taken advantage of long time ago to develop integrators for continuous systems [4].

Integration schemes for nonlinear systems based on this idea has been proposed as soon as
1959, see [18], [19], and have a long history [21], [22], [24], [25], [26], [28], [32]. Apparently
they have been independently rediscovered many times —including us— [6], [7], [8], [9], [10],
[11], [15]. For a review of several methods see [24].

These integrators are known to outperform conventional integrators when applied to lin-
early stiff systems. They are known under different names, most frequently as Exponentialor
Exponentially fittedschemes, although some rediscoverers name it differently, Time Precisg
Precise... integrators.

Schemes of different orders, including multi-step [19], [22] [34], [21] and Runge—Kutta
type [23], [26] [28] generalizations has as well been proposed. More specialized integrators,
conservative, geometric structure-preserving,... [30], [29], [27], can be found in the literature.

The exponential schemes require the computation of the exponential of the Jacobian matrix
or matrix functions of the Jacobian involving the exponential, [12], [13], [16]. For small systems
of ODEs this method has been used with success, but until the the 1980’s it was considered
impractical for large systems due to the diff culties in computing these functions in a reliable
and economical way. The Krylov-subspaces approximation technique [17] has made the matrix
exponential computation feasible. Nevertheless it seems that there is still a lot of research in
this direction [14].

In this article it is explained how deal with such a kind of integrators in the context of multi-
body dynamics.

In section 2 Zero and First OH based explicit/implicit exact exponential discretizations for
a general linear system are presented. Exponential multi-step or Runge-Kutta discretizations
are brief'y introduced as a natural N-th order hold extensions of the previously introduced dis-
cretizations.

In section 3, A-stability is demonstrated for the exponential schemes. The stability of classi-
cal frst and second order schemes is analyzed as well. Also, classical non-exponential integra-
tors are seen to be approximations of the exponential schemes in which the exponential matrix
computation is approximated in different ways.

In section 4 it is explained the way in which the exponential integrators can be applied to
the case of multibody systems. To that end it is proposed to reshape the dynamic equations so
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that their appearance is that of a linear system: First, the model is expressed as the linearized
model of the system but with a forcing term that additionally contains all the nonlinearities,
then it is written in terms of a set of independent velocities, and f nally expressed as frst-order
differential equation.

Section 5, it is explained how exponential schemes can be used in the case of multibody
dynamics.

In section 6, comparisons of the performance of frst order classical integrator against the
proposed ZOH exponential integrators are presented an discussed.

Finally, in section 7, the conclusions and ideas presented in this article are summarized.

The proposed method with a Zero OH discretization is demonstrated for a simplistic nonlin-
ear mechanical system. The simulations demonstrate the good characteristics of the proposed
scheme. Due to nonlinearity, the stability of the discretized multibody system cannot strictly
be claimed to be that of the continuous system, although this will be true in the limit when the
discretization step goes to zero. Simulation examples show that the proposed scheme outper-
forms in comparison explicit integration schemes of the same order. The proposed schemes
seem very interesting for a number of relevant applications like, control, Hardware in the Loop
(HiL), haptics, f exible multibody dynamics, etc.

2 N-th Order Hold based exact discretization of a LTI system

If we consider a ZOH on the system input u,
u(t)=u(kT), kKT <t<(k+1)T, keZ, A3)

the discrete system response of the continuous system 1 is

x[k + 1] = eATx[k] + ( / ' eA”dn) Bulk]. @)
0
Noting that,
/T eAndn = Afl(eAT —1) =F,, 5)
where 1 is the identity matrix,othe ZOH discretization of a LTI system can be expressed as
x[k + 1] = Agx[k] + Bqulk], (6)
where
A, = AT )
B, = F,B ®)

2.1 First and Higher Order Hold based exact discretizations

Higher Order Hold discretizations are introduced to obtain more accurate discrete represen-
tations of the continuous system 1. For example, assuming a First Order Hold (FOH) on the
system input u,

u((k+1)T) —u(kT)

u(t) = u(kT) + T

(t—kT), kT <t<(k+1)T, keZ (9
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the time response is

x[k + 1] = A x[k] + /T ANBulkldy + /T eA”Bwndn. (10)
0 0
Noting that
/T eAlpdny = TA 1 eAT — A2(AT _1)=F, (11)
the time response of th[; system can fnally be expressed as,
x[k + 1] = Agx[k] 4+ *Bgu[k] + 'Baulk + 1], (12)
where
A, = AT (13)
Bs = (Fy—-1)B (14)
‘B, = B (15)

The proposed FOH can be said to be implicit in the sense that it needs information about u in
the future, i.e., ([k + 1]). This is not a problem when integrating a system, based on a known
input. In some instances, as the ones that may arise in control, Hardware in the Loop (HiL)
systems, or haptics, this cannot be the case, and then an explicit FOH discretization can be used
instead. In this case,

w(kT) — u((k — 1)T)
T

u(t) = u(kT) + (t—kT), kT <t<(k+1T.keN.  (16)

Analogously, FOH discretization can also be made implicit. Consider for example
ult)=u((k+1T), kKT <t<(k+1T, keWN, (17)
Higher Order Holds  The previous ideas can be readily extended to obtain Higher Order Hold

discretizations. For example, as in the previous derivations, based on the analytical solution (2),
exponential multi-step and Runge-Kutta methods, can obtained from

T
x[k+1] = eATx[k] + (/ eAnBu(n)dn> . (18)
0
To that end the previous integral is approximated giving to
ut), KI'<t<(k+1T, keZ, 19)

the particular polynomial form corresponding to the desired method.
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3 Discretization Stability

It is known that the eigenvalues of matrix A and A, determine the stability of the corre-
sponding system [2] :

e The linear continuous-time system (1) is a) asymptotically stable if the eigenvalues of A
lie in the left half of the complex plane; b) marginally stable if none of the eigenvalues
of A lies in the right half of the complex plane, but at least one vanishes; and c) asymp-
totically unstable if at least one eigenvalue of A lies in the right half of the complex
plane.

e The linear discrete-time system (6) is a) stable if the eigenvalues of A lie inside the unit
circle centered at the origin of the complex plane; b) marginally stable if none of the
eigenvalues of A, lies outside the unit circle centered at the origin of the complex plane,
but at least one lies on the unit circle; and c) unstable if at least one eigenvalue of A, lies
outside the unit circle.

Now, let us assume that system (1) is stable; in this case, all the eigenvalues of A have a
negative real part. If \; = u + jv denotes the ith eigenvalue of A, then the ith eigenvalue of A,
is Ag;, which is given by

Agi = eI = T (cos T + jsinvT)

Now, since u < 0, 0 < ¢*T < 1, and hence, Aq,i lies within the unit circle centered at the origin

of the complex plane, and the discrete-time system derived from its continuous counterpart is
stable. Similar arguments apply to the marginally stable and unstable cases.
That is, the stability properties of the continuous-time and discrete-time systems correspond
with each other and are independent of the sampling pefiod
It can be said that the discretization maps the complex continuous left and right s—plane into
the interior and exterior of the complex unit circle on the discrete z—plane, respectively:

A E A = T (20)

This is a very important characteristic for a discretization. For example, a HiL simulation could

become unstable when the real system is not. This would somehow limit the applicability of

the HiL setup. Most discretization schemes make the stability of the discretized system to differ

from that of the continuous system. The stability of the discretized system becomes dependent

on 7', and the system becomes more unstable the bigger the 7'.

3.1 Stability of other discretizations

Euler The Explicit/Implicit Euler discretization scheme gives the following discrete systems
Explicit :  x[k+1] = (1 4+ TA)x[k] = V(1 +TA)V'x[k] 21
Implicit :  x[k+1] = (1 —TA) x[k] = V(1 — TA) 'V x[#], (22)

(we are omitting the forcing term) that are stable if

Explicit : = 14+TX\ <1Vi (23)
Implicit : =1-T\; > 1Vi. 24)
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Obviously the stability of these dicretizations is dependent on 7T'. These schemes can be under-
stood as N-th Order Hold schemes, in which the exponential matrix gets approximated as

Explicit : AT ~ 1+ AT) (25)
-1
Implicit : AT — (eiAT) ~(1-AT)". (26)

Trapezoidal It is interesting to note that the bilinear transform, or Tustin transform [2, 3], that
approximates the exponential matrix as

1 1 -
eATz(1+2AT)<1—2AT> : @7)
produces a discretization that has also the same stability properties as those of the associated

linear system. Looking at the mapping

A+1AT)(1-3 A7)~ o 14+ INT
) di — — %)\ZT

(28)

it is apparent that, in this case, the discretization maps the complex continuous left (right)
s—plane into the interior(exterior) of complex unit circle on the discrete z—plane. Note that
(making \; = 0 + jw)

(4300 +)T)| _ (1+0) +w’

- , 29
1 lotjoD)|  dA-of+w? 29

As a consequence
if 0=0=X\— Ay with |[Mi°=1 (30)
if 0<0=X— A\g; with |[Ai|* <1 (31)
if 0>0= X\ — Ay with Al > 1 (32)

If the bilinear approximation, Eq. (27), is used in the FOH discretization, Eq. (12), to substi-
tute the exponential, then the trapezoidal rule,

(1~ GAT)alk+1] = (1 + JAT)elk] + ;BT (ulk + 1] + ulk) (33)
is obtained.

4 Linear-like reshaping of the multibody system model equations

In this section a procedure is proposed to reshape the nonlinear model of a multibody system
so that its outlook is that of a linear system, but without changing it. Here there are several
procedures to follow: Linear-like reshaping on dependent coordinates with Lagrange multipli-
ers, dependent coordinates without multipliers, or formulation on independent coordinates. For
brevity only the last case will be dealt with.

First the model is expressed as the linearized version of the system, but with an augmented
forcing term that contains all the nonlinearities. Then, it is written in terms of a set of inde-
pendent velocities. Finally it is reshaped, so that it takes the form of a frst order differential
equation. The procedure proposed is somehow based on a variation of the linearization proce-
dure described in [5].
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Consider a multibody system parameterized by the set of dependent generalized coordinates
q. and he input to the system denoted by the vector of generalized forces 7.

Let g(q,q,q, 7) = O be the vector of dynamic equations, where q, q, § are the vectors of
dependent generalized coordinates, velocities and accelerations, and 7 is the vector of external
forces/moments applied to the robot. The linearized dynamic equations are derived as the frst

order Taylor expansion of the dynamic equations in terms of q* = [q” ¢* §* 77]7, around
a5 = [ag a0 dp 751"
‘ o, o8l . "
g(q") = glag) + a( *) Aq”+0 (|Aq7)) (4
4 lqg;
This equation can be expressed in a linear-like form:
MA{ + CAq + KAq + g (q)) AT = £ (35)

where g (qg) is the external forces/torques transmission matrix, K = gq(qg) is the stiffness
matrix, C = g¢ (qp) is the damping matrix, and M = g (qg), is the mass matrix. Note that in
the linearized problem the variables are Aq* = q* — qj,.

The term f™,

'~ —g(a) + O(1Aq")* = —(ga) — EL Aq) (36)
contains all the nonlinear contributions on the dynamics of the system.

In order to reshape the model according to (1), the linearized model should f rst be expressed
in terms of a set of independent linearized coordinates. Suppose that the set of coordinates
q= [dT zT)T, where z is an arbitrary set of independent coordinates, and d are the remaining
coordinates.

Next, the geometric constraint equations can be approximated by ® ~ ®(q,)+®q(qy)Aq =
0. For brevity it is assumed that the constraints are scleronomic, ®(q,) = 0. A set of general-
ized independent differential pseudo-coordinates Az can be def ned as

Aq = RAz 37

where R has independent columns that span the space orthogonal to the row space of @, so
that R" ®q = 0.

Frequently, in the case of non-holonomic systems, the previous transformation if obtained by
partitioning the vector of coordinates into arbitrarily choosed sets of independent and dependent
coordinates, as Aq = [Ad” Az”]”, and the Jacobian as ®q = [®4 ®z], it is possible to write

Ad = *Qd(QO)71¢Z(QO)AZ- (38)

Moreover, the generalized coordinates Aq can be expressed in terms of Az as.

Aq = RAz, 39)
where »
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The linear-like dynamic equations expressed in terms of the independent coordinates (Az),
can be derived from the previously obtained linear-like dynamic equations as':

R'MRAzZ + R"CRAz + R"KRAz + RTg, A1 = RTf" (41)

where the matrices are evaluated at [q, ¢, &g 74]. It is important to note that in the particular
case of multibody systems, g, = 0 and T = 0, as the equations are linear in ¢ and 7. This fact
will be used in the following section 5 in order to simplify various expressions. Also, note that
dy, 4o, and g, must be compatible with the kinematic restrictions. Care should be taken so that
q, and q, are consistent with the actual assembly of the mechanism.

Finally, the coeff cient matrices of the standard state space form,

x(t) = A(t)x(t) + B(t)u(t) (42)
are obtained by identifying x = [Az” Az7]T and u = [#7, " |7, as:

A :[—(RTMR)—IRTCR —(RTMR)‘lRTKR]

1 0
B _[—(RTMR)‘lRTg.,- (RTMR)‘lRT}
0 0 ‘

It should be noted that matrices A and B, are no longer constant, but position dependent.

5 N-th Order Hold discretization of a multibody system

From the analysis of Sec. 2 it follows that the system obtained in the previous section can be
discretized using a ZOH as*:

x[k + 1] — x[I] = A4[l](x[k] — x[I]) + Ball, k]ulk], (43)

where [ (I < k) is the time step used to do the linearization, and
Al = AT (44)
Bl = FolBIH. 43)

Matrices A[l] and B[] are the ones def ned in Sec. 4.
The previous scheme can be used in different ways. For example,

e For a system that behaves close to linear it can be convenient to choose [ = 0, i. e.,
x[k + 1] = x[0] + A4[0](x[k] — x[0]) + B4[0, kJulk], (46)
as this will reduce importantly the computational work needed. [ = 0 can be also under-

stood to be a linearization point, whether or not the trajectory pases through it.

e For a system behaving quite nonlinearly, it can be interesting to update the exponential
matrix computation at each step, in which case [ = &
x[k + 1] = x[k] + Bglk, kJu[k], (47)

e Obviously in-between situations can be considered, which allows one to adjust the com-
putational requirements to those of the simulation at hand.

'Here it is assumed R = cte, then each time that the linearization point is going to be changed, we should
go before from Az = Aq = q and after the new linearization from q = Aq = Az, the same procedure
should be followed with ¢ Aq Az . This is not the only possible way to proceed, although it is frequently the most
convenient.

Znote that u[l] disappears because 7o = 0 in multibody dynamics
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5.1 First and Higher Order Hold discretization of a multibody system

From the analysis of Sec. 2.1 it follows that the system obtained in the previous section can
be discretized using a FOH as:

x[k + 1] — x[l] = Ag[l)(x[k] — x[1]) + "Ba[l, kJulk] + 'Ba[l, k + 1ulk + 1],  (48)

where [ (I < k) is the time step used to do the linearization, and

Agl) = AT (49)
BiK = - B (50)
Byl k+1] = FITMB[kJrl] 51)

Obviously, depending on the degree of nonlinearity of the simulation, the same considerations
about the choice of linearizing point /, made in the preceding section, can be done.

Higher Order Holds 1t is obvious how to extend the previous discretization schemes for the
case of arbitrary N-th OH discretizations. The only remark, to the considerations being done in
Sec. 2.1, is that the polynomial approximation would be applied to B(7n)u(n) instead of only to
u(n).

Also, the way in which the N-th OH discretizations can be modif ed to substitute the expo-
nential matrix with, for example, the bilinear transform —trapezoidal rule— or any other approx-
imations like the ones associated with Explicit/Implicit Euler schemes, seen in Sec. (3.1), that
might be considered interesting for a particular application.

6 Application Examples

For comparison purposes direct dynamic simulation of a simple pendulum with the following
dynamic equation )
10+ g sin(d) =0 (52)

is considered. Two different initial conditions are considered,
1. 6 = 7/18, so that the pendulum behaves close to a linear system.
2. 0 = m — m/36, so that the system is exhibits clear nonlinear behavior.

At the conference presentation results for a more elaborate, flexible multibody system
will be presented
The results are obtained using three different discretization schemes:

1. Euler Explicit

x[k + 1] = x[k] + A[k]x[k]T + B[k|u[k]T (53)
where .
Xl =| | o = (s4)

A=

[ -M-1C —]V[‘lK} B_ [ M1 } (55)

1 0 0
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R=[1] M=[]] C=1[0] K =g cos(xs)] " = [~g (sin(xy) — cos(xs) z2]
(56)

2. ZOH with linearization around a f xed point.

x[k + 1] = eAMTx (k] + A~ k] (AT — B[K)F™ [k] (57)
where A and B def ned as before, with

R=[1] M=[] C=0] K=][g cos(0)]f" = [—g (sin(z;) — cos(0) z5] (58)
3. ZOH with linearization at each new integration step.

x[k + 1] = eAMTx[E] + A~V [E] (AT — [)BIK]E™ k] (59)
where A and B defned as before, with

R=[] M=[]] C=[0] K =g cos(x)]f" = [—g (sin(zs) — cos(x3) xy]
(60)

Simulation with a close to Linear behavior:

Figures 1, 2 and 3 show the results of the pendulum example simulation for initial conditions
6 = 207 /180, 0o = 0 (close to linear simulation). For comparison purposes each of the plots
contain the simulations with 7 = 0.01 and 0.001.

Figure 1, depicts the results of the simulation using a standard Explicit Euler Method. Obvi-
ously the behavior can not be claimed to be good.

Figure 2, depicts the results of the simulation using the proposed ZOH based exponential
integrator with only a initial evaluation, at ¢ = t,, of the A and AT functions. The results
clearly reveal that the method outperforms the Euler method, non-exponential related classical
integrator.

Figure 3, depicts the results of the simulation using the proposed ZOH based exponential
integrator with evaluation of the A and AT functions at every time step. This method is
known in the literature as Exponentially Fitted Eulefor simply Exponential Eulemethod. For
these close to linear simulation, the expensive reshaping at each time step does not produce any
signif cant advantage in comparison with single reshaping at equilibrium point version.

The advantages of this will become evident in the case of the far from linear simulations.

Simulation with a marked nonlinear behavior:

Figures 4, 5 and 6 show the results of the pendulum example simulation for initial conditions
0y = m — 5m/180, by = 0 (far from linear simulation). For comparison purposes each of the
plots contain the simulations with 7' = 0.01 and 0.001.

Figure 4, depicts the results of the simulation using a standard Explicit Euler Method. Obvi-
ously the performance is still much worse than the one in the more linear situation depicted in
L.

Figure 5, depicts the results of the simulation using the proposed ZOH based exponential
integrator with only a initial evaluation, at ¢ = ¢y, of the A and eAT functions. The results
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clearly reveal that a single reshaping around the equilibrium point is not enough in this case.
Nevertheless, the performance is better than in the case of the classical explicit Euler method.
Figure 6, depicts the results of the simulation using the proposed ZOH based Exponential
Euler method. It is clear that reevaluation of A and eA7 at every time step is needed.
Even for this simplistic example, the exponential Euler method outperforms, the single eval-
uation ZOH and Explicit Euler methods.

7 Conclusions

This work has been started with a review of the state of the art of exponential type integrators.
It have been reported the extremely good properties that the literature confers to these methods.
Surprisingly no references at all to these methods have been found in the multibody dynamics
literature. This was the motivation of this work.

In order simplify the introduction of the exponential integrator concept to the multibody com-
munity, it is presented as a natural result of the linear system control theory. First and second
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order accurate explicit and implicit exponential integrators have been derived. Their relation
to the explicit and implicit Euler methods and with the trapezoidal rule has been formally es-
tablished through the intervention of different degree approximations to the exponential matrix.
Stability of these exponential methods and its non-exponential counterparts has been analyzed
and compared. It has brief'y explained how easily exponential integrators of the multi-step and
Runge-Kutta families can be derived.

The ideas presented allow to understand from a physical point of view why exponential
integrators outperform their classical non-exponential counterparts.

A methodology to use this kind of integrators in the context of general multibody systems
has been proposed, and some others suggested. In addition, it is proposed that the method can
be used with adjustable linear-like reshaping frequency, depending on the particular needs of
the case studied.

Finally, a simplistic example exhibiting the good performance of the simplest exponential
integrator, in comparison with its non-exponential counterpart has been demonstrated. Close
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to linear physical situations can take advantage of the eff ciency of discretization with a low
frequency of linear reshaping of the model. For far from linear situations, the linear reshap-
ing has to be performed more frequently. In every situation analyzed exponential integrators
outperform their non-exponential counterparts.

It is claimed that exponential integrators should fnd their way into the multibody dynamics
discipline.
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Abstract. The paper presents a complex multibody model developed to simulate the
interaction among letters, a routing system and a storage box in a high performance
transport system for the automated mail handling. The general features of the system and the
goals of the modelling activity are first outlined. Then approaches adopted to represent the
flexibility of letters (large elastic displacements) and their interaction in term of multiple
contacts with the transport line, the switch geometry and storage mailbox are discussed.
Model validation and simulation results for various system configurations and working
conditions are discussed and compared with actual working conditionsin the real system.
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1 INTRODUCTION

This paper presents the development, testing and use of a complex multibody model for the
simulation of a mechanism for routing letters used in a high performance machine for
automated mail handling. To introduce the topic, Fig. (1) shows a picture, taken with a high
speed camera, of the considered mechanism in action: an electro-mechanical switch in its
open position detours a letter, from a transport line to a desired destination box. As shown in
next section, a complete system may comprise up to hundreds of switches and boxes, so the
design and optimization of the basic group is of great interest.

Figure 1: Picture of a letter entering the box.

In general, the considered problem has a very complex dynamics, involving the fast, gross
motion of one or more flexible bodies subject to large elastic displacements (the letters) under
the effect of multiple contacts with their surrounding environment and between them.

In absence of different approaches, the development of advancement solutions for this kind
of machines has been usually based on the classical approach comprising expert engineers
conceiving new design solutions, building physical prototypes and then long phases of testing
to refine the design and the prototypes and a final fine tuning of the system to be delivered.

As a general trend, in all fields of engineering, this kind of development process is being
sped up by a more in depth design-simulate-refine phase that has proved to be able to reduce
development costs and time-to-market of new or revamped systems. Here the problem of
adopting a virtual prototyping approach to minimize the testing effort on the real prototypes is
constituted by the very complex dynamic behaviour of the handled objects - the letters.

So key goals of the research are: to evaluate the feasibility of adopting a simulation
approach, i.e., the effort required to develop multibody models representative of the real
dynamics of the system; to validate model responses in comparison to those of the real system;
once (and if) obtained reasonably well behaved models, a third goal is evaluate the models as
tools to validate the goodness of the current design and explore alternatives for better ones.

In is worth remembering that the large range in the letter dimensions, thickness, weight and,
in general, mechanical characteristics such as stiffness, type of envelope paper, allowed by
Mail Services specifications creates many variants to be verified both in real and virtual
prototyping and testing. So, for example, computation times required to carry out a typical
dynamic simulation compared with the time required to carry out a test on the physical
prototype may become a critical factor in the choice of the development approach for new
solutions.

As far as we know, scientific literature regarding this topic is very limited: beyond two
references on destacking mechanisms, one design oriented [1], the second discussing
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multibody simulation, but with letters modelled as rigid bodies [2], no scientific literature
about physical letter handling has been found. In some cases, control logics are considered,
but without any reference to the physical behaviour of system components [3]. Accordingly,
as far as we know, this is the first contribution regarding the development of flexible body -
multibody models applied to this field.

The paper is structured as follows: in next Section, a general outline of the considered
system is provided. The mapping of the real system to a multibody model has required a
certain effort and is discussed in Sections 3-5. In reality, the choice on how to implement the
models has been carried out by considering simultaneously all the critical aspects of both the
real system and the multibody tool adopted for the simulations. For the reasons previously
discussed, a great effort has been devoted to the goal of obtaining computationally efficient
models. In Section 3, the basic characteristics of the adopted contact model are outlined. In
Section 4, the letter model is presented and then in Section 5 the model of the transport line,
of the pads and of the box are discussed. Model validation and some simulation results are
examined in Section 6.

2 SYSTEM DESCRIPTION

The switching & storing subsystem considered in the present paper is a key component of
a more complex system for dealing with the final stages of letter dispatching (Fig. (2)).

Dispatching ﬁll

Figure 2: Letter dispatching system.

The system receives in input a flow of (already recognized) letters and it routes them to
output boxes, for example according to criteria based on final destination location.

The letters are transported by a system of flat belts and directed to their destination boxes
by a set of electro-mechanical switches.

short letters long letters
step step

I —
e — wo | Level

Figure 3: Geometry of letter flow.

Commutation time for such switches can be obtained by considering letter minimum and
maximum allowed lengths (respectively 126 and 270 mm), transport speed (about 4-5 m/s)
and required throughput (40-45 kletters/h). The worst case occurs when a long letter is
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transported, as, to maintain the required flow, its tail has the minimum gap from the head of
the following letter (Fig. (3)): as the "step" distance between two subsequent letters is
determined by required flow rate, the minimum value of gap occurs with a long letter, and
determines switch open/close cycle time (less than 0.1 s).

Fig. (4) and Fig. (5) show a perspective and a lateral views of the considered subsystem. Its
main elements are: transport system constituted by upper and lower belts along with their
rollers, the electromechanical switch and the box with the lower and upper pads; both such
pads are hinged to the box frame and are able to move, passively, in order to adapt the space
between them to the amount of contained letters. In particular the upper pad presses the letter
stack in order to favour the insertion of next letters directed to the box. The cut in the lower
pad is for ergonomic purposes, to ease the pinch and lateral extraction action of the letter
stack by the postman or by a robot.

Figure 4: Geometry of the switching & storing subsystem.

upper belt

@ Pp per pad ‘ torque 7, :

lower pad torque : spring
= { spring

lower belt

- | > Ll VS LVl
= torque spring torque spring

direction of letter motion

Figure 5: Lateral view of the transport, switching & storing subsystem.

The functioning scheme of the system is relatively simple. All switches are normally kept
closed (in Fig. (5) they are drawn in the open position) to form together with the belts a
continuous transport line for the letter flow; when a letter is immediately before its destination
box, the switch is opened and the letter is routed into the box. Before the next letter head
reaches the switch tip, the switch must be perfectly closed again.

What makes the system design challenging are the tough requirements in terms of
throughput, reliability of transport and routing, and system availability.

The study presented in this paper is specifically aimed at analyzing the dynamic behaviour
of the letters during their routing to a box, by an open switch. Fig. (1), taken with a high speed
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camera on the real system, shows a typical situation. The letter, hitting the lower surface of
the open switch, is deflected and its head directed to the inside of the box. The box is
presently empty, so the lower pad is in its upper position, in direct contact with the upper pad
(not clearly visible in the picture); in the following, the letter slips between the two pads, it
hits the left vertical wall of the box and, after some residual motion, it halts.

3 ELEMENTARY CONTACT MODELS

The representation of unilateral contacts of objects subject to collisions involve two basic
aspects: a) the definition of the geometry of the objects, and b) the model of the dynamic
interaction of the two objects when in contact (normal force, friction, dissipative effects).

Regarding the first aspect, the chosen multibody code supports several solutions to define
contact geometries. Among them, two basic type of contacts have been chosen:

+ point-point contact, in which the contact geometries are both spheres;

* point-segment contact, in which the two geometries in contact have distinct shapes: one
is a sphere, the other is a surface obtained from a planar curve formed by a set of line
segments and arcs of circumferences, either extruded in the direction orthogonal to the
sketching plane or revolved along an axis belonging to such a plane.

The advantages of these representations are that they allow a closed form, analytical
detection of geometry interferences, that they provide a well established and efficient solution
also for the computation of interaction forces [4-5] and that any number of contacts between
the same two objects can be established; they all work in parallel, providing the tool for
representing complex relations among interacting bodies with high computational efficiency.

As discussed in next Sections, this is a key characteristics massively used to set up the
presented model. On the other side, the main disadvantage of this approach is that complex
geometries must be approximated by a large numbers of elementary contact components
(large modelling effort).

Regarding the force model, this kind of contact component supports a non-linear, visco-
elastic model, with friction. Dissipative effects in the normal direction are obtained by
simulating a sort of hysteretic effect whose amplitude is based on the value of the restitution
coefficient [5]. Static tangential friction is modelled in an approximated way non allowing
exact stiction representation; in the present case, this is not a relevant limitation as the main
goal of the study regards the dynamic interaction of the letters, in motion, with the switch and
box geometries. No relevant stiction phenomena are present in considered system.

4 MODEL OF LETTERS

Contrary to previous studies regarding similar topisc [2], here, as shown in Fig. (1), to
represent the behaviour of the considered system, a model of letters comprising their
flexibility is required. For their representation, the chosen solver supports the classical
approach based on modal superposition [6, 7]. Accordingly, the position r; of a point P; on a
flexible body is obtained as the sum of its position in the undeformed state r +s;, plus the

elastic displacement obtained as a linear combination of modes @, times modal coordinates u:

n_modes

rn(t)=r(t)+s, =r (t)+s,+ > ®,u,(t) (1)

i=1

The advantages of this approach are that it is well supported by software tools, that to
prepare data regarding the structural properties of flexible bodies is relatively easy by using
FEM codes, and that, being the model usually based on a limited number of modes, it is
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computationally more efficient than models based, for example, on direct nodal
representations. On the other hand, a well known limitation of the modal superposition as
used in Eq. (1) is that it only allows a linearized, first order approximation of the flexible
behaviour of objects. Therefore, higher order effects such as large elastic deformations and
displacements, buckling, stress stiffening and others are not modelled by adopting a direct
modal based approach. Here, the most relevant higher order effect is related to the large
bending deformations of the letters (Fig. (1)). Moreover, such effects are not uniformly
distributed, but occur in limited, time varying, regions of the letters body, as the letter hits the
switch and flexes toward the box.

The approach adopted here to overcome the limitations of basic modal superposition is a
specific form of "sub-structuring® techniques [7] allowing large geometric displacements.
Such approach is particularly suited for the representation of the nonlinear effects related to
flexibility found in the studied system. The general idea of this sub-structuring method is:

- the complete flexible object is divided into a set of smaller bodies, according to

criteria based on the type of nonlinear effects to be represented,

- the structural model of each elementary body is obtained in the classical way adopted
in case of modal superposition, via, for example, an unconstrained FEM modal
analysis and various static analyses [6, 7];

- the complete object is composed, in the multibody environment, as a collection of
flexible bodies, one for each elementary body; proper relative constraint conditions
must be applied in the multibody model on the boundary nodes of the elementary
bodies in order to properly form the complete object.

4.1 One letter

Since one of the goals of the model is to represent the variety of geometric and mass
characteristics of allowed letters, a parametric model of a generic letter has been developed.
Although the geometry of a single letter is very simple (a rectangle of length lu_lett , width
la_lett and thickness sp_lett), the complete parameterization of both FEM and multibody
models for all the elementary bodies used to represent a single (parametric) letter is a non-
trivial task. Moreover, it is to be noted that, in order to avoid undesired transitory effects, the
starting position of each elementary flexible body in the multibody model should correspond
to a (parametric) equilibrium position for such body.

After a few trials, it has been decided that an acceptable compromise between model
complexity and model accuracy is achieved by dividing each letter into six elementary
identical bodies. Fig. (6) shows the main characteristics of a letter model: six elementary
flexible bodies are attached in sequence, through a set of boundary nodes.

The FEM model of elementary flexible bodies is implemented and solved in Ansys. Since
the large flexible rotations of the complete letter are obtained by composing small rotations of
elementary flexible bodies, it is mandatory to select FEM elements with nodal d.o.f.
comprising rotations (6 d.o.f. nodes). So, the mesh of the FEM models is formed by shell
elements. By observing the real machine, it is clearly noted that the flexibility of the letters
affects their behaviour mainly trough elastic displacements in the x-y plane (Fig. (1)), so, to
reduce model complexity, the FEM model is restricted to allow to nodal coordinates only 3
d.o.f (x, y, rotz). Fig. (7) shows the results of FEM models: the first two mode shapes of an
elementary body are shown. Since it is unlikely that the deformed shape of a single (complete)
letter had more than 13 nodes, only the first two modes of elementary bodies have been
included in the letter model. In this way, each letter has 12 elastic d.o.f., with displacements
constrained in its local x-y plane, plus six d.o.f. allowing large motions of the complete letter
in 3d space.
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Figure 6: Substructured model of letter.
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Figure 7: Modal shapes of elementary flexible bodies.

Due to the unconventional nature of simulated objects, a relevant and difficult task of the
modelling activity is the determination of physical parameters of letters (mass, stiffness and
damping). The density of a "pressed" letter (no air inside the envelope) is assumed to be equal
to that of paper: this choice applies reasonably well to the considered problem as the letters
are transported by the pressed upper and lower belts (Fig. (5)) that, in turn, keep the envelope
squeezed.

The parameter used to define letter stiffness is the Young modulus set in the FEM model
for the material of shell elements defining the structural model of elementary flexible bodies.
Reminding that, as a relevant example, a letter is a stack of probably folded sheets of paper
contained in an glued envelope, it can be concluded that the analytical determination of letter
stiffness is a very complex, probably impossible, task. Moreover, due to the sub-structuring
approach adopted, the relation between elementary body material properties and complete
letter bending characteristics is very complex. Therefore an experimental and simulation
approach has been adopted to tune this important parameter. As a reference methodology, a
standard about experimental determination of bending characteristics of paper and board has
been adopted [8]. To meet experimental data and model characteristics, a clamped model of a
complete letter is defined (Fig. (8-a)Figure 8). Due to the parametric nature of the developed
letter model, such model is easily adapted to several different letter dimensions. The tuning of
Young modulus has been obtained by comparing static deflections of the free tip of real and
model letters, for various dimensions, thickness and types of letters. Obviously, short
postcards, made of one sheet of board (thickness between 0.5 and 1 mm), are found to have
much higher Young modulus than lightweight letters containing, for example, a few sheets of
air-mail paper.

Table 1 shows the values of estimated Young moduli for different types of letters. By
setting such values in the elementary flexible bodies, the deflection of clamped simulated
letters are reasonably close to the behaviour of real letters. It is worth noting that real letters
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show a highly variable behaviour, due, for example, to their intrinsic nonlinearity (internal
friction among sheets, evenly distributed bending curvature, formation of wrinkles, air
humidity, and so on). Nevertheless, as shown in Section 6 , the model of letters set up with the
presented approach has demonstrated a behaviour significantly close to that of real letters.

A
b) /
:

Figure 8: Test model of full letter for physical parameter determination.

a)

letter dimensions | thickness Young static deflection | modal damping
modulus
(I*w) [mm] [mm] N/m> of free end [mm] Zm
220%110 1 2E9 7 5
250%110 1 SE8 50 5
150x104 0.5 1E10 1,4 10

Table 1: Stiffness and damping data for sample letters.

t HIE s]

Figure 9: Simulation results for clamped letter model under gravity load.

According to the chosen approach, the parameter used to control the internal damping in
the letter models is the modal damping, associated with each elastic d.o.f. Again, in this case,
the correspondence between modal damping values and oscillatory behaviour of complete
letters is very complex, so simulation and comparison with real letter characteristics has been
the method adopted to set up such parameters. Fig. (9) shows the transitory of a clamped letter
under gravity load, for two different values of modal damping zy, (2 and 10), assumed equal
for all modes. Curve 1 shows a high value of the settling time (more than 1s), while Curve 2
has a behaviour closer to that a the real letter, so, in this case, the higher value of modal
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damping is assumed. It is to be noted that the selected value for z;, is much higher than usual
values used in case of underdamped flexible bodies (0<z;<1), and that, at the same time, the
complete letter has an evidently underdamped behaviour. This is due to the substructuring
approach that by joining several bodies into a unique object makes each modal coordinate see
a reduced mass much higher than the modal mass of the elementary flexible body, thereby, de
facto, reducing the actual damping coefficient applied to it.

Finally, Fig. (8-b) shows the deflected model, under gravity load, of a very soft letter (low
values of thickness and material Young modulus) analyzed to verify the capacity of the
substructured model to deal with geometrical nonlinearities. Compared with a real object (Fig.
(8-¢)), the result of simulation confirms the correctness of the selected modelling approach.

4.2 Interaction between letters

To model the interaction between two letters, here named letter 1 and letter 2, the first, for
example, already in the box, the second entering it and, therefore, hitting the first, it is
necessary to define a high number of point-segment contacts. To limit the number of such
contacts, instead of six, one for each flex body, only 3 "planes" are defined on letter 1, each
fixed to the centre an odd elementary flexible body (Fig. (10-a)). For each of such planes,
contact relations with several points fixed to the nodes of flex bodies of letter 2 (Fig. (10-b)
and Fig. (6)) are defined. This results in a large number of elementary contacts for each pair
of letters in possible collision and justifies the need of adopting a simple but very efficient
model for the definition of contact geometries.

a) letter 1

contact rectangles
on letter 1

6 [ ] 4 [ ] 2 [ ]
[ ]

attachment points for
contact rectangles
(fixed to centres of flex.

l—» X bodies 1, 3 and 5)
z b) letter 2

o

points of
contact on
letter 2

5 3 1

6 5 4 3 2 1

Figure 10:Point-segment contacts between letter 1 and letter 2.

letter 1

mcommg letter 2 /\

Figure 11: Countermeasures for polygonal effect.

To avoid the polygonal effect caused by the use of only three planes on letter 1 (green lines
in Fig. (11)), a second inclined segment is attached to each even segment body (red line
segments). If letter 1 is approximately straight, the red segments are covered by the green
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ones, and they do not make any effect; if, as in Fig. (11), the letter is bent, they help letter 2
head to float on letter 1 upper surface. Other relevant cases, such as letter 2 below letter 1 or
letters with large differences in length require other refinements in the contact definitions,
some of them emerging after observing wrong or unrealistic simulation results. A more
detailed analysis can be found in [9].

5 MODEL OF HANDLING SYSTEM

The two main components constituting the group devoted to route the incoming letters are
(Fig. (5)):
- the transport system, formed by the pair of opposite lower and upper belts
- the switch and the box with its upper and lower pads, both able to rotate around hinges
fixed to the box frame.

5.1 Transport system

Modelling directly two opposite flat belts in continuous contact with deformable flat
objects is very difficult as any visco-elatic model based on Hertzian representation becomes
singular. Therefore, an approach similar to that adopted for contacts between letters is adopted.
The continuous belts are substituted by a discretized set of spheres in point-segment contacts
with lower and upper flat surfaces fixed to flexible bodies (Fig. (12)). All spheres are put in
rotation around axes parallel to the system absolute z axis, at an angular velocity that impose
the correct translation velocity to letters (4 to 4.5 m/s). Similarly to the real system, the
intrinsic compliance of the adopted contact model allows the passage, between tangent
spheres, of letters of different thicknesses, so the same transport model can be used in all
considered cases. In the real system, the coating of transport belts ensures a high friction with
the letters, and, in the model, the transport forces necessary, for example, to make the letter
advance when they hit the switch, are obtained by a high friction coefficient between spheres
and flat surfaces. The width of the flat belts is modelled by putting four in parallel spheres
distributed along the z direction on each rotation axis. Also in this case, the chosen solution
requires a high number of elementary contacts, but all defined in term of simple elements. A
reasonably fine level of discretization (Fig. (12)) ensures that during transport the letters do
not bend or oscillate in the vertical direction.

4 in parallel spheres
for each revolute

direction of
letter motion

Figure 12: Schema of the model of transport line.

The last two series of spheres before the switch have the exact diameter of the actual roll-
ers plus belt thickness (Fig. (5)), the correct position relative to the switch and box and a
higher contact stiffness. In this way, it is imposed that letter bending phase in the model is
subject to conditions close to those found in the real system.
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5.2 Switch and box

Also the switch model takes advantage of the geometric elements fixed to the flexible
bodies forming the letter. In Fig. (13) it is shown a the real and model geometries of a switch
with straight profile, along with other elements introduced to improve model efficacy.

letter

letter

Figure 13: Schema of the contact model of switch.

In the model, the switch is treated as already open, so its geometry is considered as fixed to
the absolute reference system. The contacts between the switch and the letters are defined in
the following way:

- contacts between the points fixed to flexible bodies (Fig. (10-b)) and the lower surface

of switch (yellow line in Fig. (13-b));

- to avoid artificial oscillations of letters when a group of such point terminates the
contact with the switch, contacts between flat surfaces on letters (Fig. (10-a)) with
spheres located along the z axis at the base of the switch (yellow circle in Fig. (13-b)).

Moreover, to better avoid the discretization effects introduced by the model of transport
line in the critical zone of letter bending, contacts between a flat surface, fixed and frictionless,
simulating the presence of the upper belt (orange line in Fig. (13)), and the points fixed to
flexible bodies are established.

A
B

Figure 14: Body geometry and contact model of the lower pad.

contacurfaces contact spheres

Figure 15: Body geometry and contact model of the upper pad.
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The most relevant elements of the box are the upper and lower pads, hinged to the box
frame. When the box is empty, they are kept in contact by two torsion springs acting on the
two hinges (Fig. (5)). As more and more letters are routed to the box (Fig. (16)), the two pads
are forced to rotate in opposite directions to enlarge box internal volume; at the same time,
they continue to exert a certain pressure on the letter stack, so avoiding the unwanted casual
falling of letters out of the box and keeping compressed the stacked letters. For both pads,
torsion springs characteristics are chosen as a compromise between the necessity of allowing
the insertion of new letters arriving into the box (soft springs) and the need to keep the letter
stack under pressure (stiff springs) [9]. Fig. (14) shows the geometry of the lower pad (Fig.
(14)-a) and its contact surfaces, “Surface A” and “Surface B” (Fig. (14)-b). Such flat surfaces
are related by contact elements to the spheres fixed to the letter flexible bodies. Fig. (15)
represents the upper pad geometry: its surfaces (identified by blue lines in figure) are related
with letter spheres while the (blue) contact spheres on the rear edge of the pad are in contact
with the flat rectangles on the letters.

6 CASE STUDIES AND RESULTS

Due to the complexity of dynamics of the considered physical system, the presented model,
after an initial development phase, required a trial and error fine tuning phase during which
several unrealistic results have been corrected. The availability of macro data on real machine
performance and characteristics (transport speed, throughput and letter physical properties),
along with shots taken with a high speed camera during letter motion allow a good level of
model validation. Fig. (16) shows a typical comparison situation between images of a real
letter and their simulated counterparts. The obtained agreement is satisfactory.

SO\

Figure 16: Comparison of behaviour of real and simulated systems.
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Figure 18: Different solutions for the switch geometry.

Once the model is validated, it can be used to test several different design alternatives. A
few of them are discussed in the following.

Fig. (17) shows the insertion into the box of a short and stiff letter: here it is assumed that
the box is empty, and the goal of the simulation is to verify that the postcard enters the box
without hitting the large cut in the lower pad. Such an event is undesired as it could cause
improper positioning of the letter into the box and the jamming or falling of following letters.

By comparing the new lower-pad design in Fig. (17) with the original one shown in Fig.
(14), it is evident that, for the new design, the front edge of the letter lands on the pad very
close the cut edge, making the chances to have a hit, in the new configuration, higher than in
the original geometry. On the other hand a wider cut in the lower pad would make easier the
grabbing of the letter stack by the postman, rendering the new design more ergonomic for
letter extraction from the box. Simulation results with various letter geometries show that the
new design, although slightly more risky, is acceptable.

As a second example of use of the model as a design tool, Fig. (18) shows two different
geometries for the switch shape. Solution a) tends to route the letter tip toward a more vertical
direction, thereby reducing the velocity of the letter when it hits the end surface of the box
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(red vertical line). This decreases the kinetic energy of the letter and the chances of a
significant bounce back after the collision. On the other hand, solution b) tends to impose an
almost straight trajectory to the letter during its entering the box, so the letter hits the end wall
at higher velocity. One goal of this comparison is explained by Fig. (19): in some cases, a box
may become partially full of short letters on top of long letters (simulated by pink shapes in
Fig. (19-b)) and a new letter entering the box, instead of landing on the horizontal upper
surface of previous letter, may hit the vertical side of the letter stack, producing an undesired
jamming of the box and, in some cases, of the complete machine. This is a very unwelcome
event as a "worm" of thousands of letters moving at high speed (4-5 m/s) stops almost
instantaneously, normally causing massive letter falling and disordering.

Plots in Fig. (20) show different trajectories of tips of various letters entering the box, case
a) with curved switch geometry, case b) with the straight one. The difference between the two
cases is notable being of 20-30 mm in x direction in proximity of the possible zone of
collision with previous short letters.

005 005
— 1 1]

— letter 220-110 stiff
a) b)

letter 220-110 soft
0.00 | 0.00

— letter 150-104 —\ — letter 250-110

— letter 137-90 \ letter 150-104

005 \ 005 SN — letter 137-90

Yim) 7 \ Yim) 7 \

\ &
Vi
v >

haa—

020 020
0.00 005 010 015 020 0.2 0.00 005 010 015 020 02

X[m] Xim)

Figure 20: Different trajectories of letter tips (pink line: box "C" status).

Finally, Fig. (21) and Fig. (22) show two different simulations containing three moving
letters. The frames shown in both Figures regard the event of a long, soft letter (the second of
three in the transport line) entering the box guided by the straight (21) and curved (22)
switches. In both cases the mailbox is modeled to simulate the presence of a previous stack of
short letters (pink shapes); in the second simulation, the short letters are supposed to be lying
on top of a stack of longer letters, but this difference is not relevant for the effect considered
here. During the first part of both simulations (not shown in figures) the first letter in the
transport line (the blue one) already entered the box, and in the initial frames (a) of both
Figures such letter lies, at rest, on top of the simulated letter stack. As the second incoming
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letter hits previous one, the two cases follow different paths: in the first simulation, the
straight shape of the switch makes the tip of the incoming letter hit the upper surface of the
previous one close to the vertical edge of the letter stack. Due to the position of the collision
point and to the contribution of the upper pad that balances the blue letter, the incoming letter
slides on top of the previous one, correctly entering the box (frames ¢ and d). In the second
simulation (Fig. (22)), the incoming letter hits the previous one farther from the letter stack,
making both letters bend; as shown in frames ¢ and d, in this second case, the incoming letter
does not enter correctly the box, most likely causing, in the real system, a malfunction
condition.

As evidenced in the last frames of Fig. (22), the adopted model for the letters is fully
capable to represent nonlinear, large displacement, buckling effects, together with multiple
contacts between deformed letters with their surrounding environment. For example, in frame
d, the red letter is beginning to bend due to the axial compression force exerted on it by the
pushing force of the transport line; also, the same frame shows the largely bent blue letter
lifting the upper pad.

ey e

e’ e ” BN

| R [+] N ® | . [} n (]

Figure 21: Long, soft letter entering a partially full box (switch with straight geometry).

® -

[

= ® 3 )

Figure 22: Long, soft letter jamming into a partially full box (switch with curved geometry)

7 FINAL CONSIDERATIONS

The paper has presented the main features, the validation and some results of a complex
multibody model simulating the motion of letters in a routing mechanism. For a model with
three letters, the representation of the letter-letter and letter-environment contact relations has
required the definition of more than two thousand elementary point-segment contact
components. The continuous attention to the tuning of the model for computational efficiency
has allowed us to obtain a model running in less than 500s (cpu time) on a mid-range PC, for
a complete routing of the three letters (0.5s simulated time). So, regarding the questions posed
at the beginning of the paper about the feasibility of the presented approach, it can be
concluded that: a) it produces results that are representative of the real behaviour of the
system and that can be usefully applied to develop and virtually test new design alternatives; b)
the computational effort required to run the large number of simulations required to test
design alternatives for several different letter characteristics is compatible with the design
activity; c) a critical point is the very large effort required to develop the first models, or to
apply significant variations to the topology and geometry of existing ones.
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Abstract. There is a growing interest in predicting the gait motion of real subjects under vir-
tual conditions, e.g. to anticipate the result of surgery or to help in the design of prosthet-
ic/orthotic devices. To this end, the motion parameters can be considered as the design
parameters of an optimization problem. In this context, determination of the joint efforts for a
given motion is a required step for the subsequent evaluation of cost function and constraints,
but force plates will not exist. In the double support phase of gait, the ground reaction forces
include twelve unknowns, rendering the inverse dynamics problem indeterminate if no force
plate data is available. In this paper, several methods for solving the inverse dynamics of the
human gait during the double support phase, with and without using force plates, are pre-
sented and compared.
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1 INTRODUCTION

A great effort has been done by the biomechanics community to analyze the gait of real
subjects [1]. Usually, the procedure starts with the capture of the subject’s motion by means
of an optical system, and the measurement of the ground reactions through force plates. Then,
the obtained positions of a number of markers serve to calculate the histories of the coordi-
nates defining a computer model of the subject. These data are processed to minimize the er-
rors and differentiated to yield the histories of the coordinates at velocity and acceleration
level. At this point, the equations of motion of the model are set in some way (forward or in-
verse dynamics) and the muscle forces that produce the joint efforts are estimated through op-
timization techniques due to their redundant nature. It can be said that today this whole
process has reached a high degree of maturity, although the obtained values of the muscular
forces are not always reliable. The results of this kind of analyses are a good help for medical
applications.

However, in the last years, the biomechanics community is attempting to go one step fur-
ther: the prediction of the gait motion of real subjects under virtual conditions [2-4]. If this
problem was successfully solved, it would be extremely useful for the medical world, e.g. to
anticipate the result of surgery or to help in the design of prosthetic/orthotic devices.

Multibody dynamics is a suitable tool to address the mentioned challenge. In fact, the dy-
namic behavior of many complex machines has been simulated for a long time thanks to this
discipline, by stating and solving the so-called forward dynamics problem. The human body
can be also considered a multibody system and, hence, its motion can, in principle, be simu-
lated in the same way. There is, however, a key difference between the simulation of ma-
chines and the simulation of the human body: in the latter case, the inputs to the system, i.e.
the motor actions, are the result of the neuro-muscular actuation and, hence, they are unknown.
Consequently, forward dynamics cannot be applied as in man-made machines. Instead, two
approaches can basically be followed: a) to state an optimization problem, so as to find the
most likely motion or muscular forces according to some objective function under the corre-
sponding constraints; b) to replicate the neuro-muscular system by means of an intelligent al-
gorithm [5], like the smart drivers do in the automotive case. Up to now, the multibody
community has chosen the first approach, as closer to its experience in mechanical problems.

The present work is part of a project aimed to simulate the gait motion of incomplete spinal
cord injured subjects wearing active orthoses. The objective is to simulate the gait of real and
specific patients when wearing orthoses that have not even been built. This is expected to
serve for the design or adaptation and testing of subject-tailored orthoses in the computer, so
that disturbance to patients is minimized.

To solve this problem, the plan is to follow the optimization approach indicated above. The
design variables will be either the parameters defining the motion of the patient or the pa-
rameters defining the excitations of his muscles, while the objective function will be the total
metabolic cost, whose calculation requires the histories of muscular forces to be known [6].

In the first case (motion parameters as design variables), the calculation of the muscular
forces requires the joint efforts to be previously determined, which is not possible unless the
ground reactions are obtained for the motion defined by the current value of the design varia-
bles. This last problem, i.e. to obtain the ground reactions for a given motion, is not such
when only one foot is in contact with the ground, but its solution becomes undetermined dur-
ing the double support phase. When actual captured motions are analyzed, the mentioned in-
determinacy is overcome by the measurement of ground reactions by means of force plates, as
explained at the beginning of this Introduction. However, force plates do not exist for the vir-
tual motions generated during the optimization procedure. Therefore, the problem here is to
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calculate the ground reactions for a given motion, both during the single and double support
phases, without making use of measurements coming from the force plates.

In the second case (excitation parameters as design variables), the muscular forces are
straightforwardly obtained from the excitations defined by the current value of the design var-
iables. However, a force contact model is required for the foot-ground contact, in order to ob-
tain the motion resulting from the excitations by means of forward dynamics.

The problem of determining the ground reactions for a given motion when force plates are
not available has previously been addressed by other authors. For example, Ren et al. [7] in-
troduce the concept of Smooth Transition Assumption (STA), which basically consists of ad-
justing a smooth function for the double support phase between the uniquely determined
values of the ground reaction components of the single support phase. However, this approach
may not be applicable when the duration of the double support phase represents a relevant
part of the full gait period, as in some cases of pathological gait. Therefore, an alternative so-
lution is proposed in this paper, which serves for the problems arisen in the two optimization
options considered in the previous paragraphs. Given the motion, the inverse dynamics allows
for the calculation of the resultant ground reaction forces and moments during the whole peri-
od. Then, the parameters of a force contact model in both feet are considered as the design
parameters of an optimization process. The objective function to be minimized is defined as
the difference between the ground reactions obtained through inverse dynamics and the
ground reactions yielded by the force contact model. Moreover, a null value of the reaction is
imposed to each foot when it is not contacting the ground. The proposed method is applied to
the captured motion of a real healthy subject, and the resulting ground reactions are compared
with those measured by force plates, in order to assess their accuracy.

The proposed method shows some similarities with the work by Millard et al. [4], who ad-
dress the problem of obtaining a foot-ground contact model that may be used within a predic-
tive optimization scheme based on forward dynamics analyses. However, these authors define
a planar model, not a 3D one, and try to tune the contact model parameters to reproduce the
normal and tangential forces, but do not consider the reaction moments. Moreover, they
measure the real contact forces by means of force plates instead of calculating them from the
captured motion through an inverse dynamics analysis, which is consistent with the objective
they were pursuing.

The paper is organized as follows. Section 2 describes the experiment, the measurements
carried out, the computational model of the subject, the applied signal processing, and the in-
verse dynamics formulation. Section 3 explains the different solutions for the double stance
problem. Section 4 shows the obtained results and their discussion. Finally, Section 5 gathers
the conclusions of the work.

2 EXPERIMENT, MEASUREMENTS, MODEL, SIGNAL PROCESSING, AND
FORMULATION.

A healthy adult male of age 37, mass 74 kg and height 180 cm, has been dressed with a
special suit where 37 passive reflective markers have been attached, as illustrated in Fig. (1a).
For the experiment, the subject walks on a walkway with two embedded AMTI AccuGait
force plates, located in such a way that each plate measures the ground reactions of one foot
during a gait cycle. The motion is captured by an optical system composed by 12 Natural
Point OptiTrack FLEX:V100 cameras and its software, which provides the 3D trajectories of
the markers.

A 3D computational model of the subject has been developed in mixed (natural + relative)
coordinates. The model, shown in Fig. (1b) possesses 18 bodies and 57 degrees of freedom,
and it is defined by 228 dependent coordinates. Unlike the 3D models proposed by several
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authors [2, 3], the present model does not use the Head-Arms-Trunk (HAT) simplification.
The reason is that it is expected that the upper limbs play a relevant role in the gait of incom-
plete spinal cord injured subjects, who are the final target of the project. All the body seg-
ments are connected by spherical joints in the model, so as to circumvent the problem of
determining the rotation axes. Each foot is defined by means of two segments. Following the
picture in Fig. (1b), the coordinates of the system are composed by the three Cartesian coordi-
nates of all the points at the spherical joints plus the points at the centers of mass of the five
distal segments (head, hands and forefeet), the three Cartesian components of two orthogonal
unit vectors at each body (red and green vectors in Fig. (1b)), the three angles that define the
pelvis orientation with respect to the inertial frame, and the 51 (3x17) angles that define the
relative orientation of each body with respect to the previous one in the open chain system
with base in the pelvis.

The geometric parameters of the model are obtained, for the lower limbs, by applying cor-
relation equations from a reduced set of measurements taken on the subject and, for the upper
part of the body, by scaling table data according to the mass and height of the subject. Regard-
ing the inertial parameters, they are obtained, for the lower limbs, by a correction, based on
data coming from densitometry if available, of the method already indicated for the geometric
parameters; for the upper part of the body, the scaling method is used again, but a second scal-
ing is applied in order to adjust the total mass of the subject.

Figure 1: (a) Markers location; (b) Computational model.

To reduce the noise due to the motion capture process, the Singular Spectrum Analysis
(SSA) filter is applied to the position histories of the markers, which are then used to calculate
the histories of the model natural coordinates by means of simple algebraic relations. The val-
ues of these coordinates at each instant of time are not kinematically consistent due to the in-
herent errors of the motion capture process. Therefore, the kinematic consistency of the
natural coordinates at position level is imposed, at each instant of time, by means of the fol-
lowing augmented Lagrangian minimization process [8],

(W+®a®,)Aq,., =-W(q,—-q ) - (a®+1,)
Mgy=h+a® ; i=12,.

(1

where g is the vector of the inconsistent natural coordinates, Aq;,, =q;,, —q;, ® is the vec-
tor of kinematic constraint equations, @, is the corresponding Jacobian matrix, A is the vector
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of Lagrange multipliers, @ is the penalty factor, and W is a weighting matrix that allows to
assign different weights to the different coordinates according to their expected errors.

From the consistent values of the natural coordinates, a set of independent coordinates z is
calculated: the three Cartesian coordinates of the spherical joint connecting pelvis and torso,
along with the three X, y, z rotation angles with respect to the fixed global axes, are used to
define the pelvis position and orientation, while the joint relative coordinates are used to de-
fine the remaining bodies of the model in a tree-like structure.

Prior to differentiate the histories of the independent coordinates z, the SSA filter is ap-
plied to them in order to reduce the noise introduced by the kinematic consistency. Then, the
Newmark’s integrator expressions are used to numerically differentiate the filtered position
histories so as to obtain the corresponding velocity and acceleration histories [8].

Once the histories of the independent coordinates z, and their derivatives, Z and Z , have
been obtained, the inverse dynamics problem is solved by means of the velocity transfor-
mation formulation known as matrix-R [9], which provides the motor efforts required to gen-
erate the motion. However, since such motor efforts are obtained as an external force and
torque acting on the pelvis and the corresponding internal joint torques, they are not the true
ground reaction force and torque and the true joint torques, as long as the true external force
and torque must be applied at the foot or feet contacting the ground, not at the pelvis. Anyway,
a simple linear relation can be established between the two sets of motor efforts: it is obtained
by equating the vector of generalized forces due to the set of force and torques with the pelvis
as base body, and the vector of generalized forces due to the force/forces and torques with the
foot/feet as base body/bodies.
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Figure 2: Ground reactions calculated (thick line) and measured (thin line).
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Fig. (2) shows the correlation between the ground reaction force and moment components
calculated and measured. The reaction force and moment components coming from both
plates have been added and the results plotted, so that they can be compared with the same
terms obtained from inverse dynamics. The plots start at the toe-off of the right foot and finish
at the heel-strike of the same foot. The two vertical lines delimitate the double-support phase,
in which the inverse dynamics can only provide the addition of the force and moment compo-
nents due to both feet. However, during the single support phase, the inverse dynamics pro-
vides the force and moment at the contacting foot.

3 SOLUTION OF THE DOUBLE STANCE PROBLEM

3.1  Using reactions from force plates

The most common way to calculate the joint torques during a gait cycle including double
support is to measure the ground reaction forces and moments by means of force plates. Then,
these measured reactions can be used as the inputs of an inverse dynamics problem. This is
the only solution when only the lower limbs are considered in the study: the Newton-Euler
equations can be solved from the feet to the hips, and no knowledge about what happens with
the upper part of the body is needed.

In case the whole body is considered, a resultant reaction vector R, which includes the
three components of both the external reaction force and moment, can be obtained by solving
the inverse dynamics problem stated in Section 2. This resultant reaction will not coincide
with that measured at the force plates, Rg, due to the errors accumulated in the estimation of
the body segment parameters and the motion capture, and the measurement error of the force
plates themselves. This means that the inverse dynamics results are inconsistent with the force
plate measurements. However, these force plate measurements can still be used as an input for
the solution of the double support problem, since their shapes contain information about how
the total reaction is transferred from the trailing foot to the leading foot. A solution to this
problem would be to combine the results from inverse dynamics with the measured reactions
in a least square sense [10], but this would modify the resulting motion. In order to preserve
the kinematics, a simpler alternative method is here presented.

The residual between the reactions obtained from inverse dynamics and those measured by
force plates, e=R-Rp, can be split and added to each of the force plate reactions to make their
resultant consistent with the inverse dynamics, thus assuming that all the residual comes from
errors in the reaction measurement. In order to avoid discontinuities at heel strike and toe off,
the correction is split between both force plates by using a linearly varying function «:

R (t)=Rg, (t)+x(t)e(t)
R, (t) =R, (t)+[1-x(t)]e(t)

where R; and R; are the reactions at the trailing and leading foot respectively, and Rg; and
Rp; are they force plate counterparts. This leads to a set of reactions at each foot that is close
to the force plate results, but keeping the consistency with inverse dynamics. This means that
the force plate information is used only for approximating the transition of the reactions, in-
stead of as an input of the inverse dynamics problem.

2
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3.2 The smooth transition assumption (STA)

In case no force plate data is available, the ground reaction forces and moments at each
foot can be determined by using a reasonable transition criterion. An example of this type of
procedures is the smooth transition assumption (STA), proposed by Ren et al. [7]. This algo-
rithm is based on the assumption that the reaction forces and moments at the trailing foot de-
cay according to a certain law along the double support phase. The method uses two shape
functions fx(t) and f(t) that approximate the shape of the reactions at the trailing foot during
the double support phase, by using a combination of exponential and linear functions whose
parameters are obtained by trial and error. The first function, fy, is used for the anteroposterior
reaction force, whereas the second function, f, is used to model the shape of the remaining
five components. Thus, the anteroposterior reaction force Riy is obtained as:

Ry ()= f ()R, (tss) (3)

where fy is a function whose value is 1 at the heel strike of the leading foot, and 0 at the toe
off of the trailing foot, and tys is the time instant at the heel strike of the leading foot, i.e. the
end of the single support phase.

For the remaining five components of the ground reaction the procedure is the same, but
using the second smoothing function f and the value of the corresponding component at heel
strike. In order for the smoothing function to correctly mimic the decay of the reaction mo-
ments, the reaction forces must be considered as applied at the respective centers of gravity of
each foot. Once the reactions along the support phase are estimated for the trailing foot, their
counterparts at the leading foot are the result of forcing the resultant to be equivalent to the
total reaction R given by the inverse dynamics.

3.3 Force contact model with optimization

Using an assumed transition curve to determine the reaction sharing in the absence of force
plates can be a good approximation in normal gait applications. However, the STA and simi-
lar methods are based on the assumption that the double support phase is short in comparison
to the cycle period, and that the reactions at toe off behave in a certain way, which has been
previously observed from normal gait measurements. In pathological gait, neither of these as-
sumptions is true, since, on the one hand, the double support phase may be even longer than
the swing phase, and, on the other hand, the force transfer between both feet is unknown. A
possible way to obtain the ground reaction forces at each foot from inverse dynamics can be
the usage of a foot-ground contact model.

To model the foot-ground contact, a point force model that provides the contact force as
function of the indentation between the two contacting surfaces is used. The total contact
force is divided into the normal and tangential components. The normal component follows
the model proposed by Lankarani and Nikravesh [11], while the tangential component is the
bristle-type model proposed by Dopico et al. [12]. The corresponding parameters are design
variables of the optimization process. The foot surface is approximated by several spheres,
whose positions and radii are also design variables of the optimization process.

The objective is to adjust the position and size of the spheres and the contact force parame-
ters, so that the ground reactions provided by the inverse dynamics are reproduced by the con-
tact model. During the single-support phase, the contacting foot is responsible for providing
the ground reaction force and torque obtained from inverse dynamics. However, during the
double-support phase, both feet contribute to produce the total ground reaction force and
torque obtained from inverse dynamics.
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Therefore, the optimization problem is stated as follows: find the force contact parameters
and the position and size of the spheres approximating the feet surfaces, so that the error be-
tween the ground reaction force and torque components provided by the inverse dynamics and
the contact model is minimized. Upper and lower boundaries are set for each design variable.
Moreover, a null value of the reaction is imposed to each foot when it is not contacting the
ground. The introduction of this last constraint requires the transition times between single
and double support to be determined, which has been done by using the force plate data. In
case no force plate data were available, a method based on kinematics, such as the Foot Ve-
locity Algorithm (FVA) [13], could be used for that purpose.

Figure 3: Feet models during the optimization process: right foot (blue solid line); left foot (blue dashed line).

To speed-up the optimization process, only the models of the two feet are used for each
function evaluation, as illustrated in Fig. (3). Indeed, since the motions of the feet are known
and the forces introduced by the contact model only depend on the indentation histories, deal-
ing with the whole human body model is not required. The picture in Fig. (3) is a projection
on the sagittal plane of the 3D feet models. For each foot, the red reference frames are rigidly
connected to the heel and toe segments respectively: three spheres belong to the hindfoot and
the fourth one is part of the forefoot.

The evolutive optimization method known as Covariance Matrix Adaptation Evolution
Strategy (CMA-ES) [14] has been applied. A Matlab function containing the implementation
of the algorithm has been downloaded from www.lIri.fr/~hansen/. Being an evolutive optimi-
zation method, it does not require that function evaluations are sequentially executed, thus
enabling the process to be parallelized. Consequently, the CMA-ES function is prepared to
simultaneously send several sets of design variables (arranged as columns in a matrix) for
their respective values of the objective function to be calculated. A Matlab function has been
developed by the authors that receives a matrix with as many columns (sets of design varia-
bles) as available parallel processors, and returns a row vector with the corresponding values
of the objective function. This function makes use of the Parallel Computing Toolbox through
the parfor statement, in order to perform the multiple function evaluations in parallel. Each
function evaluation is carried out by a Fortran code packed into a MEX-file, that calculates
the ground reactions due to the contact model and obtains the error with respect to the inverse
dynamics results.

The method described so far is a general approach. However, to begin with, a simpler ver-
sion has been implemented in this work. Four spheres have been considered for each foot. The
design variables are the following five parameters for each sphere: X and y local position of
the sphere center for a given z (blue vectors in Fig. (1b)), sphere radius r, stiffness K and resti-
tution coefficient Ce of the Lankarani-Nikravesh normal contact force model [11]. This makes
a total of 40 design variables. Regarding the objective function, only the RMS errors due to
the discrepancies between the normal force and the longitudinal and lateral moments provided
by inverse dynamics and the force contact model are taken into account, this being equivalent
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to adjust the normal force and the center of pressure. All the three mentioned terms of the ob-
jective function are affected by weighting factors (1, 5, 5), in order to balance their different
scales. The null value reaction at each foot when it is not contacting the ground is imposed by
returning a Not-a-Number (NaN) value of the objective function when this condition is violat-
ed, as required by the CMA-ES algorithm.

4 RESULTS AND DISCUSSION

Fig. (4) shows the force plate reactions, modified according to the procedure described in
Section 3.1 (FPm), versus their unmodified counterparts (FP). The X, y and z axes correspond
to the anteroposterior, mediolateral and vertical directions respectively. In Fig. (5), the results
obtained by applying the STA are displayed, and compared to the same reference. It can be
observed that the STA approximates the reactions of the trailing foot (toe-off) better than
those at the leading foot, which is something to be expected due to the nature of the method.
Sharing the residual between force plates and inverse dynamics among both feet (FPm) yields
worse results than STA at the trailing foot, but the overall results are better, since the maxi-
mum error is bounded by the residual ¢.
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Figure 4: Ground reaction components: FPm (thick lines) vs. FP (thin lines); X component (blue), y component
(green), z component (red).

The results obtained from the contact model (CM) are shown in Fig. (6). Fig. (6a) plots the
total normal contact force provided by inverse dynamics (ID), the two normal contact forces
yielded by the contact models of the feet, their addition, and the normal contact forces meas-
ured by the force plates during the experiment. The plots start at the toe-off of the right foot
and finish at the heel-strike of the same foot. The grey area delimitates the double-support
phase, in which the inverse dynamics can only provide the addition of the normal forces due

to both feet. Fig. (6b) plots the mediolateral and anteroposterior moments provided by the
contact model and the inverse dynamics.
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Figure 5: Ground reaction components: STA (thick lines) vs. FP (thin lines); X component (blue), y component
(green), z component (red).
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Figure 6: Comparison among ground reactions from inverse dynamics (ID), contact model (CM) and force
plates (FP): a) vertical force; b) horizontal moments.

It can be seen that the total normal force obtained from inverse dynamics is well repro-
duced by the total normal force obtained as the addition of the normal forces provided by the
feet due to the optimized contact model. Moreover, the normal force at each foot measured by
the force plates during the experiment is well adjusted too by the normal force at each foot
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due to the optimized contact model. On the other hand, an acceptable agreement is also ob-
served between ID and CM for the two horizontal components of the reaction moment.

In Fig. (7), the results of matching the CM forces to the inverse dynamics by sharing the
residual (CMm) are displayed. The results obtained for the vertical force and its correspond-
ing moments are, in terms of maximum RMS error, better than those obtained by the STA.
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Figure 7: Ground reaction components: CMm (thick lines) vs. FP (thin lines); X component (blue), y component
(green), z component (red).

It must be said that modeling the foot as two segments proved to be relevant: a single-
segment foot model was also tested but it led to notably higher errors.

The discontinuities shown by the force and moments yielded by the contact model are pre-
sumably due to the fact that the motion is imposed. This, along with the fact that the time-step
used by the motion capture system (10 ms) is rather large for contact problems, means that a
contact sphere might undergo sudden indentation increments from one time-step to another.
Moreover, no mechanism has been provided in order to handle the variation of stiffness de-
pending on the number of active spheres. Other possible cause is the notable error in the cap-
tured positions of the markers at the feet, which further amplifies the mentioned problem.

Regarding efficiency, the optimization process that led to the presented results took a wall-
clock time of around 14 seconds on an Intel Core i7 950 computer, and roughly required
12,000 function evaluations, being these figures representative of the general trend observed
during the study.

At the view of the results and the computational effort required by this optimization pro-
cess, it is clear that the proposed method is not suitable to be applied at each iteration of a
predictive optimization process having the motion as design variables, as long as the required
computation times would be too high. Instead, it seems more reasonable to use this technique
to obtain a foot contact model that could be applied on a predictive optimization process, hav-
ing either the motion or the excitations as design variables. In such a context, it would be ex-
pected that the observed discontinuities in the reactions produced by the contact model
vanished: in the first case, the optimizer would move away from motions causing discontinui-
ties, due to their high metabolic cost; in the second case, forward dynamics would be run at
each function evaluation, thus yielding a smooth profile of the contact reactions.
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For the use of the method in the abovementioned way, it would be advisable to set the
same model for both feet. However, this has not been done in the present work, since the ex-
cessive inaccuracy in marker location led to non-satisfactory results. Therefore, more atten-
tion should be paid to marker location (especially in the feet) in the experiment. Also, it
would be recommendable to carry out experiments at different gait speeds, as in [4], in order
to adjust the model to all of them, or to seek a relationship between the contact model parame-
ters and the gait speed. Finally, the method should be extended to the general case, including
tangential contact forces, although this objective might need to be approached in a different
way.

5 CONCLUSIONS

The solution of the double support problem during gait, i.e. the determination of ground
reactions from a given motion without the help of force plates, allows estimating the joint ef-
forts that generated the motion. The difficulty of the problem comes from the ground reac-
tions indeterminacy that occurs during the double support phase of gait. In this paper,
different methods for solving the double stance problem in human gait have been presented
and compared. Apart from the use of force plate measurements, two methods that do not use
force plate information are addressed, namely the smooth transition assumption and the use of
a foot-ground contact model.

Basically, the idea in the latter approach is to seek the parameters of a force contact model
that produce the same reaction forces and moments than those estimated from inverse dynam-
ics. In this work, only the contact surface and normal force parameters have been considered
as design variables, being the normal reaction force and the horizontal components of the re-
action moment the magnitudes whose error has been minimized.

The proposed force-based approach has shown a good correlation with measurements tak-
en from force plates, and the computational times required have been kept moderated (some
seconds). Therefore, it could serve to generate foot-ground contact models to be used within
optimization processes aimed at predicting the motion of real subjects under virtual conditions.
This kind of tool would be of great help to anticipate the result of surgery or to help in the de-
sign of prosthetic/orthotic devices. However, for such an application, further work should be
done in the future, especially in the direction of eliminating the force and moment discontinui-
ties.

It should be noted that the method is not intended for identifying the actual parameters of
the foot-ground contact, since that would require a much more precise measurement of the
foot motion during support phase.

ACKNOWLEDGEMENTS

This work is supported by the Spanish Ministry of Science and Innovation under the pro-
ject DP12009-13438-C03, the support is gratefully acknowledged. The help from Alvaro Nor-
iega, from University of Oviedo, in the selection of the optimization algorithm is also greatly
acknowledged.

REFERENCES

[1] J. Ambrosio, A. Kecskemethy. Multibody dynamics of biomechanical models for hu-
man motion via optimization. In: Garcia Orden JC, Goicolea JM, Cuadrado J, editors.

-141-



Urbano Lugris, Jairo Carlin, Rosa Pamies-Vila and Javier Cuadrado

[3]

[4]

[5]

[6]

[7]

[%]

[10]

[11]

[12]

[13]

[14]

Multibody Dynamics: Computational Methods and Applications, Springer, Dordrecht,
245-272, 2007.

F. C. Anderson, M. G. Pandy. Dynamic optimization of human walking. J. of Biome-
chanical Engineering, vol. 123, 381-390, 2001.

M. Ackermann, W. Schiehlen. Dynamic analysis of human gait disorder and metaboli-
cal cost estimation. Archive of Applied Mechanics, vol. 75, 569-594, 2006.

M. Millard, J. McPhee, E. Kubica. Multi-step forward dynamic gait simulation. In: Bot-
tasso CL, editor. Multibody Dynamics: Computational Methods and Applications,
Springer, 25-43, 2009.

A. Murai, K. Yamane, Y. Nakamura. Modeling and identification of human neuromus-
culoskeletal network based on biomechanical property of muscle. Proc. of the 30th An-
nual International IEEE EMBS Conference, Vancouver, Canada, 2008.

B. R. Umberger, K. G. M. Gerritsen, P. E. Martin. A model of human muscle energy
expenditure. Computer Methods in Biomechanics and Biomedical Engineering, vol. 6,
99-111, 2003.

L. Ren, R. K. Jones, D. Howard. Whole body inverse dynamics over a complete gait
cycle based only on measured kinematics. Journal of Biomechanics, vol. 41, 2750-2759,
2008.

F. J. Alonso, J. Cuadrado, U. Lugris, P. Pintado. A compact smoothing-differentiation
and projection approach for the kinematic data consistency of biomechanical systems.
Multibody System Dynamics, vol 24, 67-80, 2010.

J. Garcia de Jalon, E. Bayo. Kinematic and dynamic simulation of multibody systems —
the real-time challenge—, Springer—Verlag, New York, 1994.

A. Kuo. A least-squares estimation approach to improving the precision of inverse dy-
namics computations, Journal of Biomechanical Engineering, vol. 120, 148-159, 1998.

H. M. Lankarani, P. E. Nikravesh. A contact force model with hysteresis damping for
impact analysis of multibody systems. Journal of Mechanical Design, vol. 112, 369—
376, 1990.

D. Dopico, A. Luaces, M. Gonzalez, J. Cuadrado. Dealing with multiple contacts in a
human-in-the-loop application. Multibody System Dynamics, vol. 25, 167-183, 2011.

C. M. O’Connor, S. K. Thorpe, M. J. O’Malley, C. L. Vaughan. Automatic detection of
gait events using kinematic data, Gait and Posture, vol. 25, 469474, 2007.

N. Hansen. The CMA evolution strategy: a comparing review. In: Lozano JA, Larrafia-
ga P, Inza I, Bengoetxea E, editors. Towards a new evolutionary computation. Advances
in estimation of distribution algorithms, Springer, 75-102, 2006.

-142-



Proceedings of MUSME 2011, the International Symposium
on Multibody Systems and Mechatronics
Valencia, Spain, 25-28 October 2011

INVERSE DYNAMICS SIMULATION OF HUMAN MULTIBODY
DYNAMICS

Garcia-Vallejo, Daniel* and Schiehlen, Werner'

* Departamento de Ingenieria Mecénica y de los Materiales
Escuela Técnica Superior de Ingenieros, Camino de los Descubrimientos s/n, 41092 Sevilla, Spain
e-mail: dgvallejo@us.es,

1 Institute of Engineering and Computational Mechanics, University of Stuttgart,
Pfaffenwaldring 9, 70569 Stuttgart, Germany
e-mail: werner.schiehlen@itm.uni-stuttgart.de.

Keywords: Inverse dynamics, overactuation, kinematical loops, parameter optimization,
human walking dynamics.

Abstract. Inverse dynamics simulation is a convenient approach often used in robotics
and mechatronic systems for feed-forward control to reproduce a desired output trajectory of
a nonlinear multibody system. Usually the engineering systems are completely actuated or
underactuated, respectively, for economical reasons. In contrary, the musculoskeletal multi-
body systems found in biomechanics are highly overactuated due to the many muscles, and
they show switching number of closed kinematical loops. The method of inverse dynamics is
extended to overactuated systems by parameter optimization, and simulation results of human
walking are presented.
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1 INTRODUCTION

Multibody system dynamics techniques are potentially also very powerful in human walk-
ing dynamics and there are many contributions from the multibody dynamics community to
this kind of problems [3, 4, 10, 15, 17]. The human body can be assumed to be a multibody
system actuated by muscles. The human body actuators, the muscles, have their own dynam-
ics that is formulated similar to proportional-integral force actuators found in engineering. In
addition, the alternating contact conditions of the feet on the ground result in a rigid multibo-
dy system with a different number of degrees of freedom at each one of the phases of motion.

Parameter optimization techniques have been frequently used for motion synthesis of biped
robots [8]. These techniques have been proven to be powerful in two-dimensional human
walking simulation as shown by Ackermann [1]. The basics of this approach are the parame-
terization of the muscle forces and generalized coordinates and the search for their optimal
values by minimizing a cost function that includes an energy expenditure estimation and a
measure of deviation from normal walking patterns. The method is very much based on in-
verse dynamics since at each iteration of the optimization algorithm an inverse dynamic prob-
lem is solved by using the motion reconstructed from the optimization parameters. The main
advantage of this approach is the complete elimination of the forward integrations of the eq-
uations of motion, what significantly reduces the computational cost of simulation.

This paper is structured as follows. The second chapter presents the multibody model of
the human body to be analyzed, including muscle selection issues and details of the contrac-
tion and activation dynamics. Chapter 3 is devoted to the parameter optimization framework
used to simulate the three-dimensional motion and muscle forces of the human body model.
Finally, some numerical simulation results in Chapter 4.

2 MODEL DESCRIPTION

The human body model used is a three-dimensional rigid multibody system actuated by
muscles. The equations of motion of the system are obtained by using the multibody software
Neweul-M? [12], which generates the equations of motion in symbolic form for efficiently
analyzing, simulating and optimizing multibody systems. The skeleton is first considered as
an open kinematic chain built from rigid bodies that are connected by holonomic joints and
described by a set of n. generalized coordinates. Thus, starting from the Newton-Euler equa-
tions of the rigid bodies in the kinematic chain, the equations of motion are written in terms of
the generalized coordinates by virtue of the d’Alembert’s principle [18] as

M(q)§ +k(g,q)=q,(q.q)+BAF" (1
where M(q) is the (. x n.)- mass matrix of the system, q, q and § are the (n. x 1)- posi-
tion, velocity and acceleration vectors, respectively, k(q,q) is a (n. x 1)- vector describing
the generalized Coriolis forces, q,(q,q) is a (. x 1)- vector including generalized gravita-
tional forces, passive generalized moments at the joints due to tissues interacting with the
joints according to the model of Riener and Edrich [16] and generalized viscous damping tor-
ques at the knees and hips according to the model of Stein et al. [20] and BAf"” is a (n. x 1)-
vector that includes the generalized forces exerted by the muscles actuating the model. The
(N x 1)- vector £™ summarizes the forces generated by a reduced set of N,, muscles included
in the model. Matrix A is the constant (1, x N,,)- matrix of moment arms and is used to calcu-
late the torques generated by all muscles at the actuated joints, where n; is the number of ac-
tuated joints, and matrix B is a (n. x np)- distribution matrix used to obtain the generalized
torques due to the torques at the actuated joints.
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The three-dimensional model of the human body used in this research is composed of 7 ri-
gid bodies, two thighs, two shanks, two feet, and a body called HAT representing the pelvis,
trunk, arms and head, which are connected by holonomic joints, see Figure 1. The thighs are
connected at the hips to the HAT by spherical joints, the shanks and thighs are connected by
revolute joints representing the knees and the foot and shanks are connected by revolute joints
representing the ankles. This is a simplification compared to other three-dimensional models
that can be found in Anderson and Pandy [6, 7]. However, this simplification allows the deri-
vation of the symbolical equations of motion of the tree composed by the mentioned 7 bodies
without any constraint by software Neweul-M? [12]. Such a simple model allows the study of
the proposed optimization framework in a three-dimensional simulation, see also Ref. [11].

Figure 1: Model of the human body.

The kinematic chain in Figure 1 is described by the following vector of 16 generalized
coordinates

a=0[xy yn zn @ Bu Yn % B Vs B Bis s B Ne By Bl
2)
where the subscript 7 refers to the inertial frame, subscript 1 refers to body HAT, which is
in composed of the pelvis and the trunk, subscripts 3 and 6 refer to right and left thighs, re-
spectively, subscripts 4 and 7 refer to right and left shanks, respectively, and subscripts 5 and
8 refer to right and left feet, respectively. When a subscript is written as jj it means a relative
motion of body j with respect to body i. It shall be noted here that Neweul-M? is programmed
based on the most common sequence of rotation 123, while in Biomechanics the sequence
213 is usually considered anatomically meaningful, Zatsiorsky [23] and Allard, Cappozzo et
al. [5]. However, while the spatial rotations of the members are the same using the different
rotation sequences, for comparison with other authors’ results, the 213 sequence has been
used.

Once the kinematic chain representing the skeleton is described, the contact of this chain
with the ground is added. The contact conditions in the different walking phases are
represented by unilateral constraints. However, due to the use of an optimization framework
in which it is possible to constrain the normal contact forces to be only positive, the contact
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with the ground is modelled using simple bilateral constraints associated to the joints attached
to the feet. Therefore, the contact forces can be easily added to the model by using a vector of
Lagrange multipliers as

M(q)j+k(q.q4)=q,(q.4)+BAF" +Cl,% . (ph=1,2,..8) 3)

where A , is the vector of Lagrange multipliers at phase p/ of the motion. Note that the

4
previous equation is used together with constraints equations forcing the normal contact
forces to be always positive. Moreover, hard impacts will be avoided.

The contact conditions of different phases of the walking cycle are summarized in Figure 2
in agreement with the model of the foot adopted. Note that 4, and B, are used to refer to the
right heel and right toe, respectively, while 4; and B, are used to refer to the left heel and left
toe, respectively.

Phase 1 . 7 Phase 5 Q Ji

B A B 4
Phase 2 Y /\ Br Phase 6 g y, ,Bl
B A4 B 4
Phase 3 /\ Phase 7 -
4, B 4, B,
Phase 4 Q Phase 8 .
Br BI

Figure 2: Sketch of the contact conditions.

In the formulation of contact, it is assumed that there is no sliding of the feet during the
whole cycle of walking. The contact conditions at the different phases are modelled as follows:

®  Phase I: the left toe contact is modelled by constraining the three displacements of
point B; and the rotation of the foot around an axis perpendicular to the flat surface
of the ground (pivoting). On another hand, the right heel contact is modelled by
constraining the three displacements of point 4, and the rotation of the foot around
an axis perpendicular to the flat surface of the ground.

® Phase 2: due to the contact of the right toe, a constraint to the vertical displacement
of point B, is added to the constraint set of phase 1.
Phase 3: the contact at the left toe is removed.
Phase 4: the contact at the right heel is also removed. The right toe contact is mod-
elled by constraining the three displacements of point B, and the pivoting rotation
of the foot around an axis perpendicular to the ground.

®  Phase 5: the left heel gets in contact with the ground and this contact is modelled
by constraining the three displacements of point 4; and the pivoting rotation of the
foot around an axis perpendicular to the ground.

®  Phase 6: due to the contact of the left toe, a constraint to the vertical displacement
of point B; is added to the constraint set of phase 5.

e Phase 7: the contact at the right toe is removed.
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® Phase §: the contact at the left heel is also removed. The left toe contact is mod-
elled by constraining the three displacements of point B; and the pivoting rotation
of the foot around an axis perpendicular to the ground.

2.1 Muscles actuating the multibody model

The muscle groups selected for this research are based on the work of Anderson and Pandy
[6]. These authors developed a three-dimensional model for vertical jumping which can also
be used for walking analysis even if walking is a less demanding activity. It is also expected
that the set of muscles used by these authors could be reduced, since some of them may show
only a low enough activation during walking. Such a low activation would results in a small
muscle torque at the joints the muscle spans.

There is a need for selecting a criterion which allows one to combine muscles in groups.
The first idea to keep in mind is that the muscles to be included in the same group must have
the same main function. Then, averaged values of the moment arms will be obtained. This has
been done previously by other authors. For instance, Menegaldo et al. [13] suggested to ob-
tain averaged values of certain muscle properties by using as weights the products of the max-
imum force by the moment arm related to each joint of the different muscles that are to be
combined. This criterion gives more importance to the muscles in the group that may produce
a larger joint moment during walking. Then, it is required to have the values of the forces ex-
erted by each muscle during a cycle of walking. To that end, the results obtained by Brand et
al. [9] are used. These authors obtained the peak force of each one of the musculotendon actu-
ators during a walking cycle of normal gait. With the peak forces, peak joint moments can be
obtained and used as a measure of the contribution of each muscle to the motion. This crite-
rion is used in this investigation to average the moment arms for each muscle group from the
moment arms calculated by Menegaldo et al. [14].

The previous idea can also be used to neglect certain muscles from the ones used by An-
derson and Pandy [6] so that the muscle set can be further reduced for the sake of simplicity.
In order to check the contribution to gait of each one of the muscle groups, the product of the
averaged moment arm by the maximum force of the muscle obtained by Brand et al. [9] can
be used. These products are the maximum values of the moment components corresponding
to each muscle group during a walking cycle. Then, comparing the resultant moments one to
each other, it is concluded which are the muscles or muscle groups that can be neglected, see
Ref. [11].

2.2 Inversion of activation and contraction dynamics

An important part of the optimization process used to simulate a walking cycle is the in-
version of the contraction and activation dynamics, see Ackermann [1]. The inversion of the
contraction dynamics is needed to obtain the values of the muscle activation, a, since they are
required to evaluate the energy expenditure according to the procedure proposed by Umberger
et al. [21]. Once the activations are obtained, using their time derivative, &, it is possible to
invert also the activation dynamics so that the neural excitations, u, are also obtained. The
neural excitations are required for two reasons: one is that they are also involved in the calcu-
lation of the muscle energy expenditure and the other is that they are involved in some of the
nonlinear constraints of the optimization procedure since their values must lay in the interval
[0, 1].
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Figure 3: Flow diagram of the inversion of the activation and contraction dynamics.

In the work of Ackermann [1], the muscle forces are parameterized by using cubic splines,
which have C? continuity. The values of the muscle forces at certain time nodes are included
in the set of optimization variables. Then using numerical differentiation, the time derivative
of the muscle force at another set of points, the so called control points, is computed by cen-
tered finite divided differences and other numerical formulae obtained from truncated Taylor
series. Since the control points are not uniformly distributed along the gait cycle, the use of
the previously mentioned numerical differentiation formulae leads to a nonuniform distribu-
tion of the accuracy of the time derivative along the gait cycle.

The calculation of the time derivative of the muscle force is catried out by implementing
the analytical derivative of a higher order spline polynomial in the interpolation subroutine.
Furthermore, the time derivative of the activation, what is required when inverting the activa-
tion dynamics, can also be obtained after some calculations due to the implementation of the
first and second derivatives of the spline polynomials. Figure 3 shows a flow diagram summa-
rizing the inversion process of the contraction and activation dynamics.

3 PARAMETER OPTIMIZATION

The simulation of human walking motion is now treated as a huge parameter optimization
problem. The optimization parameters, also called design variables, are used to reconstruct the
muscle force histories and the generalized coordinate histories of a walking cycle as well.
Such a set of parameters are found by minimizing a cost function which is evaluated based on
energetic and aesthetic reasons. Finally, the motion and muscle forces time histories recon-
structed from the optimization parameters are asked to fulfill many constraints. The con-
straints of the constrained optimization problem ensure the fulfillment of the equations of
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motion of the multibody system, the kinematic constraints as well as other physical and phy-
siological relations, see also Ref. [19].
The complete set of design variables are summarized in vector y . This vector is itself built
from four different vectors as follows:
1. A vector q;, i =1, 2, ...n., containing all nodal values of the different generalized
coordinates.

m

2. A vector f", j =1, 2, ...N,,, containing all nodal values of the different muscle

forces. Since each muscle force is parameterized as the generalized coordinates are,
a similar number of design variables can arise from muscle forces.
3. A vector with eight components representing the durations of the eight phases of a
walking cycle ty;.
4. A vector with geometrical parameters describing the kinematic constraints of the
feet on the ground p,.
According to the previous explanation, the vector of design variables can be written as:

m T
I )
where indices 7, j and ph are running from 1 to n., N,, and 8, respectively, and g is just a
subscript meaning that parameters in p,, are geometrical. In the three-dimensional model pre-

sented before the number of coordinates 7. is equal to 16 while the number of muscles N, is
equal to 28.

3.1 Optimization framework

Minimizing energy expenditure during walking is a reasonable criterion that the central
neural system uses when dealing with muscles recruitment, especially when walking long dis-
tances. For this reason, it makes sense to obtain muscle forces and generalized coordinates by
minimizing the metabolical cost of walking. In this investigation, the energy expenditure
model due to Umberger et al. [21] is used as measure of the metabolical cost. This energy
measure was also used by Ackermann [1] while other authors have used different cost func-
tions as for example a measure of the muscle fatigue, see Brand et al. [9] and Peasgood et al.
[15].

Umberger et al. [21] provided a measure of the metabolical expenditure including thermal
and mechanical energy liberation rates during simulated muscle contractions of mammalians
at normal body temperature. According to their model, the total energy rate of a single muscle
is written as follows:

E=E(v*, 1, a,up) 5)

where [ is the contractile element length, v is the contractile element velocity, / is the

contractile element force, a is the muscle activation, u is the neural excitation and p is a vector

summarizing all muscle constant parameters required to evaluate the energy rate, see Um-

berger et al. [21]. The previous expression of the energy rate can be integrated in time in order
to obtain the amount of energy spent during walking as

E= J.t/ E(lce,v“, Ce,a,u,p)dt (6)
lo

A more meaningful measure of energy consumption when considering walking long dis-
tances in normal conditions is the energy expended per unit of length what can be obtained by
dividing the total energy of one cycle by the distance walked. This is called the total energy of
transportation and reads as
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B ™
Ly +L,

where L and L; are the right and the left steps walked in the simulated cycle.

Since the time histories of the muscle forces and of the generalized coordinates are ob-
tained by optimization techniques trying to minimize the energy consumption there is a need
to follow a certain motion pattern. Otherwise, in an attempt to reduce the energy expenditure a
non-logical solution could be found. For example, standing in equilibrium in vertical position
without muscle contraction seems to be a low energy configuration. Therefore, a measured
walking motion is used to force the model to follow a certain motion. This fact has some other
advantages in the case of designing prosthesis. One of these advantages is that the simulated
motion of an individual wearing a prosthesis will be close to normal walking patterns which is
desirable for aesthetical reasons. Another advantage is related with the contact forces at the
feet. The simulated contact forces will be close to those of a normal walking cycle what
would result in no significant modification of the contact forces at the non-damaged foot. This
is reasonable in case of non-severe damages since other aspects like pain may be more impor-
tant than enforcing a symmetric walking motion.

The deviation with respect to normal walking patterns is evaluated as follows:

t
& [ ()= ()

where x; is a time dependent variable of the model and x;" refers to the experimentally
measured value of the same variable. These variables, x; with i = 1, 2, ...n,, include the genera-
lized coordinates and ground reaction forces. In (8), o; is a characteristic measure of the time
variability of x;. Dividing by o; the differences between measured and simulated values of all

x; are scaled.
In the work of Ackermann [1], the standard deviation obtained by measuring the walking
motion of many subjects and provided by Winter [22] was used as o;. Since in this investiga-

tion, not a mean walking motion but the walking motion of one particular subject is used, a
measured related to the motion used is preferred. Therefore, the mean square deviation with
respect to the averaged mean is used as a measure of the time variability as

)
with

(10)

where X; is the average of x,(f) in the measured walking cycle. The measured motion used
in this research was obtained by Ackermann and Gros [2] by measuring the walking motion
of a subject wearing sport shoes and walking at his preferred velocity.

Finally, the value of the cost function is calculated using the metabolical cost of transporta-
tion, £', and the measure of the deviation from normal walking patterns, Ju,, as follows:

f=w.E"/100+®,J,, (11)
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where E' is divided by the factor 100 to obtain a value with the same order of magnitude of
Jaev for balancing of the two terms of the cost function (11) to get comparable numbers, and
w; and @, are two weighting factors.

3.2 Parameterization

The procedure suggested by Ackermann [1] and used in this research avoids the forward
integration through parameterization of the time histories of the generalized coordinates by
using spline polynomials and by searching for their optimum values at certain node positions.
Since walking is a periodic motion, other authors have also used Fourier series to parameter-
ize the motion, i.e. Peasgood et al. [15]. Spline functions have many possibilities that can be
used to improve the efficiency of the procedure. In fact, it is easy to have access to the deriva-
tives of the parameterized function, avoiding the numerical differentiation used by Acker-
mann [1]. In addition, the interpolation can be split into two parts: a more computationally
expensive one that can be done in a pre-processing stage and the other that is done during the
optimization.

It is observed that when periodic boundary conditions are used to obtain the interpolating
spline polynomials from a set of points which are not fully periodical in terms of the function
values and their derivatives, an oscillating behavior is induced into the spline polynomials.
This undesirable oscillating behavior may hamper the convergence of the optimization algo-
rithm. The reasons for this lack of periodicity are twofold. On the one hand, the measured mo-
tion which is used as a normal walking pattern and serves as the basis to evaluate the
deviation from normal walking patterns is not perfectly periodic. The attempt to minimize
such a deviation transfers the mentioned non-periodic behavior to the muscle forces and gene-
ralized coordinates.

On another hand, during the iterations of the optimization algorithm any partial result may
admit a certain degree of non-periodicity due to numerical reasons. In this research, the above
mentioned oscillatory behavior is decreased by forcing the periodicity of the set of points used
to calculate the interpolating polynomials. In the case of fifth order periodical splines, the de-
gree of periodicity is defined according to

Nhi=7In

fi+0r)= £, +0lr’)

£ +0l)= 3 +olr’)

£+ 0l)= 13 +0lr)
where f , fi' , f1 and f1 are the values of the function to be interpolated at the first

(12)

point node and its first, second and third derivatives, respectively, and / is the distance be-
tween points. It shall be noted that the order of accuracy used could be selected to be higher.
Using Taylor series expansions, it is possible to find the derivatives at the first node by using
a backward difference formula and the derivatives at the last node, &, by using a forward dif-
ference formula. Then, Equations (12) result in a system of four linear equations from which
it is possible to obtain the values of f; , f,, fy_; and f), that improve the periodicity of the

data set to be interpolated.
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3.3 Constraint formulation

The solution of the optimization algorithm must fulfill a set of constraints as stated above.
The set of constraints is summarized as follows:

1. Neural excitations must be bounded in the interval [0, 1]. This kind of constraint
ensures that muscle forces are consistent with the activation and contraction dy-
namics of the muscles.

2. Ground clearance must be positive or equal to zero to ensure no penetration of the
feet into the ground.

3. Positive normal contact forces to avoid bilateral constraints between the feet and
the ground.

4. Tangent contact forces on the feet must be consistent with Coulomb’s friction mod-
el to avoid foot sliding.

5. The averaged velocity is fixed.

6. Design variables are bounded. These bounds may be due to some physiological
reasons like for example the amplitude of the relative motion allowed by a certain
joint.

7. Other physiological constraints that may help to the convergence of the optimiza-
tion algorithm like for instance constraining the maximal achieved knee flexion
during the swing phase or the maximal achieved hip extension during the stance
phase, see Ackermann [1].

8. Equations of motion must be fulfilled with a certain tolerance.

9. Kinematic constraints must be fulfilled within a certain tolerance.

Exactly satisfying the equations of motion, although it would be desirable, seems to be ex-
tremely difficult. One reason for that is the parameterization of the motion and muscle forces
by using splines. Doing so, we are assuming a certain error in the representation of the motion
since it does not have to be a combination of splines polynomials. Therefore, we have to ac-
cept a small violation of the equations of motion. In order to quantify such an infringement,
the constraints are formulated in terms of joint torques since we know approximately the
usual range of values from inverse dynamics of normal walking. A detailed discussion can be
found in Ref. [11] where it is shown that the optimization problem is well posed.

4 NUMERICAL RESULTS

This Chapter shows some numerical results of the simulations carried out using the optimi-
zation framework presented. A two-dimensional symmetrical model will be analyzed to check
the performance of the approach and the convergence of the model for different parameteriza-
tions.

The two-dimensional symmetrical model can also be found in the work of Ackermann [1]
and therefore a comparison of the numerical results and performance is possible. Since many
improvements are introduced, the comparison serves also to validate the added modifications.
The two-dimensional model used in this section is modelled by using 9 coordinates and 7 bo-
dies. A sketch of the model can be seen in Figure 4. As it is shown, the model is restraint to
the sagittal plane reducing the generalized coordinates (2) to

a=[x, z, Bn Bs Bu Bs Bs P :B7s]r (13)
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The symmetry of the model allows a big simplification in the number of optimization va-
riables. In fact, it is assumed that the left leg experiences in the second half of the walking
cycle the same motion as the right leg in the first half. In addition, the motion of the pelvis is
assumed to be the same in both halves of the cycle. Muscle forces of the left leg are exactly
the same as those of the right one but shifted half a walking cycle. Therefore, the symmetrical
model is represented by the generalized coordinates of the pelvis during the first half of the
walking cycle and the generalized coordinates and muscle forces of the right leg during the
whole walking cycle.

(%5 20)

X \ B
Figure 4: Sketch of the two-dimensional model with its generalized coordinates.

Table 1 shows the results of several models that differ one to another in the number of
nodes used to parameterize the generalized coordinates and muscle forces. Every model has
an odd number of nodes in order to have a node exactly at the time instant equal to half of the
walking period. Thus, the number of nodes ranges from 19 to 35.

NN| f |E[Jm]| Js | CT [hours]

19 |13.33 | 626.00 | 7.07 0.55 700 IR 8

21 | 7.54 | 415.73 | 3.38 1.85 | € oof o Motabolioateost 2. 16

23 | 6.52 | 351.01 | 3.01 2871 <, s
25 | 5.50 | 310.62 | 2.39 325| 8 14 §
27 | 4.99 | 283.28 [ 2.16 5.65% | g 400} X
29 | 4.62 | 254.22 [ 2.08 8.66 | £ 300} 128
31 | 4.45 | 24632 [ 1.99 952} g | . T

33 437 238.57 | 1.98 13.17 17 19 21 23 25 27 29 31 33 35 3?

35 | 431 | 236.10 [ 1.95 16.16*

Table 1: Performance of the different models (VN stands for number of nodes, f'is the cost
function, £ is the metabolical cost of transportation, Jy, is the measure of deviation from
normal walking patterns and CT stands for computation time). * Estimated CT values.

The convergency of the different models to a unique solution is remarkable. As can be ob-
served in Table 1, increasing the number of nodes always leads to a smaller difference in the
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value of the cost function f. The same behavior is observed in the values of the metabolical
cost of transportation, £, and the deviation from normal walking pattern, Jz,, measured in the
lab.

The last column of data in Table 1 shows the computation time required for each model. In
the case of the 27 and 35 nodes models, the computation times could not be directly measured
due to other processes running on the same computer and their values have been estimated by
fitting a polynomial to the rest of values. The tolerances for the fulfilment of the equations of
motion and of the kinematical constraints were £, =2 Nm and & =2 mm as in the work of

Ackermann [1]. On another hand, the termination tolerances for the SQP optimization algo-
rithm were fixed to TolFun = 10", TolCon = 10"* and TolX = 10"°, being TolFun the termina-
tion tolerance for the cost function, 7o/Con the termination tolerance for the constraints
violation and 7olX the termination tolerance for design variables vector. The computation
times shown in Table 1 have been obtained using a processor Intel® Xeon®” CPU E5530 at
2.40 GHz with 4 cores and 6 GiB RAM. It has been observed that the pre-computation of the
matrices involved in the spline interpolation, the elimination of numerical differentiation and
the proper formulation of the equations of motion and kinematical constraints have helped to
reduce the computation time to achieve a converged solution. Figure 5 shows different posi-
tions of a walker during a gait cycle simulated using 29 nodes.

U
§ 0.6f ~§~§\\Ww W’ PITHY

2 05 0 05 i s
Horizontal position (m)
Figure 5: Different positions of the 2D walker during a gait cycle. The left leg is identified
by positions -0.5m and 0.5m, the right leg is found at positions -0.1m and 1.0m.

It is worth of mention that the values of the metabolical cost of transportation, £', and the
deviation from the normal measured motion, J,.,, do not coincide with the values reported by
Ackermann [1]. These differences are due to the different parameterization used in this re-
search and the different definition of the measure of the deviation from normal walking. Ack-
ermann [1] used the standard deviation to scale the deviation from simulated values and
measured ones while the mean square deviation from the mean value has been used in this
research. The weighting factors @, and @, used here are both equal to 1. As shown by Ack-

ermann [ 1] a difference in the mentioned weighting factors may lead to different values of the
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optimized magnitudes, i.e., the metabolical cost of transportation, £', and the deviation from
measured motion, Jy,.

5 CONCLUSIONS

Based on the research carried out and on the numerical results obtained, the following con-
clusions could be drawn. Formulating the equations of motion of the musculoskeletal system
by using NewEul-M? is very important since it was possible to obtain the equations of the sys-
tem symbolically with a minimum number of generalized coordinates and joint constraints.
However, the symbolical manipulation of the equations was a limiting factor for the complex-
ity of the model finally used.

It was possible to decrease the computational effort of the spline interpolation problem by
reducing the size of the problem after some algebraic manipulations and by pre-computing the
most expensive part of the information required to evaluate the interpolated function before
the optimization algorithm starts.

The errors coming from numerical differentiation and the non-uniform distribution of such
errors is avoided by analytical differentiation. The numerical differentiation via finite differ-
ence formulae is eliminated by implementing the first and second time derivatives of the in-
terpolating polynomials and by obtaining the analytical derivatives of the contractile element
force law. The number of muscles is reduced by grouping muscles with the same mechanical
function in muscles groups. This allows a reduction in the number of design variables of the
optimization problem without decreasing the possibilities of motion of the model.

The number of iterations of the optimization algorithm is reduced by formulating the con-
straints associated with the equations of motion and with the kinematic constraints at all con-
trol points. Even if the number of constraints of the constrained optimization problem is
increasing, the saving in time due to the decrease in the number of iterations justified the im-
plementation of such constraints.

It has been shown that inverse dynamics provides together with parameter optimization an
approach which allows to deal with complex multibody systems characterized by overactua-
tion a variable number of degrees of freedom by switching constraints and additional specific
design criteria.
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Abstract. In this paper, the dynamic analysis of a five-bar linkage mechanism in traction is
presented. The dynamic model of the mechanism is developed with the applied force to the crank
arm resolved into two principal plane directions x and y and the resulting reaction forces and
moments at the pin joints determined at various traction acceleration of 0, 10, 20, 30 and 40 m/s
in the direction of crank rotation as well as in its opposite direction. It was observed that the
horizontal reaction forces at the pin joints were decreasing as the traction acceleration
increases in the direction of crank rotation while it increases when the acceleration increases in
the opposite direction to the crank rotation. It was also observed that the pin joint moments at
point A decreases as the traction velocities increases in the crank arm rotation direction while it
increases as the acceleration increases in the opposite direction. The converse is the case for
pin joint B, while there were no significant differences for pin joint moments at pin joints C and
D in all the considered acceleration in both directions. Also, the vertical reaction forces at the
pin joints did not change in magnitude as the magnitude and directions of the acceleration were
altered. The analysis brings to the fore the importance of the consideration of traction
acceleration in the design, development and utilization of five — bar linkage to avoid failure at
this critical point.
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INTRODUCTION

Mechanical systems do comprise of linkage mechanisms for the purpose of transfer of
forces and motions from one part to another in a desired manner. The literature is saturated with
analysis and findings in this area [1 — 6]. These analyses include dynamics and synthesis of such
systems. The area of dynamics of five — bar linkage mechanisms in traction has not been fully
explored. It is therefore important to take a look at it. This will afford the designers, researchers
and developers more insight into the principles and working of these mechanisms. It will also
expose point of interest to note at design stage. The objective of this paper is to present a
detailed analysis of a five — bar linkage mechanism in traction.

NOMENCLATURE
a,,a,,a;,a, distances of CG from the pin end of linkages AB, BC, CD, and DO
respectively

Ax s Bx H Cx H

D O reaction forces at the pin joint A, B, C, D, and O respectively in the X direction
X2 X

A,.B,.C,,

D.O reaction forces at the pin joint A, B, C, D, and O respectively in the y direction
y> -y

F, applied resultant force to the system

FoFy resolution of applied force in the horizontal and vertical directions respectively

g acceleration due to gravity

I nece > Lacce»
|

CDCG» " DOCG
m,,m,,m,,m, masses of linkages AB, BC, CD, and DO respectively

Moments of inertia of linkage AB, BC, CD and DO respectively

M..M,.M, oL :

MM, moments about pin joints A, B, C, D and O respectively

M ij* moments about pin joint A, B, C, D and O at different acceleration 0, 10, 20, 30
and 40 m/s? in the positive and negative crank rotation directions, where
i=a,b,c,d and o, j=0,10, 20, 30 and 40 m/s?, and *= positive or negative
crank rotation directions.

r,r,n,r, length of linkages AB, BC, CD, and DO respectively

r length of the vertical fixed link

re length of horizontal fixed link

X, X, X linear displacement, linear velocity and linear acceleration respectively of the
mechanism in X direction

B, BB, linkage AB angle, angular velocity and angular acceleration respectively

B, ,Bz , ﬁz linkage BC angle, angular velocity and angular acceleration respectively

B, [33 , ,53 linkage CD angle, angular velocity and angular acceleration respectively

BBy B linkage DO angle, angular velocity and angular acceleration respectively
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EQUATION DERIVATIONS AND ANALYSIS

Figure 1, is the translating five-bar linkage mechanism with four active links and the fifth
link fixed, a force is applied at point D that makes the crank linkage DO rotate clockwise. This
mechanism is mounted on a moving platform and they both move together in the same positive X
direction with velocity, X and acceleration X . Since the velocity of the platform does not affect
the rotation of the mechanism relative to the platform, the mechanism can be treated as a two
degree of freedom system. Also, the overall positions of the linkages depend on the input angle
of the crank linkage DO. The mechanism is assumed to be planar in planar motion. All joints are
pins and are revolute.

Fig 1: Five — bar linkage mechanism

Position analysis

The position equations in the X and y directions can be written as:
r,cos B, +r,cos B, +r,cos B, +r,cos B, +r, =0 (1a)
rsinf, —r,sinf, +r;sinf, —r,sinf, +r; =0 (1b)

Velocity analysis
Taking the first time-derivatives of Eq. (1a) and Eq. (1b) above and simplify, we obtain

I,[—sin ]131 +1,[—sin 3, ]ﬁz =I,[sin B, ]ﬂs +1,[sin B, ]184 (2a)
r,[cos S, ],Bl —r,[cos 3, ],Bz =r,[—cos S, ],33 +1,[cos 3, ],54 (2b)

These velocity equations can easily be solved for ,Bl and ,82 ,

_ (r4:B4 sin ﬁ4 + T3B3 sin ﬁ} )(—I’2 cos ﬁz) B (I'4,B4 COoS :B4 B r3ﬁ.3 COoS ﬂs )(_rz sin ﬁz) (3)
- - Sinﬁl (_rz COSﬁZ)_(r] Cosﬂl )(_rz Sinﬁz)

_ (_r4184 cos B, — r3ﬁ3 cos B, )(-1, sin ) — (_r4B4 sin B, + r3183 sin B3, )(I, cos 3,) (4)
- - Sinﬂl (_rz COSﬂz)—(I’l COSﬁl)(—I’z Sinﬂz)

JiA

2
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Acceleration analysis

Taking the second time-derivates of position equations Eq. (1a) and Eq. (1b), we have:

rz[;'z2 cos 3, +1, (BIZ cos )+ r3B3 sin 3, (5a)
+ r}ﬁ}z cos By — I'4B4 sin B, — Qﬁj cos S,

rlﬁlz sin 3, — "21322 sin 3, + r3:B32 sin f3, } (5b)
—r,p3, cos B, — 1,7 sin B, +1,, cos B3,

The above acceleration equations, Eq. (5a) and Eq. (5b), can easily be solved for 4, and £, ,

rl(_smﬂ1)ﬁ1 + rz(_SinﬂZ)BZ :{

r,(cos 3,) 3 —,(cos 3,) 3, = {

{rzﬂzz cos 3, +1, (1812 cos 3) + I%Bz sin 3
+ r318'32 cos f3; — r4184 sin 3, _|4/342 cos f3,
_{rl/?f sin 3, — I’zﬁzz sin 3, + r3/332 sin S, }r (—sin B,)

—1,f3, cos B, — 1, i sin B, + 1,3, cos f3, ? ?

A= (=1, sin B,)(=T, cos B,) — 1, (cos BN, (—sin j3,) ©

}rz (cos f3,)

r1 (_Sil’l ﬂl){rlﬂl Sinﬂl ) r2ﬂ2 Sinﬂz + r3ﬂ3 Sinﬂ3 }

. . .
—n,p,cos B, — 1,5, sin B, +1,5,cos 3,
) . .
_r (cos ﬂ){rz,l?2 cos f3, + 1,5, cos B, + 1,3, sin 3, }
1 . 2 .o . . 2
+0,B; cos By =1, B, sin B, — 1,3, cos B,

b= (=1, sin B,)(—T, cos B,) — 1, (cos B))r, (—sin j3,) @)

Figure 2 is the free body diagram of the five-bar linkage mechanism which is translating
in the positive X direction. The motion of the platform will affect the reaction forces in the
direction of the movement.

y
I r

Fig 2: Free body diagram of a five — bar linkage mechanism
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Reaction forces at the pins

The joints are assumed to be revolute and frictionless. Therefore, there are no frictional
forces developed at the joint. These forces are summed in the X and y positive directions and
simplified to obtain as follows:

D F,=0:>+veand Y F, =0T +ve ®)
Linkage CD:

C,=D,-mXand C, =D, +m,g ©)
Linkage BC

B,=C,—-m,Xand B, =C, +m,g (10)
Linkage AB

A =B,-mXand A =B, +mg (11)
Linkage DO

O, =D, +m,X and O, =D, —m,g (12)

Moments developed around the pin joints

The moment equations about the respective pin joints are determined by taking moments
about the centre of gravity (CG) of the linkage and simplifying the equations thus:

Link AB:

M, =l e + M, +a,[(A, +B,)sin A, —(A, +B)cos S ] (13)
Link BC:

M, =—lgecef, + M, +a,[(B, —C,)cos 3, —(B, +C,)sin 3, ] (14)
Link CD:

M, =—lpeaffs + M, +a,[(C, + D, )sin A, —(C, +D,)cos 3] (15)
Link DO:

M, =—lpocef3s + M, +a,[(D, +0,)cos S, —(D, +0,)sin S,] (16)
SIMULATION

The developed dynamic equations can be solved since the values of the parameters are
known for design purpose. The values of the parameters to be used for the simulations are given
in Table 1 below.
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SIN DESCRIPTION SYMBOL | VALUES
USED

1 Distance of CG from pin end of linkage AB a 0.1715m

2 Distance of CG from pin end of linkage BC ay 0.2165m

3 Distance of CG from pin end of linkage CD as 0.1015m

4 Distance of CG from pin end of linkage DO N 0.085m

5 Length of linkage AB ry 0.343m

6 Length of linkage BC ry 0.433m

7 Length of linkage CD rs 0.203m

8 Length of linkage DO ry 0.170m

9 Length of vertical fixed link Is 0.212m

10 Length of horizontal fixed link I's 0.693m

11 Clockwise angle between the horizontal and the linkage AB B 87°

12 | Clockwise angle between the horizontal and the linkage BC B2 157°

13 | Clockwise angle between the horizontal and the linkage CD B3 39°

14 | Clockwise angle between the horizontal and the linkage DO B4 45"

15 Moments of inertia of linkage AB about CG lasco 6.013x1072

16 | Moments of inertia of linkage BC about CG lgcce 4.469x1072

17 | Moments of inertia of linkage CD about CG lepes 5.56x10

18 Mass of linkage AB my 7.36kg

19 | Mass of linkage BC m; 3.27kg

20 | Mass of linkage CD ms 1.05kg

21 Mass of linkage DO my 1.10kg

22 | Acceleration due to gravity g 9.81m/s?

23 Traction/translating acceleration of the mechanism X 0—40m/s?

24 Horizontal reaction force at pin D Dy 500N

25 | Vertical reaction force at pin D Dy 150N

Table 1: Values parameters used for simulation

Using the values of parameter given in Table 1 above the horizontal reaction forces
developed in Eq. (8 — 12) were determined and are plotted as shown in Fig. (3) and Fig. (4) for
traction acceleration of 0, 10, 20, 30 and 40 m/s?. It is observed in Fig. (3) that the horizontal
reaction forces Ay, By, and Cy decreases as the traction acceleration increases in the direction of
crank rotation while Oy is increasing at a very small rate. In Fig. (4), the horizontal reaction
forces Ay, By, and Cy increases as the traction acceleration increases in the opposite direction of
crank rotation while Oy is decreasing at a very small rate as well.
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Horizontal Reaction Forces and Traction Acceleration
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Fig 3: Horizontal reaction forces and traction velocity in positive X direction
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Fig 4: Horizontal reaction forces and traction velocity in negative X direction
The parameter values in Table (1) were also used to solve Eq. (13 — 16) to obtain

moments M,, My, M and My at traction acceleration of 0, 10, 20, 30 and 40 m/s? both in the
direction of crank rotation and the opposite direction as well. It is observed for pin joint moment
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Ma, Fig. (5), decreases as the acceleration increases in the direction of crack rotation while it
increases as the acceleration increases contrary to crank rotation direction. The pin joint moment
My, shown Fig (6) on the other hand increases as the acceleration increases in the direction of
crank rotation but with lesser magnitude while it decreases in the opposite direction to the crank
rotation. The pin joint moments M; and My as shown in Fig. (7) and Fig. (8) does not show any
significant variation in magnitude as the acceleration varied along the two directions.

Moments at Pin Joint A

500

——Mal0+
—— Ma0+

400 4 == Ma20+
—— Ma30+
—%— Ma40+
—— Ma0-

—+—Mal0-
——Ma20-
—— Ma30-

300 4

200

Moments (Nm)

100

-100 KKK

-200

Crank Angles (degrees)

Fig 5: Moments at pin A for traction velocities in the positive and negative X direction
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Fig 6: Moments at pin B for traction velocities in the positive and negative X direction
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Fig 7: Moments at pin C for traction velocities in the positive and negative X direction
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Moments at Pin Joint D
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Fig 8: Moments at pin D for traction velocities in the positive and negative X direction

CONCLUSIONS

The dynamic analysis of a five — bar linkage mechanism in traction has been presented.
It was observed that the highest magnitude of reaction occurred at pin joint A when the
mechanism is moving in the opposite direction the crank arm rotation. The minimum in
magnitude is obtained when it is moving in the direction of crank rotation, it eventually reaches
zero at about 42.85m/s® (not shown in Fig (3)). The maximum joint moment, as expected, is
developed at pin joint A when the acceleration is 40m/s? in the opposite direction to the crank
rotation.

It can be concluded that in design and development of five — bar linkage mechanisms
that will be utilized in a traction environment it will be good if the crank rotation and the traction
are so arranged to be in the same direction. This will reduce motion induced reactions and
moments at the pin joints which can eventually lead to failures. The induced failure could be
inform of bearing overload and damage at this point. The mechanism can so be designed to have
zero reaction at the pin joint A which will increase the integrity of the whole mechanism.
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Abstract. This paper is focused on the modeling of the Saab Seaeye Cougar ROV. The ve-
hicle has two arms equipped with grippers to link undersea connectors for neutrinos revela-
tors from the base station to the underwater station. Six thrusters move the ROV at a deep of
3500 meters. The dynamics model is developed by means of Matlab/Simulink framework and
particular attention is paid to the hydrodynamic wrenches determination and to the control
strategies to approach a target.
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1 INTRODUCTION

Remotely Operated Underwater Vehicles (ROVs) are used in underwater tasks for monitoring,
maintenance of offshore rigs, assembling of gas and oil pipelines and recovery. An external
hull houses a floating to guarantee the buoyancy and the maximum payload to be carried.
Sensors and control devices are located at the bottom of the vehicle to increase maneuvera-
bility and stability. Electric cables are inside tubes to prevent corrosion.

ROVs are usually tied to the ship by means of an “umbilical” wire carrying either power
and data signals. Lamps, cameras, sonar, magnetometers, gyroscopes and other sophisticated
devices are the usual equipment.

ROVs are grouped into different categories on the basis of weight, dimensions and power:
micro, mini, general, light-, heavy-workclass and trenching.

The Saab Seaeye Cougar (SSC) is a ROV used for the NEMO project (Neutrino Mediter-
ranean Observatory) by the INFN (Istituto Nazionale di Fisica Nucleare). The project is aimed
to study neutrinos by means of an huge telescope of two squared kilometers area. The ROV
has an external hull fabricated of polypropylene and aluminum alloy that combines strength
and corrosion resistance. The floating is split into two parts to easy the instruments housing
and increase stability. Manipulators and grippers let the ROV to grasp objects, while a system
of sonar, gyroscopes, deep ocean sensors, high resolution cameras and 600 W lamps, makes
the vehicle able to move underwater avoiding obstacles and tracking the right trajectory to-
wards targets. SSC can reach more than 3500 meter deep and can carry a payload up to 80 kg.
The weight of the whole system is about 344 kg.

In the following sections the dynamics model will be formulated by means of Newton-Euler
equations of motion. The dynamics model, along with control strategies, will be implemented
by means of Matlab/Simulink.

2 DYNAMICS MODEL FORMULATION

In order to derive the dynamics model of the vehicle different contributes must be consi-
dered: weight, buoyancy force, drag and lift forces and torques, main and maneuver thrusts
from propellers. SSC is not equipped with rudders or stabilizers, thus the turning and surfac-
ing maneuvers are devoted to the propellers. As can be observed in the CAD model of SSC of
Fig. 1 the hull is split into two modules: the upper containing the propellers and one floating;
the lower housing control units, the two-arm manipulators and the second floating.

In order to formulate the N-E dynamics equation a global inertial frame and a local body
frame are introduced.

The inertial frame is particularly useful to describe trajectories to be accomplished from
the vehicle, like so to determine its orientation or velocity with respect to the earth. Otherwise,
it is more convenient to express the equations of motion in the body frame. As a matter of fact,
the inertia matrix and all the added masses are constant when evaluated in the latter system.
Besides, laws of motion are more conveniently expressed into the local system.

2.1 Weight, added masses and buoyancy force

Inertial properties of a dipped body moving underwater depend on the mass and inertia of
the body as well as on the mass of fluid carried during the movement. This “added mass”
measures the additional inertia generated when the water accelerates with the body.

This virtual mass of fluid, moving along with the system, depends on the shape of the body
and affect the dynamics of the system. The ROV under exam has a mass of 344 kg and its
principal moments of inertia are defined as
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Fig. 1. CAD model o e ROV Saab Seaeye Cougar.

689 0 0
I=| 0 922 0 | (kgm?) ()
0 0 1025

The added masses, not included here for brevity, are calculated referring to the SNAME,
the Society of Naval Architects and Marine Engineers and to [1].

Generally, ROVs in normal conditions, thus excluding ascent or descent maneuvers, have
neutral behavior: that is, the gravitational force f; and the Archimedes buoyant force f, have
the same magnitude. Then, considering the buoyancy center vector r,=[0.219, 0, 0.289]T (m),
when expressed into the body-frame, it is possible to write the wrench array Wg,, including
both gravitational and buoyant wrenches, i.e.

fq +f 0
e e ®))
r, xfp r, x fp
where the wrench is a six-dimensional array including both force and torque vectors. It is

clear from Eq.(2) that the different position between center of mass and buoyancy center de-
termines a torque about the local frame y-axis.

2.2 Hydrodynamic wrenches

In order to simplify the treatment, we assume that the velocity component u, along the X-
axis, i.e. the axis along the longitudinal direction of the vehicle, is much greater than the re-
maining component V and W. Therefore, we can assume,

\
u

tanaza:%, tanf=p= 3)
where « and £ are the angles of attack, expressed in radiant, in the X-z and X-y planes, re-
spectively. The hydrodynamic wrenches include the lift and drag forces and torques derived
from the interaction system-water.
The lift coefficient C, is obtained by means of a simplified expression in function of the
angle of attack o of the form [2], i.e.,

C. :C1a+Cza25da+ea2 (4)

where C1 and C2 are coefficients functions of the base and front surfaces, respectively equal
to (1.49mx1m) and (1mx1m), and parameterized in terms of the aspect ratio of the body and
the Reynolds number Re. Considering a maximum velocity of 3.4 knots (1.74 m/s) the
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Reynolds number is Re =6388902. Further, the lift coefficient CL will be considered the same
in the z- and y-directions.

Similarly, the torque coefficient CT is assumed to be the same both for pitch and yaw
rotations, that is

Cr =C3a-Cua? =fa—-ga? ©)

where C3 and C4 are coefficients, depending on the base and front surfaces, the volume and
the length of the hull; and parameterized in terms of the aspect ratio of the body and the Rey-
nolds number Re. In order to find the centre of the resultant hydrodynamic force, the distance
from the fore of the vehicle Xcp is introduced by the following expression,

Xcp = %L ©)
Where Xcp is a fraction of the total length L of the ROV, varying with the angle of attack a.
Here, L is equal to 1.49 (m), while the cross section is Imx1m.
The drag coefficient Cp depends on many factors: the Reynolds number, the rugosity of the
surface in contact with the water, the shape of the body and the angle of attack o. The drag
coefficient Cp can be expressed as,

CD =Cf +CD|: +ACD

=1+Csa? +Cgal® =aad +ba? +c

(7

where Cs is a term taking into account the friction of the water on the boundary layer, Cpe
depends on the shape of the body when the angle of attack is null while ACyis the drag in-

duced by the change of the angle of attack «. In similar way, the coefficients Cs and C¢ are
functions of the base and front surfaces, the aspect ratio of the body and the Reynolds number
Re.

Once Ci, Cpand Cr has been obtained, it is possible to find the lift and drag forces and the
pitch and yaw torques acting on the vehicle. Notice that the lift and drag forces are always
normal and parallel to the velocity direction, respectively. The pitch and yaw torques come
from the reduction of the lift force to the point that is the centre of the resultant hydrodynamic
force.

The lift force L and the drag force D depend on the density of the fluids, the area As
(1mx1m) of the profile and the relative velocity between system and fluid, i.e.,

1 1
U= 2ociAv2 [o]=2sconv: ®)

in which V is the norm of the linear velocity V.

Then, taking into account that either the drag forces acting on the X-z plane and those act-
ing on the X-y plane can be decomposed into two components, and by substituting Cp from
(7), we have
Dy =—}pAf [ZCUZ +bv? +c£+a£+
2 2 u

2 3 3 3
bw2+c +a¥" | b, :EpAf cuv+b i +c—|, ©))
2 u 2 u u

3 3
Dz :—}pAf [cuw+bw—+cw—]
2 u u
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where the components of D are expressed into the body frame. We neglected higher order
terms in Eq. (9). Analogously, the expressions for the components of L into the X-z and X-y
planes are

1 5 V3
Lx =0, Ly ==pAs|euv+dvs+e—|,
2 2u

(10)
1 ,  w?
Lz =—=pAs|euw +dw? +e—
2 2u

Then, after applying the lift force L on the centre of the resultant hydrodynamic force, the
pitch torque T is readily obtained, namely,

1
ITl= > PCT AV 2Xcp (11)
The components of T on the X-z plane and on the X-y plane are:

1 5 wd
Tx =0, Ty =EpAf guw +fw* +g— |Xcp,
u

12)
1 , V3
TZ:EpA, guv +fve+g— |Xcp

u

Finally, the total hydrodynamic wrench w,, as expressed into the body-frame, is obtained
as,

Wh :[Dx, Dy+Ly, Dz+|_z, 0, Ty, Tz]T (13)

2.3 External Forces

The ROV is equipped with six thrusters that provide the main and secondary thrusts to
move and turn the vehicle. The layout of the axes of the thrusters, along with their distances
from the body-frame, is shown in Fig. 2. As can be observed in the same figure four thrusters
are positioned in such a way that their axes belong to an horizontal plane and shape into a
rhombus. The remaining two thrusters are aligned along the vertical direction and are used for
immersion or emersion maneuvers.

Fig. 2. Layout of the thrusters and geometrical distances.
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It is possible to express the wrench W, i.e. total force and torque, in terms of the propellers
thrusts array g by means of a matrix L [3], defined as

0 0 coséd cos@ cos@ coséd
0 0 -sing sind -sin@ sind

1 1 0 0 0 0

15 -I5 -6 16 -16 16 19
-4 -14 -7 -7 -7 -7

0 O I3 I3 -13 -13

where 0 = 22.37° is the angle between the thruster axes and the x-axis of the body-frame
Thus, we can write the following

wp=Lg (15)
being q a six-dimensional array of thrusts defined as
q=[S1S2 S3 S4 Ss S¢] (16)

The thrusters are actuated by means of DC brushless motors equipped with speed feedback
control, a PID and a gyroscope to assure the best stability underwater. From the datasheet of

the ROV, thrusters data are reported in Tab. 1. Following the same table, by applying (15), we
obtain:

q = [539 539 450.4 450.4 450.4 450.4] [N]

a7
where the generic thrust entry of ( is considered positive according to the directions plot-
ted in Fig. 2.
Global Thrust
Direction Units [N]
Forward 1660
Lateral 1176
Vertical 1078
Table 1: Thrusters Datasheet
S| S, S5 S5 Ss S6
Forward
0 0 4504 4504 4504 4504
Backward
0 0 4504 4504 4504 4504
Right
0 0 450.4 4504 4504 -450.4
Left
0 0 -4504 4504 4504 4504
Up
539 539 0 0 0 0
Down
539 539 0 0 0 0

Table 2: ROV Maneuvers

Upon combining the signs of the thrusts, different maneuvers can be defined, as reported in
Table 2. These maneuvers will be used to set the control strategy.
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3 MODELLING AND NUMERICAL SIMULATIOS

3.1 Modelling of ROV

The dynamics model of the ROV has been implemented by means of Matlab/Simulink. Three
blocks are used to reproduce the ROV’s dynamics, the fluid interaction between vehicle and
the water and the total forces and torques from the propellers, as shown in Fig. 3. A simple
on-off control is used to let the ROV reach a target, [4]. Starting from a reference posture, the
control checks for the relative position between the vehicle and the target, when this is re-
ferred to the body frame. Then, the six maneuvers of Tab. II are activated according to the
coordinates of the relative position vector. The on-off control turns on every time the coordi-
nates are larger than a predetermined threshold.

VE (m/s) b
X, (m) » X
Total Forces +O—b For N e e
'y b 8w (rad) p
Target body frame Body DCM, . »DCM Target body frame
Euler Angles
Total Torques Fixed b (m/s) —
Mass @ (rad/s) p Target
M N-m
Thrusters e (N de/dtp
2
AD (m/s)p
Hydrodinamic Forces ROV
Body frame Velocity -C- |Target
Hydrodinamic Torquss Buoyant Torque
Fluid interaction

Figure 3: Layout of the dynamics model of the ROV

3.2 Numerical simulation

A simulation is provided in Figs 4-9. Starting from the origin of the inertial frame with an ini-
tial velocity of 0.1 (m/s) along the X-direction, i.e. the forward direction, the ROV approaches
a target located at position [30, -0.1, 50]" (m) after about 46 s, as shown in Fig. 4. The thre-
shold of the on-off control system is set to 0.1 (m), the latter being in absolute value. Figure 5
reports the components of the distance vector of the ROV from the target, when expressed
into the body reference frame. As can be observed in Fig.5, the on-off control activates and
turn the ROV towards the target. After few seconds, i.e. about 1.5 s, the x-axis of the ROV is
aligned with the distance vector, as confirmed by the annulment of the z-component of the
distance vector.
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Figure. 4: ROV’s absolute position starting from the frame origin:
x-component in solid line; y-component indashed line; z-component in dotted line.
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Figure 5: ROV’s relative distance vector from the target in body frame:
x-component in solid line; y-component in dashed line; z-component in dotted line.
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Figure 6: Global hydrodynamic force: x-component in solid line;
y-component in dashed line; z-component in dotted line.

However, the said z-component oscillates because of the hydrodynamic forces and torques,
reported in Figs. 6-7, thus, the control operates to correct the pitch oscillations, as shown in
Figs. 8-9. It can be observed that the X-component of the total force from the thrusters is al-
ways on because the ROV is aligned with the X-body axis pointing straight towards the target.

-179-



Alessandro Cammarata, Mario Musumeci and Rosario Sinatra,

m""'JlH i i iy ! TR
B T ET T
z il }\(H\[‘{H tiiy M h H;HMM }“H\H'l/“
g ool P I I I o gy ]
: Ll JIJIH\IJ‘HMHHH'H
E ol }u‘ulul‘h““ M |“\H\ W\'}‘Hl‘“l‘\l‘\\"Ml”l‘”“h“ ]
b
N |\u\ i H HHMHH |
e TR
& ooty H‘”W I HHMHHMMHI
Sl
I I R
s LT TR T
-1DI]I]U ; 1ID 1‘5 Q‘U 2'5 BID 3‘5 A‘U 4‘5 50

time [s]

Figure 7: Global hydrodynamic torque: x-component in solid line;
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The results coming from the numerical simulations reveal good accuracy in positioning and
good response, in time domain, from the on-off control system. However, the high frequency
of the turning on-off, about 1s, seems to be too high and calls for a deeper analysis of the hy-
drodynamic coefficients and buoyant center. The said intervention frequency could be re-
duced relaxing the control threshold.

A virtual reality framework has been implemented by means of VRML (Virtual Reality Mod-
eling Language) to verify the movements of the ROV while approaching its target. Besides, a
joystick has been used to move the ROV freely inside the virtual landscape.
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Figure 10: Virtual reality environment: ROV approaching the target.

4 CONCLUSIONS

The dynamics model of the ROV Saab Seaeye Cougar was formulated. Hydrodynamic
forces and torques, as well as the thrusts from the six propellers were included into the model.
Numerical simulations in Matlab/Simulink were provided to study the behavior of the vehicle.
An on-off control was implemented to let the ROV reach a predetermined target. Results
showed good response to the external disturbances and precision in positioning from the con-
trol system. The high intervention frequency from the control system revealed the need for a
more accurate insight of the hydrodynamic parameters.

Finally, a virtual reality environment was developed to verify movements of the ROV in-
side the virtual landscape.
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Abstract. The inward and outward recursive equations of motion are derived for a two-axes
Pan-Tilt Gimbal (PTG) configuration, using the Newton-Euler (N-E) formulation. For the sa-
ke of simplicity, dissipative wrenches were neglected. A pick-and-place operation with the
PTG in the shortest possible time was obtained using a 4-5-6-7 interpolating polynomial. The
minimum value of the previous maneuver is computed by constant values of rate and acceler-
ation limits supplied by the manufacturer of a commercial PTG.

-183-






José Colin-V, Carlos Lopez-C, Moisés Arroyo-C, José¢ Romero-N

1 INTRODUCTION

The PTG under study is shown in Fig. 1. It consists of three mechanical components just as
the double-gimbal mechanism (DGM) that according to Osborne, et, al. [1] is a multibody
mechanical device composed of three rigid bodies, namely, a base, an inner-gimbal and an
outer-gimbal. The cylindrical base is coupled to the outer-gimbal by a revolute joint, and the
inner-gimbal, which is the disk-shaped payload, is connected to the outer-gimbal also by a
revolute joint.

The PTG can be considered as an inertially stabilized platform (ISP) that, according to Hilkert
[2], is used to stabilize and point a broad array of sensors, cameras, telescopes, and weapon
systems. In general, ISPs are used on land, sea, and air, in both, mobile and fixed installations.
Typically, visible and infrared cameras are mounted to hold stable by ISPs on ground vehicles,
ships, and aircraft for diverse missions. ISP consists of an electromechanical assembly, bear-
ings, and motors called a gimbal to which a gyroscope, or a set of gyroscopes, is mounted.
Therefore, an ISP is a mechanism involving gimbal assemblies, for controlling the inertial
orientation of its payload. There are several ISP electromechanical configurations as applica-
tions for which they are designed. However, usually an ISP is designed to point and stabilize
about two or more axes, and, therefore, most applications require at least two orthogonal axes.
In some configurations the sensor or payload to be controlled is mounted directly on the gim-
bal assembly, while in others, mirrors or other optical sensors are mounted to the gimbal, and
the sensor is fixed to the vehicle. Several applications are reported in [3-10]. Although there
are several applications for ISPs, all of them have a common goal, to hold or control the line
of sight (LOS) of one object with respect to another object or inertial space. However, there
are many approaches for stabilizing the LOS of an object so that it does not rotate relative to
inertial space, perhaps the most straightforward and most common approach is mass stabiliza-
tion. The principle of mass stabilization based on the Newton-Euler equations asserts that a
body does not accelerate with respect to an inertial frame unless there is an applied torque.
Therefore, to prevent that an object rotates with respect to an inertial frame is to guarantee
that the applied torque is zero. Despite of good design in the electromechanical assembly,
torque disturbances can act on a mechanism causing excessive motion or jitter of the LOS.
Inertial rotation of the LOS are caused by numerous primary sources such as the nature of
structural dynamics, misalignments between the gyroscopic-sensitive axis, the LOS axis, the
axis about which control torques are applied, and the kinematics of multi-axis gimbals that
yields to several effects. The abovementioned sources can be due either to a torque disturb-
ance, flexibility in the system, or an erroneous input to the gimbal actuators. Lists of the three
categories and many of the individual phenomena commonly encountered in each category
are presented in [2].

Torque disturbances are described by Masten [3], including friction within the gimbal axes,
spring flexure from electrical cables that cross the gimbal axes, unbalance effects, coupling
from other gimbals, and host vehicle motion coupling, as well as internal disturbances within
the sensor. Although disturbances arise from several sources, as noted in the previous descrip-
tion, common ISP disturbances are summarized in [11-14].

Moreover, the dynamic equations of motion of a PTG are a set of mathematical equations de-
scribing the dynamic behavior of the PTG. These equations are useful for computer simula-
tion of the PTG motion, the design of suitable control equations for a PTG, and the evaluation
of the kinematic design and structure of a PTG. The dynamic model of a PTG can be ob-
tained as discussed below. Indeed, two approaches like the Lagrange-Euler (L-E) and New-
ton-Euler (N-E) formulations could be applied systematically to develop the PTG motion
equations. The derivation of the dynamic model of PTG based on the L-E formulation is sim-
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ple and systematic. However, the N-E equations are very difficult to utilize for real-time con-
trol purposes. As an alternative for deriving more efficient equations of motion, algorithms
for computing the forces/torques of an open-loop kinematic chain were developed using the
N-E equations of motion [15-17].

The N-E formulation results in a set of recursive equations that can be applied to the PTG
links sequentially. The most significant aspect of this formulation is that the computation time
of the applied torques can be reduced significantly to allow real-time control.

On the order hand, Yoon and Lundberg [18], presented the equations of motion for the two-
axes yaw-pitch gimbal configuration derived by the moment equation as well as the Lagrange
equations, on the assumption that gimbal has no mass unbalance. Per Skoglar [19], developed
a sensor system consisting of infrared and video sensors and integrated navigation system.
The sensor system is placed in a camera gimbal and is used on moving platforms, e.g. Un-
manned Aerial Vehicles (UAVs), the L-E formulation is used for derivation of the equations
of motion for a general robot manipulator and then applied to the gimbal system.

In this article, the dynamic equations of motion of a PTG are developed using the N-E formu-
lation. The result is the derivation of the outward recursion equations that propagate kinematic
information such as linear velocities, angular velocities, angular accelerations, and linear ac-
celerations at the mass center of each link from the base coordinate frame to the end-effector
coordinate frame and inward recursion equations that propagate the forces and moments ex-
erted on each link from the end-effector of the PTG to the base coordinate frame.

Fig. 1 The pan-tilt gimbal.

2 KINEMATIC MODEL: FORWARD AND INVERSE

A PTG can be considered as a DGM and its mechanical components are shown in Figures
2, 3 and 4 with the same names of the three rigid bodies that conform to a DGM.

Fig. 2 Base. Fig. 3 Outer gimbal. Fig. 4 Inner gimbal.

The PTG can also be considered as a kinematic chain as it is a set of rigid bodies, also called
links, coupled by kinematic pairs. A kinematic pair is the coupling of two rigid bodies so as to
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constrain their relative motion. The most used fashion of describing spatial kinematic chains
is via Denavit-Hartenberg (DH) notation. This is introduced to describe the architecture of the
PTG, i.e., the relative position and orientation of its neighboring kinematic pair axes. To this
end, links and coordinate frames are numbered 0, 1 and 2. Hence, Figures 2, 3 and 4 show the
coordinate frames {Xo, Yo, Zo}, {X1, Y1, Zi} and {Xs, Y>, Z>} attached at the base, at the outer-
gimbal and at the inner-gimbal, respectively. Two more coordinate frames are attached at the
mass center of the corresponding mechanical component. Henceforth, this work will refer to
these coordinate frames as Fy, fi and f> respectively. Moreover, let Fy, be a fixed coordinate
frame, whereas f; and f, be rotational coordinate frames, as shown in Fig. 5. From that figure,
firotates about the axis Zythat is the axe of the first kinematic pair ¢, and f, rotates about the
axis Z; that is the axis of the second kinematic pair g,. Therefore, the outer-gimbal rotates
about the axis Zy and the inner-gimbal rotates about the axis Z;. Table 1 shows the DH param-
eters of the PTG.

Plane ZY, — L
Plane X\¥, —> L'
Plane Z,X, > Z,|Z,
L1r

Z]
X,

Fig. 5: Coordinate frames F\, f; and f; with different origins.

Table I. DH parameters of the PTG.

a; d. A a.

i i i i

(degrees) | (m) | (degrees) | (m)

1 90 di q: 0

2 0 0 9> a

From Figure 5 and Table I, the homogeneous coordinate transformation among the three co-
ordinate frames, namely, Fy, f; and f is

'T,-"1'T, e))
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where' T, and ’T,are given by

I, - 1(52 [al]l} 2)
o, — 0(021 [dlo 3)

Eq. (1) represents the location (position and orientation) of f» with respect to Fo. Now, 'Qa,
°Q,, [a] and [d]o are given by

-S, C, 0
'Q,=|C, S, 0 4)
| 0 0 1
¢ 0 s,
OQI= -5 0 G %)
0 1 0
@S,
[a]i - |-y ©)
0
0
[a], = [0 7)
d,

where C;= cosgq; , S; = sing;. Eq. (4) is the rotation carrying f; into fi, Eq. (5) is the rotation
carrying f; into Fy, vector [a]; is the position vector of the origin of £, with respect to f;
whereas vector [d]o is position vector of the origin of f; with respect to Fy. On the other hand,
matrix “T can be rewritten as follows

n.\’ OX a.\' pX
o M 0 a p] |n, o, a p,
2710000 1| |0 o a p. (®)

1

where the orthonormal triad n,0,a and the vector prepresent orientation and position of the
inner-gimbal, respectively. Thus,

(OTI )l(oTz )=sz ©

Equation (9) yields indeed to twelve relations. However, those that express ¢; and ¢, in terms
of constants are of interest. For example, by equating the element (2,4), yields

-a,

g - cos’l(ﬂ) (10)

Similarly, element (3,4) yields
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q =tan_l(—py) (11)

Px

Finally, Egs. (10) and (11) represent the solution of inverse kinematic of the PTG, and vector
pof Eq.(8) represents the solution of forward kinematic of the PTG, i.e,

a, cos(q;)sin(q,)
P = |- a,sin(g;)sin(q,) (12)
d, - a,cos(q,)

3 KINEMATIC OUTWARD RECURSIONS

From Figure 6 and the abovementioned nomenclature, the equations written below are
readily derived:

0; =0;_ +‘9j (13)
V=@, xp; +V; (14)
®; =0;_; +"'): (15)
YV, =@, xp; +0; (0, Xp;) +V, | (16)
where o, is given by
o =20 xo0] (17)
and o] is given by
o; =Kk;_1g; (18)
being ¢, the magnitude of the angular velocity of f; with respect to f;.;. Similarly,
d'o;
L=k, 4 19
dt I—lql ( )

Egs. (13-19) contain kinematic information from Fj to f; of the ith link. These equations are
called outward recursion equations. One obvious disadvantage of the previous equations is
that all vector and matrix quantifies are referenced to Fy. The consequence of this disad-
vantage is that the calculation time is longer. In order to reduce the numerical complexity of
the outward recursions, all vector and matrix quantifies of the ith link will be expressed with
respect to its own coordinate frame. Luh et al. [17] improved motion equations by referring
all velocities, accelerations, inertial matrices, location of centers of mass of each link and
forces/moments in their own coordinate frame; as a consequence, the computation is shorter.
Hence, angular velocities and accelerations can be computed recursively, as indicated below,

'Quo; ="' Qi (7' Qo +2,,4,) (20)
’Q:)(Di=[Qi—lll_lQ0mi—l +Zi 4+ Q1)
(TQuw;_; x2;_14;)

where z,_, =[0,0,1]". The linear acceleration is given by
iQOVi =iQ[—1 [(FlQomi x pf) + (22)
(7'Qu) x(T'Quw, x P Q,_ (T'Qq¥,))
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Fig. 6: Relationship between coordinate frames f and fi_1

1
As ™'Q,is an orthogonal matrix, then

(HQiTLiQf-l _ (i—lQi)’ (23)

Hence, using Eq. (20), angular velocities of the PTG are computed recursively for i =1, 2. As
the base link is a fixed inertial frame, then

0y=0, ©y=0, v,=0, v,=0

Fori=1
0
'Quo, = |4
0
Fori=2
Gy,
Quw, = | Sy
92

Now, using eq. (21), angular accelerations are computed recursively for i = 1,2.
Fori=1
0
'Quo, = |4,
0

Fori=2
=501, + Gy
Qy, = | Gy +Sydy
‘P

-190 -



José Colin-V, Carlos Lopez-C, Moisés Arroyo-C, José¢ Romero-N

Now, using eq. (22), linear accelerations are computed recursively for i = 1,2. In turn, p,and
p, are given by
Fori=1

0
'Qy¥, =0
0
Fori=2
axgs +a,S547

2Quvy = | axiy — CrarS247
= Syayi)y = 2Chay414,

4 LINKS DYNAMICS: INWARD RECURSION

A free-body diagram of the end-effector is shown in Figure 7. From this figure, the New-
ton-Euler equations are

£, =my, —f (24)
n=rxf (25)
n, =104, +w,x1,0, —n+p:xfn (26)

n™link

Fig.7: Free-body diagram of the end-effector.

where ¢, is the linear acceleration of the mass center of the nth link with respect to F, n is the
external moment exerted on the end-effector that is added by moving the external force f of its
application point to the mass center of the end-effector, r is the vector of position of applica-
tion point from the origin of f, that is attached to the mass center of the end-effector and I, is
the centroidal inertia matrix of the nth link with respect to the orientation of Fy. The Newton-
Euler equations for the remaining links are derived of Figure 6, namely,

f, =mi; +1,,, (27)
n, =L, +o;xLo; +n,, +p? xf; (28)

The force fi+1 of eq. (27) and n;1; of Eq. (28) propagate the forces exerted and the moments on
each link from the end-effector to the ith link. Once vector n; is available, the actuator torques
denoted by 71;0n the ith kinematic pair is the sum of projections of n; on axis z;.; and the vis-
cous friction force. Since the ith kinematic pair is a revolute, then

7, =))(Q_z,_)) +by; (29)
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where b; is the viscous damping coefficient for joint 7 in the above equations. Analogously, in
order to reduce the numerical complexity of the inward recursions, all vector and matrix quan-
tifies of the ith link will be expressed with respect to its own coordinate frame. Hence, the
Newton-Euler equations for the end-effector are below
nQOfn = manOCn +nQ0f (30)

"Qon, =("Qol,"Q,)("Qu>, ) +

('Quo,)xI("QL, Q)" Qu,)l-n+ (1)

("Qop,)x("Quf,)

Now, the Newton-Euler equations for the remaining links are given below

iQOfi = miiQ()ci+[Qi+l ([+1Q0fi+l) (32)
'Qun; =('QoI,"Q)((Qe,) +
(Quo;)x[(Qo1,°Q)( Q)]+ (33)

iQi+1(i+1Qo“i+1)+(iQoP;)X([Q0ff)
QT =(Qen) (Q"Quizi)+bg; (34
Finally, the inward recursion equations (24-34) propagate the forces and torques exerted on

each link from the end-effector to the base. Hence, inward recursion equations for the third
PTG are computed recursively, assuming that there are not load conditions, i.e.,

f=n=0
fori=2
ayq; +a,534}
2Qofy =my| @y - CraySqt
= Sa34, - 2Cha,qn4,
2Qun, =(*Qy1,°Q,)C Qi) +
CQu®2) X1 QoL "Q2)(Que,)] +
CQop2)xCQof>)
where 2Q,I,°Q, is the centroidal inertia matrix of the inner-gimbal relative to the centroidal
coordinate frame f,. Remember that p; is given by €q.(6), hence, it must be carried from f,
into F,. For i =1
'Qufy =m ' Qe¥i+' Qu( Qof)
'Qomy =(' QoL "Q)('Qyeir) +
(' Qo) x[( QoL @' Que) 1+ @y Qony) +
(IQOPT)X(]QOfI)
where 'Q,1,°Q, is the centroidal inertia matrix of the outer-gimbal relative to the centroidal
coordinate frame fi. Recalling that p; is given by Eq. (7).
Finally, torques at the kinematic pairs axes are given by
Qy 1, =CQyn,)" (Q,°Qiz)) + by,
'Qy 7, =('Qun)’ (' Quzo) +higy
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For the sake of simplicity, the dissipative forces and moments were not included here, there-
fore, b;/=0fori=1, 2.

5 TRAJECTORY PLANNING
For illustration purposes, in this work a 4-5-6-7 interpolating polynomial [20] was used
for trajectory planning, that is,
s(t) = =207 +707° —847° + 3574 (35)
where 0=ss<1, O<7=<1,and v =1¢7, T being the time for the complete operation. Clearly,

the polynomial satisfies eight conditions related to the s and the vanishing of its three first de-
rivatives at 0 and 1. Let 6,and 0, be the vectors of the kinematic pairs at the initial and final

robot configurations, respectively, and 0(t) the vector of joint coordinates . Thus, the range of
motion can be written in the form

00)=0;, +(0,-0,)s(z) (36)
and

1,
0= _91)?5(7)

r,
9(t)=(9,:—91)?s @

P L,
0(r)= (0 _GI)FS (€]

The maximum value of s'(z)and the ith kinematic pair rate are found as

(233

Smax_(z) 16 (37)
_ 3507 -6)) 38

(ei)max_ 16T ( )

and the maximum value of s"(7) and the acceleration were computed as

V5, _84)5 (39)

" w1 A5
Sax =5 (E - W) =

25
0" -07)844/5
UL (40)

The foregoing relations were used to determine the minimum time 7 during which it is possi-
ble to perform a given PPO while considering the physical limitations of the motors.

6 RESULTS AND DISCUSSION

A PPO is to be performed with the PTG in the shortest possible time considering the
physical limitations of one commercial. Hence, the maneuver is defined so that the 2-
dimensional vector of kinematic pairs is given by a common shape function s(7)defined

above in Eq. (35). Thus, considering the physical limitations of commercial one, (8, -0,) of

Eq. (36) is given by
0 G_qu ai| [180] [0] [180
=o)Lt sl Lol oo
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and rate and acceleration limits are configurable from 0.15 °/s to 150 °/s for the rate and
10 °/s* 0 150 °/s> for acceleration of two kinematic pairs. So that,

For ¢,
5
Trafe max ~ 2 gseg I;w(relemtion max ~ 3 seg
and for ¢,
1
Traemax = Zaseg T cceleration max = 2.65 seg

Thus, Egs. (38) and (39) allow to determine 7 for each kinematic pair so that the rates and
accelerations lie within the allowed limits. For motors of different physical limitations, the
minimum values of 7' allowed by the kinematic pairs, will be the largest one. Obviously, the

minimum value sought, 7, . , is nothing but the maximum of the foregoing values, i.e,
(41)

With T defined in eq. (41) as the time taken by the maneuver. The values of masses for links
are given below

Tin = max{T[}{’ =3seg

m

m, =2.233kg m, =0.946kg
And the values of the centroidal inertia matrix ("QI,°Q,) are given for each link in
kg -m’by
[0.010 0 0 ]
Qu,°Qy)=| 0 0010 0 |foriink2
| 0 0 0.010_
[0.010 0 0
(QL,°Q)=| 0 0013 0 |forinkl
| 0 0 0.010

The values of masses and of the centroidal inertia matrix were estimated with the help of
sketches of one commercial PTG and a software of computer aided design. Egs. (20-22) and
(30-34) were plotted for each link, and are displayed in Figs 8-18, about its own coordinate
frame assuming that there were not load conditions. Finally, assuming that there are load con-
ditions balanced on mass center of link 2 of 9 kg and, that the dissipative forces and moments
were neglected, then,

f = (9.81)9)z,| V]

r=0
n=rxf=0
b;= 0 for i=1,2.

Eq. (34) is plotted for each link of the PTG, as shown in Figs. 19 and 20.
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Fig. 8: Angular velocity of link 1.
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Force exerted by the link 1 on the link 2
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Fig. 13: Force exerted by link 1 on link 2.
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Fig. 15: Moment exerted by link 1 on link 2.
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Fig. 17: Torque exerted on the axis Z.
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Fig. 14: Force exerted by the link 0 on the link 1.
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Fig. 16: Moment exerted by link 0 on link 1.
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Fig. 18: Torque exerted on the axis Z;.
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Fig. 19: Torque exerted on the axis Z, for a given load. Fig. 20: Torque exerted on the axis Z; with load.

Finally, it is important that the load conditions were balanced on the rotation axis Z; instead
of mass center of link 2, since it is not located on the origin of f;. Although the load was bal-
anced about mass center of link 2, a torque arose exerted on the axis Z; when the link 2
reached the final position of 140° from the relaxed position (matching position of the frames f;
and f>), this torque can be looked at as a disturbance that control system of the PTG needs to
overcome for keeping the load in the final position as shown in Fig. 20. On the other hand, the
disturbance, shown in Fig. 18, almost vanished.

7. CONCLUSIONS

The analysis presented here allows computing recursively the torques required by a particu-
lar maneuver while the driver of the PTG allows it. On the other hand, load conditions were
balanced on the rotation axis to avoid the generation of torques added to disturbances arising
from the design of the electromechanical assembly or from any other sources. This principle
of mass stabilization is best achieved when the amount of disturbances is reduced.

REFERENCES
[1] J. Osborne, G. Hicks, and R. Fuentes, Global analysis of the double-gimbal mechanism,
IEEE Contr Syst Mag, 28, 44-64, 2008.

[2] J. M. Hilkert, Inertially stabilized platform technology, Concepts and principles. IEEE
Contr Syst Mag, 28: 26-46, 2008.

[3] M. K. Masten, Inertially stabilized platforms for optical imaging systems. IEEE Contr
Syst Mag, 28: 47-64, 2008.

[4] J. de Bruin, Control systems for mobile Satcom antennas, /[EEE Contr Syst Mag, 28: 87-
101, 2008.

[5] M. Algrain and R. Powers, Line-of-sight pointing accuracy-stability analysis and comput-
er simulation for small spacecraft, Proc. 10" Conference on Acquisition, Tracking, and

Pointing, Orlando, FL, USA, 1996.

[6] J. Ortega, Gunfire performance of stabilized electro-optical sights, Proc.13" Conference
on Acquisition, Tracking, and Pointing, Orlando, FL, USA, 1999.

-197 -



José Colin-V, Carlos Lopez-C, Moisés Arroyo-C, José¢ Romero-N

[7] M. Guelman, A. Kogan, A. Kazarian, A. Livine, M. Orenstien, H. Michalik, and S. Ar-
non, Acquisition and pointing control for inter-satellite laser communications. /EEE
Transaction on Aerospace and Electrononic Systems, 40: 1239-1249, 2004.

[8] H. G. Wang and T. C. Williams, Strategic inertial navigation systems-high-accuracy iner-
tially stabilized platforms for hostile environments. I[EEE Contr Syst Mag, 28: 65-85,
2008.

[9] A. Lawrence, Modern Inertial Technology, 2nd Ed., Springer-Verlag, 1998.

[10] J. C. DeBreuin, Derivation of line-of-sight stabilization equations for gimbaled-mirror
optical systems. Proc. Conference on Active and Adaptive Optical Components, San Die-
go, CA, USA, 1992.

[11] M. Algrain M. and D. Ehlers, Suppression of gyroscope noise effects in pointing and
tracking systems. Proc. 8th Conference on Acquisition, Tracking, and Pointing, Orlando,
FL, USA, 1994.

[12] P. Dahl, Solid Friction Damping of Mechanical Vibrations, Proc. Conference on AIAA
Guidance and Control, Boston, Mass, 1976.

[13] D. Kimbrell and D. Greenwald, Deterministic errors in pointing and tracking systems II-
Identification and correlation of dynamic errors. Proc. Conference on Acquisition, Track-
ing, and Pointing, Orlando, FL, USA, 1991.

[14] M. Todd and K. Johnson, Int J Mech Sci, 29: 339-354, 1987.

[15] W. M. Armstrong, Recursive solution to the equations of motion of an N-link manipula-
tor. Proc. Int. Conf. on Theory of Machines. Mechanisms, 1343-1346, 2007.

[16] D. E. Orin, R. B. McGhee, M. Vukobratovic, and G. Hartoch, Kinematic and kinetic
analysis of open-chain linkages utilizing Newton-Euler methods. J. Math. Biosci, Vol. 43,
107-130.

[17]1L. Y. S. Luh, M. W. Walker, and R. P. Paul, On line computational Scheme for Mechan-
ical Manipulators. ASME Transactions on Dynamic systems, measurements and control,
120, 69-76, 2006.

[18] S. Yoon and J. B. Lundberg, IEEE Trans Aerosp Electron Syst, 37, 1083-1091, 2001.

[19] P. Skoglar. Modelling and control of IR/EO-gimbal for UAV surveillance applications.
Ph D Thesis, Linkoping. 2002.

[20] J. Angeles, Fundamentals of Robotic Mechanical Systems: Theory, Methods, and Algo-
rithms, 2" Ed., Springer-Verlag, 2003.

- 198 -



Proceedings of MUSME 2011, the International Symposium
on Multibody Systems and Mechatronics
Valencia, Spain, 25-28 October 2011

ANALYSIS OF WEAR IN GUIDE BEARINGS FOR PNEUMATIC

ACTUATORS AND NEW SOLUTIONS FOR LONGER SERVICE LIFE
Guido Belforte!, Andrea Manuello Bertetto?,
Luigi Mazza' and Pier Francesco Orru?

! Department of Mechanics-Politecnico di Torino
Corso Duca degli Abruzzi, 24.
10129 Torino, Italy
e-mail: guido.belforte@polito.it;luigi.mazza@polito.it

2 Department of Mechanical Engineering-University of Cagliari
Piazza d’ Armi.
09123 Cagliari, Italy
e-mail: manuello@dimeca.unica.it;pforru@unica.it

Keywords: Pneumatics, pneumatic actuators, rod guide bearings, sealing systems

Abstract. Pneumatic actuation by high efficiency cylinders is one of the most commonly used
ways of moving grippers and arms in robotics. The paper describes a general methodology
for establishing the life of linear pneumatic actuators through a detailed analysis of behav-
iour as wear progresses. To optimize cylinder life vs. lost energy, the study focuses on the
rod-bushing interaction, investigating pressure distribution on the sliding interface. Finite
Element models of the rod guide system in different working conditions were developed in or-
der to analyze contact pressure distribution at the rod/guide interface. In addition, new solu-
tions consisting of two different front rod guide bearing mounting designs were proposed in
order to redistribute pressure at the rod/guide interface, thus improving performance and cyl-
inder service life.
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1 INTRODUCTION

Pneumatic actuation by means of linear actuators (cylinders) is one of the m ost commonly
used ways of moving grippers and arm s in robotics. To an increasing ex tent, wear resistant,
highly reliable and highly efficient pneum atic components are required in all industrial appli-
cations, in particular for automatic systems and robotics. There is a specific need to define the
performance of pneumatic cylinders in terms of service life, determined mainly by the behav-
iour of sliding parts: seals, guide bearing and piston slide ring. Seve ral standards cover life
analysis for pneumatic cylinders, with ISO 10099, CNOM O E06.22.115.N, and ISO 19973
being the references in this field. To overcom e the limitations of these standards, the major
manufacturers and several resear ch centres have investigated various methods for defining
and measuring linear actuator life, as studies and research in th is area can contribute to im -
proving the performance and durability of components and systems featuring sliding seals and
guides. Such components include pneumatic cylinders used extensively in industrial applica-
tions, where they are nominally subjected to axial loads but, typically, can also be subject to a
radial load. This load component puts significant stress on seal s and guide system s, thus pe-
nalizing actuator performance in terms of durability and service life. To be able to schedule
system maintenance correctly and prevent damage and machine downtime, it is important that
the durability of pneumatic cylinders and actuators can be assessed in advance as a function of
the main operating parameters.

A general method for evaluating pneum atic actuator service life a nd performance, with
particular reference to sliding parts, was develo ped in [1, 2]. A radial load was applied to the
rod in order to ensure that wear test conditi ons are similar to the actual service and operating
conditions for a pneum atic cylinder. As the app lied load is higher than that contem plated by
standards, accelerated life tests were carried ou t. An extensive failure an alysis and classifica-
tion of damage m odes made it possible to estab lish preventative maintenance procedures. In
[3, 4] a self-diagnostic approach using the change in velocity as a param eter for monitoring
was identified; a strategy for detecting faults was defined order to aid the identification of a
specific failure. The im portance of surface tr eatment on bearing efficiency and m icrome-
chanical aspects were investigated in [5-7]. In particular, a m odel was developed to predict
the normal load increase due to the entrapm ent of wear particles at the sliding counterface. A
criterion for determining pneumatic actuator life was defined in [8] by means of an analytical
model aimed at predicting rod/guide bearing wear . In [9-10], attention focused on the evalua-
tion of sealing system performance and efficiency; in particular, the contact pressure distribu-
tion at the sealing surface was found to be of fundamental importance to goo d system
operation.

This paper analyses pneumatic linear actuator behaviour when significant radial loads are
acting on the cylinder rod. In particular, the rod guide/bearing interaction is considered as re-
gards actions at the slid ing interface. The inve stigation was carried out both experim entally
and numerically by means of finite element analyses. A finite element model for analysing the
contact mechanism between the front head guiding system and the s liding rod in a line ar
pneumatic actuator under radial loads was develope d in order to investigate contact pressure
along the contact su rface. The m ost important parameters influencing rod/guide coupling
wear resistance were identified. Th e commercial configuration was used as starting point in
designing two different front guide bearing mounting solutions in order to redistribute contact
pressure, reduce peak pressure and thus ensu re more advantageous operating conditions in
terms of wear and durability. Numerical and experimental results were analy sed and com -
pared in order to define the m ost advantageous assembly configuration for the existing guide
bearing.
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2 MATERIALS AND TEST METHOD

The cylinders employed in the tests are double acting pneumatic cylinders as shown sche-
matically in Figure 1. T he rod (1), to which the external load is applied, is connected to the
piston (2); the piston seals (3) prevent compressed air leakage between the chambers. The cyl-
inder bore (4) is secured between the cylinder front (5) and rear head (6). The rod seal (7) on
the rod front head (5) is used to prevent com pressed air leakage to the outside environment.
Piston rod linear motion is guided by means of the piston slide ring (8) and the guide bearing
(9). Lubricated-for-life polyurethane lip seals are used.

6 3) (4 S 7

Figure 1: Cylinder schematics.

CNOMO and ISO standards establish test m ethods for performing wear cycles on com -
mercial cylinders subjected to radial loads applied to the rod, specifying cylinder supply pres-
sure, compressed air supply, filtration conditions, rod velocity and the load applied to the rod.
In the investigation presented herein, tests were carried out on cylinders subjected to radial
load, taking into account the conditions established by standards (ISO 10099, 1999; CNOMO
E06.22.115.N, 1992; ISO/DIS19973, 2005), but considering a more severe loading condition
with higher radial load.

A test rig, shown in Figure 2a, was designed and manufactured to perform wear and life
tests. The cylinders are rigidly retained to a fixed frame which keeps the axis horizontal, while
a weight is applied to the cylind er rods to im pose a radial load. Tests consist of perform ing
complete rod extension and retraction cycles, controlled by an electro-pneumatic circuit, until
seals can no longer prevent leakage. The basic conditions for these tests included compressed
dry air, filtration (40 pm), supply pressure 6.3 bar, and m ean velocity of about 0.3 m/s. Tests
were carried out on groups of five-seven cy linders with 50 mm bore and 250 mm stroke. Cyl-
inder groups were subjected to a radial load of 100 N.

Several test parameters were measured in order to evaluate cylinder life and define cylin-
der failure under the radial loads, checking for seal leakage and rod axis misalignment in par-
ticular. As cylinder failure is often caused by se al collapse, a leakage test was carried out to
highlight this phenom enon. Cylinder operation wa s periodically interrupted and the front
chamber or the rear chamber were pressurised se parately to an initia 1 pressure of 10 bar as
illustrated in Figure 2b. A circu it (1) was supplie d with filtered com pressed air (2) having a
regulated pressure (3). A valve (4) isolates th e chamber under test (3) and the pressure drop
Ap is measured after one hour by means of manometer (4). The cy linder is considered to be
completely unserviceable upon re aching a relative pressure dr op of 10 bar, corresponding to
complete chamber emptying.
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Figure 2: Cylinder life test rig (a), leakage circuit (b), wear measurement schematics (c)

Cylinder rod front bearing wear is a fundamental parameter influencing cylinder operating
conditions and service life. As the cylinder can no longer move when the rod front bearing
reaches a certain level of wear, it is important to evaluate how wear progresses during the cyl-
inder’s operating life. Guide bearing wear wa s evaluated by m easuring the progress of rod
misalignment arising from increases in the cl earance between rod and front guide. Test rig
schematics for this measurement are shown in Figure 2c. The cylinder is secured to the fixed
frame and the rod extended until the piston touches the cylinder front head; a linear displace-
ment gauge (comparator) is placed in a precise ly defined point. Bearin g clearance and wear
consumption can be calculated by means of this measurement.

As the free body diagram in Figure 3 shows, reaction force Rb during cylinder reciprocat-
ing motion with the rod under radial lo ad is higher than reaction force Rp in order to guaran-
tee equilibrium; Rp is the slide rin g reaction acting on th e piston and Q is the rad ial load
applied at the free end of the rod. The free body diagram refers to static conditions (no inertial
load) without friction. Unfortunately, as will be shown later, this reaction force is distributed
on a small contact area along the contact surface between the rod and the guide bearing.
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o]

S e T

Q

Figure 3: Rod - piston free body diagram.

To obtain better contact pressure distribution at the rod/guide bearing interface, two differ-
ent guide bearing installations in the front head are proposed. Figure 4 shows a comparison of
the original front head (Figur e 4a) and the m odified unit (Figure 4b). The original solution
consists of a guide bearing (2) press-fit in the front head body (1); the modified versions are
provided with a low stiffness m ating support between the head body and the external surface
of the guide bearing. This suppor t is tapered, with the thicker side assembled on the internal
part of the head so that the bearing can change orientation slightly to accommodate for rod
deformation under load, which should occur w  hile maintaining an acceptable rod angular
misalignment. The first modified solution consists of a tapered support consisting of a hom o-
geneous polymeric material having a Young’s modulus of 450 MPa (E1) and a Poisson’s ratio
of 0.45. To make it possible to install the supp ort, it was necessary to insert a spacer (4) be-
side the tapered support.

7 N
m\\\ig
Figure 4: Original and modified front head.

The second solution features a tapered support consisting of two polym eric materials (bi-
material version); in this case, the thinner co nical part is made of polyurethane (Adiprene®,
Young’s modulus 200 MPa- E2). Figure 5 shows th e three different analysed solutions: the
commercial rod/guide bearing assembly (5a), th e first modified solution provided with a sin-
gle tapered support (5b), and the second m odified solution provided with a double tapered
support (5¢). The ratio of the axial length of the polyurethane portion (L ») to total bear ing
length (L) is 40%.

Figure 5: The analysed rod-bearing assembly.
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The assembly sequence of the two modified configurations is shown in Figure 6, which
depicts the head body (1), the tap ered support (3) coupled to the guide bearing, the spacer (4)
and the flange (5).

i@o@i‘* o

Figure 6: Assembly sequence for the modified configuration.

3 THE NUMERICAL MODEL

The distribution of contact forces at the sliding interface gives rise to wear phenomena that
lead to actuator collapse as a result of the deterioration in rod seal and guide system operating
conditions. The interface forces are clear from such consequences on the actuator as rod mis-
alignment. Guide bearing wear measurements yield information about the performance of the
actuator as a whole, but nothing ab out the local distribution of the forces exchanged at the in-
terface. An analysis of this distribu tion could provide the foundation for optim ising contact
pressure patterns and thus increasing actuator life.

The guide bearing/rod system’s structural behaviour was investigated through a numerical
finite element analysis implemented using a commercial code (ANSYS Rel.11.0). The model
represents the moving member of the actuator, coupled to the rod guide bearing housed in the
cylinder front head.

A radial load of 100 N was a pplied to the free end of the rod, assem bled horizontally. At
the opposite end, a system of constraints was a pplied on the horizontal di ameter so that the
only degree of freedom is a rotation around a horizo ntal axis perpendicular to the rod axis, as
can be seen in Figure 7. These constraints were produced by preventing the three independent
translation movements. This reproduces the actual constraint on the cylinder’s m oving mem-
ber (piston and rod) that results from assembling it in the cylinder bore. The constraint be-
tween piston and the cylinder bore, in fact, is a running fit produced by the piston slide ring
which, with small angular displacements as the rod flexes, is low in stiffness.

aj

Figure 7: Load and constraint modelled by finite element method.

-205-



Guido Belforte, Andrea Manuello Bertetto, Luigi Mazza, Pier Francesco Orru

In turn, the rod is inserted in a guide bearing with a running fit that entails contact friction.
As regards the constraints in the rod guide bear ing, which is press-fit in the cylinder front
head, all movements have been prevented at the seat-bearing interface, or in other words on
the outer surface of the bearing.
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Figure 8: Detail of the bearing mesh.

Figure 8 shows details of the models of the bearing and rod assem bly, which take advan-
tage of the conditions of symmetry for the case in question. An increased mesh density is used
at contact. The m odel was defined using SO LID 45 8-node hexahedral elem ents. Average
element size is approximately 1.30 mm per side, wh ile mesh density is increased in the area
where the stress gradient is believed to be higher by using approximately 0.25 mm elements; a
sensitivity analysis was conducted by using an increasingly fine discretization until the results
were no longer sensitive to further increases in mesh density.

Contact between bearing and rod was modelled using surface-surface CONTACT 170 and
TARGET 174 elements. As constraints and loads are geometrically symmetrical with respect
to the vertical plane, only one half of the structure was modelled and constraints were applied
to enforce the symmetry.

The bearing was m odelled with a radial thic kness of 0.25 mm of m aterial consisting of a
bronze alloy and PTFE, with a steel outer race having a radial thickness of 1.25mm. The pres-
ence of the PTFE fil m (whose thickness is in the order of a few um ) between the rod and
bearing was taken into account through the contact elements’ friction coefficient. Operation
was modelled for the fully extended position.

Clearance is completely taken up at the bo ttom contact because of the downward-acting
load applied at the end of the rod, while rod deflection along the length of the bearing does
not take up the clearance at the top. This phenomenon was modelled by eliminating the con-
tact elements at the upper interface.

4 FEM RESULTS

The analysis compared contact pressures along the lower generating line of the rod at the
interface with the bearing. Contact pressure is plotted in th e graph in Figure 9. The three
curves refer to the three different solutions under study: the commercial unit and the two con-
figurations provided with a tapered polym eric support around the front guide bearing. Analy-
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ses were carried out con sidering the cylinder rod completely extended in the outstrok e posi-

tion.
Distance along contact surface (m)
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Figure 9: Contact pressure along the contact surface.

As can be s een, the contact pressure in the commercial solution a) is concentrated in a
small portion of the contact surface near the outer extreme section of the guide bearing, where
the contact pressure reaches its m aximum. Most of the axial length of th e bearing is not used
to distribute contact pressure. A pattern of th is kind is clear from such consequences on the
actuator as bearing damage, rod misalignment and premature breakdown.

Configuration b), with a tapered support consisting of a single polymeric material, shows a
different pattern, as peak contact pressure is lower than in the commercial case a). The contact
pressure distribution is smoother and entails a better redistribution over the axial length.

Configuration c) refers to a tapered suppor t consisting of two polym eric materials (bi-
material); the contact pressure distribution pattern is similar to the previous case b). The pres-
sure peak is lower than in the other cases, and a better redistribution over a longer axial length
is achieved. As configurations b) and c) reduce peak pressure and redistribute contact pressure
over a longer bearing axial leng th, they should provide more advantageous conditions in
terms of wear and durability.

5 TEST RESULTS

Results are given below for tests carried out to evaluate front head bearing wear and rod
travel distance to failure. Wear at the guide bearing versus displacement is shown in Figure 10
for the commercial cylinder, configuration a) and the modified solution with the tapered sup-
port, configuration b). Configur ation b) shows a higher travel distance to failure than the
commercial case a), while cylinders with the tapered polymeric support benefit from the more
advantageous contact pressure with reduced pe ak pressure and better redistribution over the
contact length on the front guide bearing.

As can be seen, m aximum clearance at failure is very close to 1.0 - 1.2 mm. This lim it is
due to the fact that, in most cases, cylinders fail as a result of front head seal collap se: guide
bearing wear leads to rod m isalignment, whereupon operating fluid pr essure and friction
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forces unseat and extrude the seal. For this reason, changes in sealing efficiency (leakage test)
are sufficiently significant for purposes of cylinder life pred iction. Among the other parame-
ters that might be taken into consideration in predicting failure, an important role seems to be
played by measured bearing wear. In most cases, in fact, after the initial running-in phase and
an intermediate phase with a low wear rate, w ear behaviour rises sharply to a maximum level
prior to reaching the travel distance to failure. This information could help in predicting cyl-
inder service life.
Though meaningful for laboratory tests, the seali ng efficiency analysis is not feasible for

systematic checks in service given the need for special equipment and long testing periods.
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Figure 10: Clearance at guide bearing versus displacement (configuration a) and b)).

Figure 11 shows wear at guide bearing versus increasi ng displacement for the new con-
figuration c) provided w ith a tapered support made of two polym eric materials. Despite the
low wear values, which would seem to indicate good performance, travel distance to failure is
lower than that of the original solution a). Consequently, this design shows the worst per-

formance of the three configurations under study.
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Figure 11: Clearance at guide bearing versus displacement (configuration c)).

Figure (12) shows rod travel distance to failure for the th ree cylinder groups under test;
groups of at least 5 cylinders were considere d. Differences in perform ance from the stand-
point of cylinder service life can be readily observed. To su mmarize the results obtained, av-
erage service life values are shown in Figure 13. Cylinders in configuration b), whose front
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head is provided with a tapered support consis ting of a single m aterial, show the best per-
formance. Solution b), in fact, shows significant improvement in terms of service life, which
is nearly double that of the original configuration a).

100001
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Figure 13: Travel distance to failure.

6 CONCLUSIONS

The paper investigated pneumatic linear actuator service life when significant radial loads
are acting on the cylinder rod. In particular, the rod/guide bearing interaction was found to be
fundamental in defining performance and actuator travel distance to failure. For this purpose,
contact pressure distribution at the sliding interface was analysed startin g from the commer-
cial configuration since, in this configuration, most of the axia 1 length of the bearing is not
used to distribute contact pressure: the contact pr essure is concentrated in a sm all portion of
the contact surface near the outer extrem e section of the guide bearing. To i mprove cylinder
performance, new solutions consisting of diffe rent front rod guide b earing mounting designs
were proposed in order to redistribute pressure at the rod/guide interface, thus improving per-
formance and cylinder service life. New cylinders with the front head provided with a tapered
support consisting of a single m aterial show the best perform ance. This new configuration
provided significant improvement in terms of service life, with durability values about twice
those of the commercial configuration.
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Abstract. The paper presents an innovative test bench conceived for friction measurements in
piston sealing and guide rings for reciprocating compressors. After a short introduction con-
cerning the problematic the test bench is designed for, we will focus on the mechatronic as-
pects of the design in order to achieve a safe operational mode even during long lasting un-
manned tests. The working principles and the construction techniques will be described with
particular attention to the guidance system of the moving elements and to the friction force
measurement system. Preliminary test results on a sample of guide ring will also be shown.
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INTRODUCTION

Mechanical design is now more involved in the aspects of eco sustainability in order to
minimize the emission of pollutants and to reduce energetic consumption. Reciprocating com-
pressors are an interesting application where eco-sustainable design can lead to encouraging
results. By using innovative low friction materials it is possible to develop new families of
compressor able to reach high energetic efficiency even without using lubricants. To achieve
the goal it is vital to accurately design the sliding elements, develop testing rigs to evaluate
the performance of the new components and/or the new materials.

The state of the art concerning the study about contact characteristics, friction and wear in
the cylinders between sealing, guide rings and barrel is full of applications. In some of the
cases the study was carried out using specific case samples, in other cases specific testing ma-
chines were designed to investigate and measure the real component.

In [1] the behaviour of guide ring — barrel contact is investigated with respect to the advant-
ages obtained by the use of Laser Surface Texturing on the external surface of the ring. The
test was conducted using samples which consist in a section of the ring (40° arc). An electric
driven crank system provides reciprocating motion. The results showed a reduction of the
friction about 25% with respect to an identical ring without texturing.

In [2] is shown a test rig to evaluate wear phenomena between the piston ring and its housing
on a piston from an hydraulic motor. Wear has been estimated from the mass reduction of the
ring itself, from contact surface shape variations and from the roughness. Moreover the effects
on the wear behaviour of some characteristic dimensions of the housing has been taken into
account.

In [3] the effects of lubrication on friction wear in the contact between piston and barrel of a
diesel engine cylinder were studied. Annular guide rings and a flat testing surface to simulate
the barrel were used. Tests were conducted with a standard test bench according to the ASTM
normatives. It allowed to measure the friction force and the wear under several pressure and
temperature conditions and with different kinds of lubricants.

In [4] the wear of guide rings and sealings for reciprocating compressors was studied. The
rings were manufactured in PTFE with different additives: carbon, molybdenum disulphide,
bronze and ceramic. Samples were tested in controlled environment ( O2 atmosphere, air and
noble gas) and without lubrication. The test rig is a reciprocating compressor on which
sensors and instruments were applied for the purpose.

In [5] are represented the studies conducted to evaluate the friction coefficient and the wear
on sealing rings from refrigerator gas compressors. Test were conducted without lubrication
by using a “pin—on-disk” standard test bench. The “pin”, manufactured in steel, represent the
ring while the DLC (Diamond-Like Carbon) coated steel disk represents the barrel. Tests
were conducted in controlled atmosphere and the results are shown in function of the type of
cooling gas which was used for the test.

In [6] a study for measuring the friction force in automotive engine guide rings. The test rig
was obtained by modifying one of the four cylinders of a commercial engine and setting in-
strumentation on it. The barrel was modified to float axially then was connected to the frame
with load cells. Said cells act as a support for the barrel and measure the friction force ex-
changed with the piston.During operation the cylinder is never pressurized. Tests can also be
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conducted at different temperatures by heating the barrel with an electric resistance. Friction
is studied in function of the lubrication for different position of the piston in the barrel.

This paper presents an innovative test bench conceived for friction measurements in piston
sealing and guide rings for reciprocating compressors. The stand is designed in order to simu-
late the typical operating conditions for a compressor in order to evaluate the behaviour of the
rings in terms of friction force and wear. The bench is powered with a modern technology
consisting in a couple of linear motors, propelling units able to reach excellent acceleration
and speed performance. Such an extreme performance is needed to reach the operating values
typical of a reciprocating piston compressor; the choice over that kind of motion was also due
to the necessity of variating the parameters of the motion profile in order to perform life en-
durance tests. The working principles and the construction techniques will be described with
particular attention to the guidance system of the moving elements and to the friction force
measurement system. First test results on a sample of guide ring will be presented.

1 DESCRIPTION OF THE TEST BENCH

The test rig visible in figure 1 whose sketch design is in figure 2 consists in a linear motor
(1) which carries a custom designed piston (2) which can house samples obtained from guide
sealing rings (3) shaped as a circumference arc. The motor drives the piston across a barrel (4)
from a commercial compressor.

The barrel is supported by a rigid plate (5) suspended on an air bearing system
(6) with negligible friction. The air bearing system guides the barrel-plate group across the
direction of the friction force which is obviously the axis of the barrel itself. The mentioned
force is then measured with a load cell (7) which connect the barrel-plate group to the frame

(3).

Figure 1. Complexive CAD view of the test rig.
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Figure 2 : Schematic view of the test rig.

The friction force generated in the contact between ring samples and barrel is transmitted
to the load cell and therefore measured. The piston was designed to press radially the sample
against the barrel internal surface to simulate the load applied on the sealing rings and repro-
duce the contact pressure between ring and barrel.

The bench is powered with a modern technology consisting in a couple of linear motors
which are the core of the actuator (1). It is designed to reach the operating speed of a reciproc-
ating piston compressor which ranges up to 5 m/s and implies accelerations higher than 25
times the gravity. .Figure 3a shows the test rig while a close view of the barrel under test is in
figure 3b.

Figure 3a : The test rig Figure 3b : Particular of the barrel

The test rig is designed to perform tribological measurements during which the friction
characteristics are evaluated referring to specific ring samples. The test bench in its actual
configuration is designed for operating with compressor piston rings but the implements can
easily be changed to reconfigure the apparatus for other sealing systems or friction testing
purposes.

2 ACTUATION AND POWER TRANSFER

The linear actuator used in the application is able to exert a peak force of 1.370 N and a
continuative thrust of 490N, supported by a series of pneumatic bearings with a tolerance un-
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der 20 micrometers, can reach a peak speed value of 5 m/s in a stroke of 100 mm with accel -
erations ranging up to 250 m/s?.

Such extreme performance and the small cycle time require a particular driver consisting in
two DSPs running at 800 MHz which automates the whole functionalities. Programmed in a
subset of the ANSI C language it drives a set of IGBT switching modules which provide the
necessary 3 phase currents to the motor coils drawing power from a 600 V DC bus. The DC
bus can output a maximum of 40 A in sustained mode with peaks ranging to 80A by dischar-
ging the regenerative capacitors which will recover the kinetic energy during deceleration.
Regenerative DC bus is vital to contain energy consumption when the motion profile implies
cyclic acceleration/deceleration. The driver itself provides open loop protection against coil
overheating by recording the integrative value of the motor current taken into account the
thermal characteristics of the mounting. This feature, with appropriate control, closes the loop
into the main program cycle by introducing time delays between the runs in order to let the
motor cool down before a new starts. It then performs a real time adaptation which allows to
minimize the pauses between the cycles and increase productivity during life tests.

3 PERFORMANCE ASSESSMENT

Figure 4 shows a typical trapezoidal profile obtained during a test. One motor was powered
during this experiment and the piston accelerated at 150 m/s? and reached a target speed of 3,5
m/s (red line), the motion was completed in 100 mm while the motor reached its maximum
peak current of 20 A (yellow line).

The motion profile must reproduce the characteristics encountered in modern reciprocating
compressors which range up to 5 m/s. To achieve such speed in the same stroke lengths of a
compressor it is necessary to accelerate at more than 20 g.

25
20
15
10
5
0
0 20 40 60 100 120 140 160 180 200
-5 == Real position /
10 10 [mm]
== Real speed
-15 [m/s]
Coil measured
-20 current [A]
.25 == [t motor
) calculated
Time [ms] value [s-A?]

Figure 4 : Motion profile acquired during a test.
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By using a trapezoidal velocity profile it is possible to reach and hold the target speed for a
stroke of 10 .. 15 mm to allow the correct friction force measurement during one stroke. The
system allows to accelerate at 250 m/s2 in its definitive configuration with both the motors
coupled. The driver allows also to perform tests with only one motor for refining the control
parameters and when the tuning is complete both motors are put together and controlled in a
gantry strategy with software limitations of the interaction force between the two.

4 SAFETY ISSUES

The linear actuation relies on pneumatic bearing which is the only technology able to reach
such speed with low energy consumption by avoiding friction. The pneumatic bearing system
requires uninterruptable filtered air supply which is ensured by a pneumatic accumulator and
strictly monitored from the actuator program.

An UPS ensure the same level of protection on the electric side by keeping the 24V control
power line free from electrical power down. Every aspect is monitored by the control software
which performs different behaviours on reaction to the possible power failures. Figure 4
shows the structure of the safety and control hardware where M1 and M2 represent the couple
of motors to be controlled.

The power line (400 VAC) enters the electronic rack through an RF filter to suppress high
frequency disturbances which arises from the driver and is interrupted by the main safety re-
lay which is directly driven by the electronics.
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Figure 5 : Functional blocks of the control hardware.
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The safety relay enables the main AC to be sent to the HVDC converter which provides
the 600 V DC bus to supply the power section of the driver. A 24 V transformer provide low
voltage to the safety lines and the auxiliaries such as signal conditioners then the 24 V current
is sent through the UPS to power the logic of the IGBT driver. This solution ensures automat-
ic back up of the supply to the electronics which will be able to activate the braking also in
defect of the main power.

The auxiliary supply line is controlled by user key switch and hardware safeties prevent
unauthorized start-up when the air pressure from the pneumatic circuit is too low.

In the meanwhile a secondary pressure sensor is directly connected to the driver logic in
order to ensure a faster intervention in the case of a pneumatic failure which would lead to a
loss in the supply pressure of the air bearings. High performance pressure sensors with a dy-
namic of 5000 Hz are used for this purpose in order to be able to detect a pressure fall before
it goes under a safe value even during a cycle (intervention time of some ms).

Unmanned 24/7 operation is the target which will soon be achieved for testing the opera-
tional life of compressor components.

5 FORCE MEASUREMENTS

The measurement of the friction force is demanded to the load cell which is subjected to
the only force coming from the piston, the test rig is aligned and the plane containing the
pneumatic bearings is kept perfectly horizontal with a tolerance of 1/1000 slope.
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Figure 6 : Acquired friction force

Figure 6 shows a typical results of force and velocity signals acquired during the motion
with the use of the conventional load cell.

The typical spring-mass behaviour of the measure chain is noticeable and shows the exact
representation of the influence of the measure chain on the measurement itself. The force sig-
nal oscillates around an average value with a sinusoidal behaviour at a frequency of approx-
imately 80 Hz. It is due to the oscillation of the barrel (ca 25 kg mass) supported by a friction-
less bearing and connected to the frame with an inadequately stiff load cell. The measurement
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is in this case feasible because the frictional decay leads the sinusoidal component to vanish
some milliseconds after the target speed has been reached. Two solutions have been adopted,
proved the acceptance of a ballistic measurement during the data processing the force signal
has been averaged considering the data when the speed was in range. A second solution is to
identify the sequence of at least four minimum and maximum of oscillation and extract the es-
timated friction coefficient from the decay. The first method is the one actually in use for pro-
cessing the data coming from the preliminary tests.

Different setups of the force measurement chain have been designed in order to gain the best
performance. Originally the system was designed to operate with a conventional strain gauge
load cell for performing friction force measurements while the cell would have been substi-
tuted with an iron bar for performing wear analysis and life tests. This choice is due to the fact
that using a conventional load cell for life measurements is useless because the huge amount
of data gathered would never be processed and on the other side a fatigue load cell would
have proved to be not accurate enough for a friction force measurement.

The conventional load cell is installed on the machine at the moment. The iron bar will then
be equipped with a simple set of strain gauges in order to have a cheap recording of an aver-
age force value even during longlasting tests for monitoring purposes.

The results of a first session performed on a polymeric sample with the speed not exceeding 4
m/s is then shown in figure 7. The values have been averaged and a final value of the friction
force could be obtained. The tests were conducted at different pressure levels under the mem-
brane and it is all resumed in the figure. The validity of the acquired data has been then veri-
fied by evaluating a conventional friction coefficient. The acquired friction force has been
compared with the product of the pressure under the membrane and the ideal measure of the
contact surface. The values obtained confirm that the friction coefficient value is coherent
with the characteristic data of these polymers. As visible in figure 8 the friction coefficient
varies with the speed with a tendency which approximates the Stribeck law and remains stable
with the pressure.
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Figure 7 : Acquired friction force.

-219-



Luigi Mazza, Andrea Trivella, Roberto Grassi

During the construction a third measurement system was taken in consideration, based on a
piezoelectric load cell and a charge amplifier. This product allows to reach an extremely high-
er stiffness with respect to a strain gauge system with the same accuracy and appears to be a
valid alternative which will improve the dynamic of the whole measure chain.
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Figure 8 : Evaluated friction coefficient.

6 CONCLUSIONS

The test rig which has been presented in the paper is the response to the need of perform-
ing tribological measurements during which the friction characteristics are evaluated referring
to specific ring samples. The test bench operates with compressor piston rings but the imple-
ments can easily be changed to reconfigure the apparatus for other testing purposes. The stand
described in this paper can simulate the typical operating conditions for a compressor and is
used to evaluate the behaviour of the rings in terms of friction force and wear. The effective-
ness of using electric linear motors has been proved and it will lead to an innovative class of
friction force measurements at high speed which tends to be more close to the industrial
needs.

The set up campaign of the control hardware led to the assessment of the most of the initial
specifications. The control is proved to be able to run the motor at 4 m/s with a tolerance in
speed generation less than 5 % taken into account the overshoot while any ripple and/or inac-
curacy in the motion profile stays adequately below this value after the transitory has ended.
The effective acceleration obtained during the tests is above the specification: 260 m/s? have
been proved to be reachable but for safety reasons the motor will not run exceeding the initial
specifications.

Particular care was given to measuring sensors and security aspects, the unit can perform
unmanned 24/7 operation and can react to events like electrical power failures by automatic-
ally restarting the testing cycle after the restoration. The dynamic issues in force measurement
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have proved to be noticeable and their effect will be minimized with the installation of an
higher class piezoelectric load cell which will increase the natural frequency of the measuring
side of more than an order of magnitude.

The first assessment campaign proved the reliability of the whole system even if affected
by dynamic problems. The repeatablity of the measure has been verified for speeds not ex-
ceeding 4 m/s by testing a statistically accepted number of samples and verifying that the dis-
persion of the measurement data is acceptable. The data analysis was performed by averaging
the force value after the transitory.

Next steps will lead to the assessment of the measure chain for target speed by introducing
the ballistic measurement and conditioning the data taking into account the dynamic of the
measure chain itself. Accuracy calculations and error spreading evaluation will therefore be
necessary because the influence of new parameters such as mass and stiffness will have to be
taken into account.

The expected result will be a testing machine able to perform pure linear friction measure-
ments directly on a portion of a piston ring in operative conditions at speeds only reachable
with Pin on Disc and similar technologies with high repeatability.

It will also be equipped with a standard holder for high speed friction and wear testing on
flat samples on an interchangeable counterpart.
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Abstract. This paper presents the study of a test rig, with electro-hydraulic actuation,
adopted to characterize vibration isolators (vibration absorbers for machineries, seismic iso-
lators, etc.). The machine was designed primarily to characterize elastomeric seismic isola-
tors in order to find their hysteretic response under periodic deformations and to give its
mathematical expression by means of the Bouc-Wen model. The test rig can also be used as a
vibrating table in order to simulate horizontal ground motions and to characterize the dynam-
ic behavior of small isolated systems, sensitive to accelerations. An application could be the
study of electric cabinets or statues subject to seismic accelerations. In the first application
the motion of the shake table of the rig is contrasted by the insulators restoring force; in the
second case the actions derive from the relative motion between the shake table itself and the
suspended body; in both cases the control system must guarantee the desired motion of the
shake table or the desired force acting on it. The goal of the paper is to present a mathemati-
cal model of the electro-hydraulic actuation necessary to develop an accurate control system.
The model parameters have been obtained using an iterative optimization technique starting
from experimental data. The proposed method can be also used in many systems hydraulically
actuated, whereby the identification of several parameters, is required to study the system dy-
namics.
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1 INTRODUCTION

Passive isolators are used to reduce the horizontal acceleration transmissibility. They con-
sist of elements that dissipate energy and prevent system from the dangerous conditions of
resonance. These insulators are characterized by means of experimental tests during which
they are periodically deformed in the horizontal direction while a constant vertical load is ap-
plied. Through these tests it is possible to deduce the force-displacement cycle, and subse-
quently derive the parameters of the Bouc-Wen hysteretic model that allows to describe the
cycle analytically. Due to the relatively low frequency required for seismic testing, servohy-
draulic (electro-hydraulic) shakers are generally used with a control system to guarantee the
shake table to follow the desired displacement law; for this purpose it is necessary to develop
an accurate dynamic model of the actuation system. Moreover the knowledge of this model is
important for other purposes, like, for example, the preliminary simulation testing or the si-
mulations performed to modify the machine components, etc.

The electro-hydraulic actuation system moving the shake table is characterized by an high
power/mass ratio and a fast response [1] but, as well-known, it exhibits a significant nonlinear
behavior due to the flow/pressure characteristics, variations in the trapped fluid volume due to
piston motion and fluid compressibility. Moreover, other factors, such as flow forces and
their effects on the spool position and friction could contribute to the nonlinear behavior of
the system [4]; these nonlinearities make the mathematical model more complex.

In the following, a mathematical model of the actuation system is described; then the pro-
cedure adopted to identify the system parameters and the correspondent results are reported;
finally, starting from the estimated parameters, the model validation is performed.

2 TEST RIG DESCRIPTION

The main parts of the test rig are reported in Fig. (1) and Fig. (2); it consists of a fixed
base, a hydraulic actuator moving a shake table (plant size of 1800x1590 mm) on linear
guides with recirculating ball-bearing. On the shake table, the bottom side of the DUT (device
under test) is fixed, while the upper end of the device is connected to the vertical slide that
can (vertically) translate with respect to the contrasting structure.

T ¥

Figure 1 — Test rig
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Figure 2 — Test rig components

The vertical hydraulic jack exerts a force (max 850 kN) on the vertical slide, which in turn
exerts a compression effort to the DUT. The contrasting structure absorbs the jack force and
transmits it to the base trough four steel rods.

The main parts of the hydraulic power unit depicted in Fig. (3) consists of an axial volume-
tric piston pump powered by a 57 kW electric motor. The pump is characterized by a variable
displacement in the range 70-140 cm’, a maximum pressure of 210 bar and the maximum
flowrate equal to 313 I/min. Downstream of the pump there is a pressure relief valve.

The other three main parts of the hydraulic circuit are the four way-three positions propor-
tional valve, the flow distribution system (that will be described in detail below) and the hy-
draulic cylinder.

The horizontal hydraulic cylinder is constituted by a cylindrical barrel divided into two
equal parts by a diaphragm; inside each part there is a piston whose rod is connected to the
fixed base; so, the actuator has a mobile barrel and fixed pistons. In Fig. (4) are also hig-
hlighted the four feeding chambers (1A, 2A, 1B, 2B) that are supplied through holes drilled
along the axis of the rods.

The flow distribution system allows to have a large operation field. In fact, through a sys-
tem of six three-way valves and two servo-valves it is possible to have different power confi-
gurations . The horizontal force can vary in the range of 50-190kN and the maximum speed in
the range of 0.5-2.2m/s; the maximum stroke is 400mm (£ 200mm) and it’s possible to assign
a harmonic motion with maximum frequency of 10Hz.
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With reference to the sketch of Fig. (4), it is possible to choose one of the following power

configurations:

a) 1A + 2B (or 1B +2 A): condition of maximum load and minimum speed;
b) 2A + 1A (or 1B +2 B): condition of minimum load and maximum speed;

¢) 1A (or 1B): intermediate state;
d) 2A (or 2B): intermediate state.

The position of the horizontal shake table and the force exerted by the actuator on it are de-
tected by a position sensor and a load cell respectively, placed between the shake table and the
actuator, according to the sketch in Fig. (5). In the same figure it is shown that the force
couple (F-h) acting on the whole system (hydraulic cylinder + shake table), caused by the ac-
tion of the cylinder and the reaction of the DUT, is balanced by the vertical reactions of the

linear guides (R'd).
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Figure 5 — Reaction forces of the linear guides

As depicted in Fig. (6), disassembling the two contrasting structures, including the four
steel rods and the hydraulic jack, the machine can also be used as a vibrating mono-axial
shake table, in order to simulate horizontal ground motions and to allow the experimental
study of small isolated systems, sensitive to accelerations.

Figure 6 — A light suspended structure on the shake table
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3 THE MATHEMATICAL MODEL

The mathematical model of the actuation system is referred to the power configuration
1A+2B (or, equivalently, 1B+2A) as indicated in Fig. (7).

Moreover the model regards only the shake table movements without the force exerted by
the DUT or the actions due to a suspended mass (Fig. (8)).

1A+2B / 1B+2A

Figure 7 — Selected power configuration,
in the right figure green and red colors indicate parts of the circuit
connected with the pump and the tank respectively

Figure 8 — Shake table without external force

In order to write the mathematical model of the hydraulic circuit, the following hypothesis
have been done: a) fluid properties not depending on the temperature; b) equal piston areas for
each sides; c) equal oil volume for each side; d) the presence of the accumulators is neglected.

Furthermore the shake table is modeled as a one DOF system on which act the actuation
force and the friction forces. In particular the actuator can be modeled as a double-ended hy-
draulic cylinder driven by a four-way spool valve. As reported in Fig. (9) the actual cylinder
was replaced with a cylinder with fixed barrel and mobile piston with load area equal to the
equivalent area obtained with the actual flow distribution system depicted in Fig. (7).
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Figure 9 — Schematic of hydraulic actuator adopted for the mathematical model

The differential equations governing the hydraulic actuation system dynamics are given in
[1]. The control pressure dynamics is given by:

V, ¢ .
P = Aj+0, 1
3 Ly+0, (D

where:

P, = P4-Pj is the load pressure;
Vo=V4=Vp is the oil volume contained between the piston and the valve in each side
for the particular case of the centered piston position;
Ap, is the equivalent piston area;
Or= (041+03p)/2, commonly called load flow, represents the average flows in the two
lines;
p is the effective Bulk modulus;
y is the piston displacement.

@ Valve body (8) Main stage position transducer
@ Main stage Spool ® Integral electronics

® Pilot valve @ Communication connector

(@) Pilot valve position transducer (® Main connector

Figure 10 — Four-way valve
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Analyzing the datasheet of the valve (ATOS, mod. DPZ0-LE-370-L540 - Fig. (10)) and us-
ing the results of the study of the actuator dynamics reported in [1] it’s possible to write the
load flow as follows:

S,) .
0, =[P ~sign(v)F, . @
L ZAR{Y L
where P; is the supply pressure that we assume constant and regulated by the pressure re-
lief valve, 4P, is the valve reference pressure drop, v. is the spool position signal from the
main stage of the valve that is proportional to the spool position x,, reported in Fig. (9); final-
ly f{v.) is the maximum flow that passes through the valve at the reference pressure drop and

has the follow expression:
f)=kpy,, ©)

where k, is the slope of the linear function reported in Fig. (11).

400

320
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Figure 11 — flow-tension characteristic at the reference pressure drop

The following two relationships must be considered in order to relate v, with the valve in-
put tension u:

- the first one is the relationship between u. and v, that is the effective valve command
tension regulating by the integral electronic driver of the valve:

. ko, +v, if u.20
c . >
ku.+v,, if u, <0

en”c

“)

where vy, kep and k., are parameters that allow to model the bias, positive scale, nega-
tive scale regulation respectively as indicated in Fig. (12).
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Figure 12 — Analog electronic driver integrated to the valve

- the second relationships describes the dynamics of the valve (Fig. (13)):
‘.).e
+

28,
a)2 [0

nv

V,+Vv, =V, %)

nv

where parameters w,, and ¢, are the natural frequency and damping ratio of the servo-
valve, respectively.
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Figure 13 — Bode diagrams of the valve

Differently from the diagrams reported in Fig. (13), the parameters w,, and &, have been
considered not depending on the regulation value.

The preliminary experimental tests executed with the same u, law at different supply pres-
sure (Fig. (14)) have shown that the real expression of f{v,) isn’t linear as indicated in the da-
tasheet, but it is described by a non symmetric law with respect to v, and it presents a dead
zone.
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Figure 14 — Experimental flow-tension characteristic at the reference pressure drop

For this reason Eq. (3) was substituted by the following relationship:

k(e =ve) ¥ v <V,
Jv)=10 IV $ve<v,,, (6)

kypWe=vy) i v, >,

where v., and v,, are the limits of the dead zone, and k,, and k,, are the adopted gains if v,
is negative or positive respectively.
The equation of motion of the shake table is:

m,y+umgsgn(y)+F,, =A4,F,, (N

being m,,, the total mass including the mass of the shake table, the hydraulic cylinder, the
oil and the mechanical connections between actuator and moving table, while mg is the
weight acting on the guides. The second term of the Eq. (7) represent the friction force due to
linear guides, so u is the friction coefficient, while F,4is the total force resistance in the hy-
draulic circuit.

In the literature friction in hydraulic actuators is often described using nonlinear velocity
dependent models; for example, in [3] the friction is described by an exponential Stribeck
friction model, in [4] the friction model includes Karnopp stick-slip model and the Stribeck
effect. The friction model adopted in this paper is constituted by a viscous term, proportional
to the velocity, and a coulombian term, that has the following form:

F,,=coy+F sgn(y) ®
where o is the viscous coefficient and F, is the coulombian term.

Finally the equations governing the dynamics of the whole system (shake table + electro-
hydraulic actuator) are:
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My, ¥+ (umg + F)sgn(y) + oy = 4,P,

. ©9)
L0 [ aon,
ign(v, )P,
'\[ rtf

ve:—wwve—Zévw v, +a) Ve

nv-e

Eq. (9) completely describe the classical fifth order nonlinear dynamics of electro-
hydraulic system.

In order to check if this model captures the key components of the system dynamics, a de-
tailed Matlab/Simulink model was developed; the same model was used for the parameter es-
timation using experimental data as it will be shown in the next section.

4 PARAMETERS ESTIMATION

Experimental tests have been carried out in order to identify the model parameters.

As indicated in Fig. (15) in our system it’s possible to acquire the follow signals: pressure in
A, B, P and T (Fig. (3)), valve spool position v, the displacement of the shake table y and the
force that the hydraulic cylinder transmits to the table (Fig. (5)).

sliding table position ; valve spool
transducer position
transducer

Figure 15 — Test rig sensors

The identification procedure is based on the minimization of the least square error between

experimental data and the simulated ones. In particular the minimization has been done with
respect to three types of experimental data referred to different state space variables of the
model: v,, y and Py.
For the identification algorithm we have chosen as input data the tension imposed to the valve
u. that is the variable that the operator can assign to the system together with the reference
pressure value of the pressure relief valve P;. Concerning the experimental output data, we
have chosen v, in order to identify the dynamics of the flow control valve, y for the identifica-
tion of all the parameters governing the displacements of the shake table and, finally, P; is
used in order to estimate the global force resistance law due to the hydraulic circuit and other
friction resistance in the linear guides.

In order to estimate the dynamics of the system with a reference continuously variable in-
put, a triangular type signal for the valve tension input u. was chosen; moreover the tests was
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conducted for different value of P. Fig. (16) shows a typical set of experimental input and
output data.

INPUT DATA

U, [Volt]

0 5 10 15 20 25

time (s)
OUTPUT DATA
= — 20 - 8
g 2 g H
o > 15 iy
>
1
10
0 0
5
1 o -4
-2 -5 -8
0 5 10 15 20 25 0 5 10 15 20 25 0 5 10 15 20 25
time (s) time (s) time (s)

Figure 16 — Input and output experimental data used in the identification procedure

In Fig. (17), a sketch of the parameters estimation procedure, is reported.

INPUT SIMULATION
DATA

MODEL
ouTpPUT MODEL
DATA OUTPUTS

9 ) 4

LEAST - SQUARE
ERROR MINIMIZATION

Figure 17 — Identification procedure

Referring to Fig. (17), the procedure consists in giving the input data to the model and to
perform a minimization of the least share error between the measured time histories of the
quantities v,, y and P, and the simulation ones.

The algorithm was implemented in Matlab/Simulink environment and the comparison be-
tween experimental and simulated data (gray and blue lines respectively), for different inputs,
are reported in Fig. (18).
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Figure 18 — Identification results

The experimental and simulated responses are very close each other; only if v, assumes
small values it’s possible to note some discordances, in particular for P, signals. These differ-
ences are due to the simplified model of the flow control valve: in fact when the tension input
is close to zero there are leakages that determines a little variation of the load pressure Py, not
previewed in the model. Moreover the differences between simulation and experimental re-
sults are due to other unmodeled effects such as the variation of oil properties with tempera-
ture, losses in the numerous elbows and fittings in the oil passages. In table 1 the values of
the estimated parameters are reported.

Estimated ken = kg

parameter | & | 4 | vo | P S N ) & kan Ky N T P T T
Value 0.01 | 0.11 1 0.01 | 971.76 | 0.49 [ 0.004 | 9.96E+07 | 0.92 49.71 52.05 402.01 [ 441.32 | 23555 | -0.21 | 0.43 | 152.30
Unit m? - v N - m? Pa - Imin” V' [ 1 min™ V! kg kg Nsm’' % V | rads’

Table 1 — Estimated parameters

5 MODEL VALIDATION

Adopting the estimated parameters same simulations were performed for different sets of
input data; the results were compared with the experimental ones obtained with the same in-
put data. In particular for the model validation the tests were performed for a fixed value of P;
(40 bar) and u, time histories of square and sinusoidal shape. Some results are reported in Fig.
19).
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Figure 19 — Validation results

Even these further tests show a good accordance between experimental data and the simu-
lated ones except for small values of v,. From both Fig. (18) and Fig. (19) it’s possible to note
an asymmetric behavior of the shake table for symmetric tension input; to identify this asym-
metric behavior a non linear valve flow-tension law was adopted (Eq. (6)). The model allows
to predict the actual motion of the shake table and so it can be used in order to develop an
open loop displacement control or a feedforward action for a closed loop controller.

6 CONCLUSIONS

A procedure that permits to identify the main parameters of a hydraulically actuated sys-
tem model, starting from some measurements, has been presented. The above procedure gives
results in good accordance with the experimental ones in terms of shake table position and
force resistance estimation. Furthermore, the model is able to characterize the servovalve be-
havior well even without the direct measure of the valve flows.

The results can be used for controller design. In particular it is possible to develop a force
feedback control or a position feedback control based on specific application. This model
could be used to test different control strategies in simulation environment and moreover to
predict the system response in the case of mechanical, hydraulic or electrical components
modification.
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Abstract. This paper addresses the generation of collision free trajectories in presence of ob-
stacles for parallel manipulators having less than six d.o.f.s (degrees of freedom). In particu-
lar, a systematic approach is proposed for validating the trajectories generated by a motion
planning method in presence of obstacles. The proposed planning algorithm is based on com-
bining a quick random search algorithm together with an optimization method that aims to
obtain shorter paths that are as far as possible from obstacles. The proposed systematic vali-
dation approach is based on a probabilistic method that includes Kalman filtering of experi-
mental data. Experimental tests have been carried out by operating a CaPaMan (Cassino
Parallel Manipulator) prototype at LARM in Cassino. Results are reported and discussed to
show the feasibility and effectiveness of the proposed approach to generate and validate suit-
able collision free trajectories for parallel manipulators.
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1 INTRODUCTION

Autonomous precise manipulation among obstacles is a great challenge and represents a
valuable tool for numerous tasks. For instance, surgical robot applications will benefit from
the development of manipulators capable of avoiding collision with different elements in-
volved in surgery, [1]. Considerable research activity has been carried out in order to obtain
optimal paths with serial robots and the corresponding literature is very rich, as shown for ex-
ample in [2-13]. For example, in [2] Lin at al. have proposed a procedure to determine a cubic
polynomial joint trajectory through an algorithm for minimizing the travelling time subject to
physical constraints on joint velocities, accelerations and jerks. In [3] Shin and Mckay have
presented a solution to the problem of minimizing the power consumption of moving a serial
robotic manipulator along a specified end-effector path subject to input torque/force con-
straints, by taking into account the dynamics of the manipulator. Similarly, attempts have
been made to address the path planning of robots having parallel architecture, [14-18]. Never-
theless, it is still missing a systematic approach to generate optimal collision free trajectories
for parallel manipulators with less than 6 d.o.fs. In fact, these types of manipulators have a
very narrow workspace. Additionally, there might be singularities within the workspaces that
are not reachable or must be carefully avoided due to control problems, [19, 20].

This paper proposes a systematic approach for validating the trajectories generated by a
motion planning method that provides collision free optimal trajectories for parallel robots
having less than 6 d.o.f.s in presence of obstacles. The proposed planning algorithm is based
on combining a quick random search algorithm together with an optimisation method that
aims to obtain shortest paths that are as far as possible from obstacles as preliminary reported
in [21]. Then, in this paper a systematic validation approach is proposed as based on a prob-
abilistic method. In fact, usually values of the most outstanding variables are not directly
available and it is necessary to estimate them from the data provided by the sensors. But, sen-
sors and/or the input signal are affected by a significant uncertainty so that deterministic tech-
niques do not provide enough tools to estimate the system state [22]. Therefore, it is necessary
to use probabilistic approaches. Several probabilistic methods have been developed to cope
with these problems as described for example in [23-30]. The most known techniques are the
Kalman Filter (KF) [23], [24], [25] and the Extended Kalman Filter (EKF) [26]. The KF pro-
vides an optimal estimation of the system state, but only when linear systems and Gaussian
noises are involved [23]. For non-linear systems, the EKF can be used, which approximates
the system by its first order linearization [26].

In this paper, a general collision free motion planning is described as reported in section
2. Section 3 reports a case of study of the proposed path planning procedure to obtain colli-
sion free optimal trajectories for the parallel manipulator CaPaMan (Cassino Parallel Manipu-
lator) that has been designed and built at LARM: Laboratory of Robotics and Mechatronics in
Cassino as described for example in [31-34]. Then, the computed collision free optimal trajec-
tories for CaPaMan need to be experimentally validated. For this purpose, section 4 describes
a systematic approach for validating the computed trajectories as based on a suitable Kalman
filtering. Section 5 describes the experimental set-up and tests that have been carried out by
operating CaPaMan parallel manipulator. Experimental data have been processed by means of
the proposed systematic approach. Finally, theoretical and experimental data are compared.
Results are reported and discussed to show the feasibility and effectiveness of the proposed
approach to generate and validate suitable collision free trajectories for parallel manipulators.
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2 COLLISION FREE MOTION PLANNING

A systematic approach for computing collision free optimal trajectories for parallel ro-
bots needs to take into account different aspects such as presence, size and shape of obstacles;
number of degrees of freedom that can be controlled at same time; movable ranges, maxi-
mum reachable velocities, acceleration, jerks; control speed (clock rate); safety issues. This
approach focus attention on obtaining collision free trajectories, attending to optimise the
length and the distance to the obstacles accomplishing the constraints imposed by the me-
chanical characteristics of the manipulator.

The solution addressed in this paper is based on the assumption that the manipulator
will evolve in a known scenario. The task of the robot will be specified as a set of configura-
tions (the task configurations T.C.s) that the tool carried by the manipulator has to reach (one
should define position and orientation of a target). Additionally, the scenario will be described
as a set of obstacles distributed along the Cartesian work space of the robot. Then, the pro-
posed approach is based on searching for collision free trajectories in the Joint Space Q. The
dimension of Q will be equal to the manipulator d.o.f.s. For this purpose, the collision free
sub-space (Qre <Q), i.e. the set of configurations in which no collision exist, has to be deter-
mined. Thus, the planning method has to provide a sequence of joint configurations (a joint
path) E, accomplishing = € Q.

This procedure can be suitable, for instance, for surgery applications where the scenario
(the patient and the surgical instrument positions) can be defined before to the operation.
Then, no changes in the obstacles distribution are expected and optimal motion is desired. If
that is the case, the task configurations would represent different points over the patient that
the tool, carried by the manipulator, would have to reach in order to perform any surgical task.
Then, considering the inverse kinematics model, the T.C.s are turned to a set of Task-Points
(T.P.s) in the joint space that the manipulator has to reach. After that, a controller will make
the manipulator joints follow the joint path so that the robot accomplishes the predefined task.
The flow-chart in Fig.1 illustrates the above-mentioned general procedure.

The first step of the proposed technique involves generating the joint matrix ® that con-
tains information about the regions of the joint space that will not present collision with the
obstacles of the scenario (i.e. €2r ). Then, the information on collisions is transferred from the
Cartesian to the joint space. At first, the proposed algorithm uses a mechanism for collision
detection based on a discrete description of the Cartesian space and manipulator geometry.
The manipulator is described by means of a set of prisms defined by surfaces and edges. At a
later time, points regularly spaced will represent those edges and surfaces (the cluster points
Cp). In this way, the manipulator will get defined by a spotted set of C, each of whom will
have three Cartesian coordinates. At same time, a grid matrix for the Cartesian space (the
Cartesian matrix W) is defined. Each element of this matrix represents a portion of the space,
whose value is defined according to

1 if [X, Y, Z] is occupied by an obstacle

(M

0 otherwise

Wiy = \P([X, Y, Z]) = {

- 242-



G. Carbone, F. Gomez-Bravo, O. Selvi

Environment Task Definition ]
Description TC;, TCs. ...

l Optimum Detemminig wav-point
Planning Algorithm TP, TP3. ...

Feasible Optimum Path

| Gives the Path to the Controller I

| Execute Fobot Motion J

1

Fig. 1. Flow chart of the general planning /control approach.

Given a manipulator's configuration, =, the collisions detection can be performed by
applying the equations of the direct kinematics to each one of the C,. Using these equations, it
is possible to know the Cartesian clusters’s positions at the joint configuration Ej, (th[X,y,z]).
Then, the following free collision configuration condition can be derived:

Collision free configuration condition. - Let a manipulator be geometrically defined
by K cluster points C,, let Zj be a point of a e-grid representation of the manipulator’s joint
space QQ, and ¥ the Cartesian matrix of the manipulator’s environment. Then, 5, accom-
plishes =, € Q; if and only if

>¥(c,[x,y.2})=0 ©)

k
1=1

The collision detection can be implemented by checking the cells of the Cartesian ma-
trix associated to each of the robot cluster position. From (2), if only one th is located in an
occupied area, it means that this configuration present a collision. Thus, it is possible to use ¥

to determine ®. An iterative algorithm has been implemented, testing each configuration
against collision. The flow-chart in Fig.2 illustrates the above-mentioned steps.

Once the joint matrix ® has been obtained, and considering the via-points, the optimum
planning algorithm will provide an optimum feasible path, Fig.2. The planning algorithm [21]
is based on generating optimal joint paths by means of a random generation's algorithm,
represented by the "Rapidly Exploring Random Trees" (RRT), along with an optimization
method provided by Genetics Algorithms (G.A.). This procedure takes advantage of both me-
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thods: a fast trajectory path generation, due to RRT; and a optimization technique imple-
mented by G.A. In section 4 the above-mentioned general procedure is implemented with a
specific case of study by referring to the parallel manipulator CaPaMan.

[ Joint Space Discretization ]

© Initialization

[ ©, first joint configuration ]

Cluster position

[ Equation ( 2) J’—[ ¥ Cartesian Matrix ]

Collision?

[Equauon D =1 ] lEquau'on O=0

last configura-

Yes

Fig. 2. Flow chart describing the Joint Matrix generation procedure.

3  PROBABILISTIC TECHNIQUES FOR EXPERIMENTAL VALIDATION

3.1 Probabilistic Approach

The state estimation problem using probabilistic techniques can be formulated as follow
[26]. If (3) is the model of a non-linear and time-variant system,

Xia = F(X L u,wy)

Zk:h(xk’vk) @)
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where

k denotes the time instant

X is the state vector.

f(...) defines the system dynamics.

u is the inputs vector.

W is the vector that models the system error sources.

Z is the sensor measurements vector.

h(...) defines the sensor model.

Vv is the vector that models the sensor measurement error sources.

The problem consists in obtaining the best estimation of Xy that minimizes the error for
some given criteria.

From the Bayesian point of view, the system propagates the probability density function
(PDF) of the state vector, conditioned on the sensor measurement data. That is, a function that
defines the probability of a specific state vector being the real state of the system given the
data provided by the sensor. More formally, the PDF can be specified by

P(Xy | Z) ... 2, Up ... Uy ) “4)

This expression defines the likelihood of being X the real state at the time instant t=k, know-
ing the sensor measurement until t=k and the system inputs until t=k-1. Given this PDF, the
state estimation is calculated by minimizing some criteria, as the mean, the mode or the me-
dian [26]. Usually [1], linear relations have been used for modeling the evolution of the mea-
surement provided by a sensor. In this case, a traditional Linear Time Invariant (LTI)
representation is considered as

X = AX, +Bu, +Gw,

Zk+l = CXk + Vi ©®)

Where W is a matrix representing the uncertainty of the model and vy is a matrix modeling de
natural noise of the sensor. Both will be modeled as zero mean Gaussians variables, with co-
variance matrices R and Q respectively.

These equations are a particular case of Eq.(3), when linear relation are involved. This model
will be completely observable due to the sensor measurements (Z).

3.2 Kalman Filtering

The Kalman Filter (KF) [24] is a set of mathematical equations that supply a computation-
ally efficient way to estimate the state of a linear system exposed to Gaussian noise and un-
certainties. This estimation minimizes the mean quadratic error using the state system model
and the sensor measurements.

Under the assumptions of Gaussian distributions and linear system, the KF provides an op-
timal state estimation [24]-[26]. The filter algorithm is divided in two phases: prediction and
correction. In the first one, the evolution of system state is predicted at time instant k+1 using
the data (state, input and covariance matrices) available at instant K. In the second one, this
prediction is corrected with the sensor measurement at time instant k+1.

The following equations denote the prediction phase
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*

X}, =AX, +BU, ©
P, =AP, AT +GQG"
where X "k is the predicted value of the estate at the time instant k+1, P, is the covariance

matrix of the estate components estimated at the time instant k, and P .1 is the predicted co-
variance matrix at the time instant k+1.

The following equations represent the correction phase

I<k+1 = IA)l:-lCT (CISI:HCT + 1{)71
ol O * 5 (7)
Xk+1 = Xk+1 + I<k+1 (Zk+l _CXk+1)

I31<+1 = (I -Kyy * C)pkﬂ

where K, ,, is known as the optimal Kalman gain, that allow obtaining the estimated value
Xy - Likely P,
As mentioned above, the KF is only optimal when the equations in (3) are linear. For non-

linear systems the EKF can be used, but it is necessary to linearize the system [23] and the
estimate is not optimal [26].

the final estimated covariance matrix, is also calculated from K

+1° k+1*

The planning method provides not only the temporal evolution of the joint variables but al-
so the theoretical values of the acceleration an angular velocity of the manipulator platform.
They demonstrate that the resulting movements are smooth and suitable for precise manipula-
tion [21]. The aim of the present paper is to illustrate that the real values are very close to the
ones theoretically calculated. However, in this paper these real values are not directly meas-
ured. Instead, they are estimated from the data recorded from four accelerometers. In fact, as
shown for example in the studies [35, 36] the minimum numbers of accelerometers need to
directly calculate the angular velocity for a 3D motion of a rigid body is twelve. In this re-
search four of four axis accelerometers are placed in the corners to keep symmetry and using
the mathematical calculations in [37] this configuration of 4 sensors is used to keep the re-
placement errors of sensor minimum. The value provided by the accelerometers present un-
certainty due to the noise. Therefore, a Kalman Filter has been applied so that a robust
estimation of the real values is obtained. In the next section the basis of this technique is in-
troduced.

4 A CASE OF STUDY OF COLLISION FREE MOTION

In the following a case of study is presented by applying the procedures in Figs.1 and 2
to CaPaMan parallel manipulator. The proposed path planning is shown in Fig.3a). It illus-
trates CaPaMan and the tool moving through the task configurations TC1, TC2 , TC3 and
again TC1. The Task Configurations have been selected so that the tool has to move around a
cylindrical obstacle. Obviously, direct motion between the configurations will cause collisions.
In Fig.-3 b) the trajectory followed by the end of the tool in the Cartesian space is represented
with a continuous black line. It is to note how this trajectory avoids colliding with the obstacle.

The trajectory keeps within a circle which radius is 6 cm long far from the obstacle.
This proposed path planning illustrates the capability of the proposed method for providing
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free collision paths even if the selected T.C. lay very close to the obstacles. Figure3 (c) illus-
trates the joint space and the joint path provided by the A.G. Fig. 3 d) presents the evolution
of the parallel manipulator joints variables. The red dashed lines shows the moments in which
the correspondent T. P. is reached. The time required by the planning algorithm to obtain this
trajectory was an average of 12 s. with a 2.93 GHz Intel Core i3.

b)
221G 5 il
E E | — Am2|E]
27 | N R
. RN ARESEE
2 NENA AVE
=R N TR
NNANPENDAN
AT
Alfa 0 2 4 6 8 10 12 14 16 18

Time (s)
c) d)

Fig.3. Results of collision free motion planning for CaPaMan: a) Task Configurations; b) Cartesian trajectory of
the tool; ¢) CaPaMan joint space and the joint path; d) Joint variables evolution.
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5 EXPERIMENTAL VALIDATION OF THE PLANNED TRAJECTORY

A laboratory test-bed has been settled up for validating both the proposed collision free mo-
tion planning and the proposed validation procedure. The test-bed consists of CaPaMan proto-
type together with suitable accelerometers that have been located beneath the movable plate.
In particular, four 3-axial accelerometers have been properly installed at points P1 (P1x, Ply,
Pl1z), P2 (P2y, P2z), P3 (P3x, P3y, P3z), P4 (P4x, P4y, P4z) as shown in Fig 4.

The above-mentioned sensors are connected to a 5 Volts power supply and to a National
Instruments acquisition board, as described in the scheme of Fig.5.

= | caPaMan :
otor _
Controller i F !
i |
RS 232 ! Mobile Platform |
Serial I l H
Port | |
ACL | | Accelerometers| |
e e e e J
—i| r
CB-68 LP [~
Parallel Port|
> ‘!wﬁhmﬁwﬁp R

Labview . g

Fig.5 A scheme of the proposed test-bed.
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The controller of CaPaMan has been synchronized with the acquisition board to obtain a
synchronized measurement during the operation of CaPaMan. The control of CaPaMan has
been achieved by writing a suitable routine in ACL programming language that is the dedi-
cated programming language of the controller.

A suitable Virtual Instrument has been developed in LabView environment to manage the
signals coming from the sensors. Then, the measured acceleration data from the accelerome-
ters have been used to estimate the accelerations of the point H at the centre of the movable
plate and the plate angular velocity.

Fig.6 Point P in Frames Og and Of

The acceleration of a point P fixed on a rigid body with a position r can be expressed by equ-
ation [37].

a,=a, +0, XIr+0, x(®, Xr) 3

Where acceleration ag, the angular velocity wp and the angular acceleration ap are described
for the relative movement of the rigid body Op with respect to the fixed frame Or. The terms
of the equation ap X r can be described as tangential acceleration and ®g x(®g X r) as centri-
petal acceleration.

In order to calculate the acceleration as measured by a sensor that is attached at posi-
tion r within a body the sensitivity axis s and the sensor’s metrological signal offset ap must
be added in above equation

ag=s' (a, +a,xr+o,x(0,xr))+a, 9
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This can be written in vector form as

a =cz+a, (10)
where
[ Sy ] [ Agy i
Sy agy
S, ag,
S,T,-8,T, oy,
S,L,-S, I, aB,y
P e T PR 11
—(s,r,*s,1,) ‘DZB,X
—(s, 1 ts,1,) o,
—(s,5,7s,1,) o,
S, I, T8I, 0, O,
erz +Szrx wB,xmB,Z
| S L, ¥s,r, ] | O, O, |

by using four sensors with totally twelve axis it is possible to directly compute the quadratic
terms of ap as well as ag and ®g. So the system becomes linear and can be written in matrix
vector form as

y=Az+ag (12)
where
aSl cSl aO,Sl
y=| |, A=| | and a, = 20;52 (13)
g1y Csi Aps12

By inverting A it is possible to calculate the relative body movement held by vector z for a
given measurement vector y applying

z=A"(y-a,) (14)

The values obtained form the sensors are filtered by applying a Kalman Filter, so that a
robust estimation of the acceleration and velocity components are obtained.
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For this purpose, the filter has been conveniently configured in order to be applied to
each accelerometer. Thus, the vector state of the accelerometer i, is composed by the values
measured along each axe and the corresponding rate of change, i.e. X;= Pix, Xy= APix /At...
and so on. Accordingly each state vector has 6 component. The model for predicting the fu-
ture values is build with the matrices:

1 At 0 0 0 O
01 0 0 0 O
A 0 0 1 At 0 O . B0 (15)
0 0 01 0 O
0 0 0 0 1 At
0 0 0 0 0 1]

As was mentioned before, the uncertainty associated to the prediction is modelled by a zero
mean gaussian distribution, by defining the covariance matrix Q and the matrix G:

Hon Hmy " My 0 0 0 0
Hiny " iy Hina 0 0 0 0
Q- 0 0 ,urfn Hm ’zlumz 0 0 :G=1 (16)
0 0 Hmy " My Mz 0 0
0 0 0 0 Hn Humy " Mz
. 0 0 0 0 Hmy " My Hina

where | is the identity matrix and, g, and g, are the standard deviations associated to the
prediction uncertainty.

The uncertainty of the virtual sensor has been modelled using a zero mean gaussian distribu-
tion function with the covariance matrix R. Thus, the observation model is achieved by defin-
ing Cand R:

100 o, 00
C=[0 1 0|;R=[ 0 o 0 )
0 01 0 0 o

where o, o, ,0,are de standard deviations associated to the noise of each of the accelera-

px> = py 2

tor axes.

The characterization of the probabilistic model of the uncertainty gave the values in Table 1.
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Table 1: Standard deviations

:uml (m/sz) /umz (m/s3) O-px (m/sz) O-py (m/sz) O-pz (m/sz)
0.01 0.05 0.5 0.5 0.5

According to this, from each accelerometer i, a set of estimated values (ai, @iy, ai,) are ob-
tained. The value of the acceleration of the point H, and the angular velocity of the rigid body
is calculated by using the equations:

Ty — 8y
2 wo=+ |1 Ay -Apyy Ty -8p ¢ + Ap3z Ay
—a,. —a aHX X : T L
| | (18)
2 Ry |’ ®o=t |1 Apixqux Ay Apyy | ApszBny
—a - a Ty r L
alz azz Hz
L 2 i o, =+ |+ Any "8pyy "Ayx 8pix _Ap3zAyy
z 2 N L

The above-mentioned equations have been derived from the theorem of accelerations of a
rigid body and described in equations (10) —(14)

Several experiments have been made in order to test the trajectories provided by the pro-
posed approach. In the experiments an obstacle is placed under the CaPaMan and motor posi-
tion data needed for the trajectory avoidance is sent to motors with motor controller (Scorbot-
ER V) by using the ACL programming language. Experiments have been made in different
speeds. 21 points on the trajectory are used for the motion. Time differences between the
points are experimented as 0.09 seconds, 0.45 seconds and 0.9 seconds to see the motion in
different speeds. The motors move the mobile platform and by the help of accelerometers the
acceleration information of the mobile platform through the National instruments Usb-6020
data acqusition card is processed and exported as excel file with the LabView software.

Particularly, this article shows the results of testing the manipulation motion described
in section 2. Along these movements the tool describes a closed path around an obstacle,
without presenting collision. Videos of the operation of CaPaMan have been made and veri-
fied at slow speed to validate the operation of CaPaMan moving the tool along the closed path
while avoiding collision with the obstacle. In particular, Fig. 5 shows a photo sequence of
CaPaMan during this operation. Fig. 6 and 7 show the data recorded during these experiments.
Fig. 6 presents the components of the acceleration of the centre of the movable plate when the
path was performed in 18 s. In Fig. 6 a), c¢), and ¢), the non filtered values of the acceleration
components, calculated from (9) are represented. In Fig. 6 b), d), and f) the values estimated
with the K.F. versus the theoretical values are illustrated. In Fig. 7 a), ¢), and ¢), the non fil-
tered values of the angular velocity components, calculated from (9) are represented. In Fig.
7b), d), and f) the values estimated with the K.F. versus the theoretical values are illustrated.

Both figures illustrates that the theoretical predicted values of the components are very
close to the values estimated from the virtual sensor.
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e) f)

Fig.7 Snapshots of CaPaMan operation during a path to avoid a cylindrical obstacle: a) fist configuration; b)
second configuration; c¢) third configuration; d) fourth configuration; e) fifth configuration; f) sixth configuration.
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Fig.8 Acceleration components versus time for performing the planned path in 18 s: a) measured acceleration
along x-axis data before applying KF; b) comparison of theoretical and measured acceleration along x-axis data
after applying KF; c) measured acceleration along yaxis data before applying KF; b) comparison of theoretical
and measured acceleration along y-axis data after applying KF; a) measured acceleration along z-axis data be-
fore applying KF; b) comparison of theoretical and measured acceleration along z-axis data after applying KF.
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Fig.9 Angular velocities components versus time for performing the planned path in 18 s: a) measured angular
velocity along x-axis data before applying KF; b) comparison of theoretical and measured angular velocity
along x-axis data after applying KF; ¢) measured angular velocity along y-axis data before applying KF; b) com-
parison of theoretical and measured angular velocity along y-axis data after applying KF; a) measured angular
velocity along z-axis data before applying KF; b) comparison of theoretical and measured angular velocity
along z-axis data after applying KF.

6 CONCLUSIONS

A planning algorithm has been implemented to compute optimal collision free trajectories for
the parallel manipulator CaPaMan. A suitable systematic validation approach has been pro-
posed as based on a suitable test-bed and proper processing of experimental data. Experimen-
tal tests have been carried out by operating CaPaMan (Cassino Parallel Manipulator) at
LARM in Cassino. Experimental results have been processed as based on the proposed vali-
dation procedure. Results show that suitable collision free trajectories have been generated for
CaPaMan. The experimentally measured trajectories very well match the trajectories that have
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been theoretically computed at path planning stage in terms of positions, velocities, and acce-
lerations. Additionally the proposed validation approach has been found suitable for systemat-
ically validating the operation of CaPaMan parallel manipulator. Results can be conveniently
extended to any parallel manipulators provided that suitable experimental data can be made
available by means of a proper sensor set-up.
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Abstract. This paper is focused on computer simulations of experimental investigationsin the
field of rail vehicle dynamics. The aim of laboratory tests and computer simulationsis the in-
vestigation of dynamic properties of leaf springs of two types used in a freight wagon and the
verification of the developed approach to the wagon multibody modelling. In future, verified
wagon models can be used for studying the dynamics of complex vehicles in different driving
situations or for various laboratory excitations. In order to understand the wagon behaviour
in more detail the influence of the sweep load test parameter (rate of frequency change) on
wagon dynamic response to the kinematic excitation of wheels on the test stand is examined.
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1 INTRODUCTION

Computer simulations intended for investigation of properties of mechanical systems
should be performed hand in hand with experimental measurements on real subjects. In this
way were investigated the properties of the MGR Coal Hopper HAA two-axle open coal
wagon (Fig. (1)) too.

The aim of laboratory tests and computer simulations is the investigation of dynamic prop-
erties of leaf springs of two types used in the MGR Coal Hopper HAA wagon. A standard
type of the utilized leaf springs is a parabolic steel one (see Fig. (2)). This spring has some
undesirable properties such as corrosion of leaves and silting of an inter-leaf space. Therefore
it can be efficient to replace them with the composite glass-reinforced plastic (GRP) leaf
springs (see Fig. (2)) of better properties. The original goal of the computer simulations of the
experimental tests is the verification of the developed approach to the wagon multibody mod-
elling and the basic comparison of the steel parabolic leaf spring and the composite GRP leaf
spring qualities. The verified multibody models can be used for studying the wagon dynamic
behaviour in different driving situations or for various laboratory excitations in future.

-

Figure 1: The partly loaded MGR Coal Hopper HAA wagon on the test stand.

Multibody models of the MGR Coal Hopper HAA wagon were created using the alaska
(Ref. [1]) and the SIMPACK (Ref. [2]) simulation tools. A special approach was used for the
modelling of leaf springs on the basis of measured vertical characteristics (Ref. [3]). The fi-
nite segment method (Ref. [4]) in combination with nonlinear torque and friction elements
was utilized. The chosen approach is a compromise between a complex massless force model
(Ref. [5], Ref. [6]) and a full flexible body model (Ref. [7]). A usual problem in the course of
modelling real vehicles is the consistency of real parameters and ideal parameters, which can
be obtained from drawings or the CAD models. Therefore the sensitivity analysis of a dy-
namic response to the change of the chosen multibody models parameters was performed
(Ref. [3]) and the influence of the possible asymmetry of a wagon load was investigated
(Ref. [8]).
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In order to understand the wagon behaviour in more detail the influence of the sweep load
test parameter K (see Eq. (3)) at the wagon laboratory excitation on the wagon dynamic re-
sponse is investigated.

Figure 2: The five-leaf parabolic steel spring and the two-leaf composite spring.

2 EXPERIMENTAL LABORATORY TESTS

The MGR Coal Hopper HAA wagon was tested empty and partly loaded (three load vari-
ants) on a test stand in the Dynamic Testing Laboratory of Vyzkumny a zkuSebni ustav Plzen
s.r.0. (former SKODA VYZKUM s.r.0.). The loading was realized by means of concrete pan-
els (see Fig. (1)). The empty wagon total mass was 13 967 kg, the first load variant wagon
mass was 22 846 kg, the second load variant wagon mass was 31 562 kg and the third load
variant wagon mass was 39 839 kg. A wagon dimensional drawing (third load variant) is in

Fig. (3).
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Figure 3: Dimensional drawing of the loaded wagon (taken from Ref. [9]).

Five-leaf parabolic steel springs and two-leaf composite springs (see Fig. (2)) were used in
the wagon suspension. The wagon wheels were mounted on the hydraulic servo valves of the
test stand, which can experimentally simulate a vertical kinematic excitation of the wagon.

The wagon was subjected to several loading modes on the test stand. One of the loading
modes was the kinematic excitation of the wheels by a wideband sweep signal (wideband
sweep signal is especially appropriate to the nonlinearity study) in a vertical direction. The
front wheels were excited by loading servo valves in phase (“bump test”) or out of phase
(“roll test™). The list of the parameters of the loading modes of this type is given in Table 1.
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Time history of vertical displacements y(t) of the wagon wheels kinematically excited by a
wideband sweep signal on the test stand can be described using relation

y(t) = Alsin[a(t) [t] , (1)
where A is the amplitude of vertical displacements, t is time and ¢t) is the angular frequency.
For time depending linearly variable angular frequency aft) it holds
al)=20nlf@), 2)
where f(t) is frequency.
Time depending linearly variable frequency f(t) can be formulated by relation f(t) = k(K is

the constant rate of frequency change). Then the time history of vertical displacements of ki-
nematically excited wheels can be determined using relation

y(t) = AGin(2 D7k @) . 3)

Kinematic excitation of wagon wheels on the test stand

Loading mode Parameters of wideband sweep signal
« ’ A= 1 mm, range of excitation frequencies f(t) from 0 Hz k=0.2 Hz[s"
bump test Lo .
to 30 Hz, excitation of the front wheelset wheels in phase |, — 03 HzE!
« » A= 0.5 mm, range of excitation frequencies f(t) from 0 Hz k=02 HzS'
bump test oS .
to 30 Hz, excitation of the front wheelset wheels in phase |, — 03 HzE!
A= 0.5 mm, range of excitation frequencies f(t) from 0 Hz |k = 0.2 Hz(s"
“roll test” to 30 Hz, excitation of the front wheelset wheels out of
phase k=0.03 Hz[S"'

Table 1: List of the selected loading modes on the test stand.

The value of the rate of frequency change k at the experimental measurements was chosen
according to experience and possibilities of the test stand. It had to be high enough to avoid
long-term resonant states of the wagon, which could be dangerous for both the test stand and
the wagon itself and low enough not to “skip” the resonant frequency. In addition the rate of
loading was limited by the feasibility of loading servo valves. Computationally the influence
of the rate of frequency change k is examined in this paper. Of course, at computer simula-
tions the change of the frequency change rate k can be arbitrarily changed.

The measured (and documented) dynamic quantities, which are usable for the multibody
models verification, were relative displacements between the wheels and the wagon body (see
Fig. (4) and Fig. (5) for the illustration of experimental results). In Fig. (4) envelopes of the
experimentally measured relative displacements between the wheels and the wagon body of
the empty wagon (with the five-leaf parabolic steel springs of the front suspension and the
two-leaf composite springs of the rear suspension) at the “bump test”, at the vertical dis-
placements amplitudes on the front wheels of A= 0.5 mm and at rate k= 0.2 Hz[S" are given
(DS1 — left front wheel, DS2 — right front wheel, DS3 — left rear wheel, DS4 — right rear
wheel). In Fig. (5) envelopes of the experimentally measured relative displacements between
the wheels and the wagon body of the empty wagon (with the five-leaf parabolic steel springs
of the front suspension and the two-leaf composite springs of the rear suspension) at the “roll
test”, at the vertical displacements amplitudes on the front wheels of A= 0.5 mm and at rate
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k= 0.2 Hz[S" are given. The cause of the asymmetry of displacements in Fig. (5) is in a par-
tial release of wagon wheels from short steel beams, in which the wagon wheels flanges were
laid, and a subsequent small shift of wagon wheels on the test stand (the wagon was empty
without concrete panels). At the loaded wagon the asymmetry of displacements can be caused
by a possible shift of concrete panels (wagon load — see Ref. [8]).

In this paper the results of simulations with the wagon with the same leaf springs as at one
of the experimental measurements, the results of which are in Fig. (4) and Fig. (5), are given
(i.e. with the five-leaf parabolic steel springs in the front suspension and the two-leaf compos-
ite springs in the rear suspension).

75
E
=
Q
£
8 — DS1
K]
Q
L
o --DS2
DS3
- DS4

-7 .5 +——+—+—+——+—+————+—————————————————+—+
0 5 10 15 20 25 30

f[Hz]

Figure 4: Envelopes of the experimentally measured relative displacements between the wheels and the wagon
body of the empty wagon at the “bump test”.

»H

Displacement [mm]

-6 +———————————+—+—————

0 5 10 15 20 25 30
f[Hz]

Figure 5: Envelopes of the experimentally measured relative displacements between the wheels and the wagon
body of the empty wagon at the “roll test”.

3 MULTIBODY MODELS OF THE WAGON

Multibody models of the empty wagon and three variants of the partly loaded one, which
correspond to the wagon loading with concrete panels during testing on the test stand in the
Accredited Dynamic Testing Laboratory of Vyzkumny a zkuSebni ustav Plzen s.r.o., were
created. It is possible to simulate the laboratory kinematic excitation of the wagon wheels by a
wideband sweep signal in vertical direction with multibody models. Time histories or fre-
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quency domain responses of kinematic and dynamic quantities reflecting the wagon examined
properties are the output of the computer simulations and the experimental measurements
(Ref. [3], Ref. [8], Ref. [10], Ref. [11], Ref. [12] and Ref. [13]).

Multibody models of the MGR Coal Hopper HAA wagon were created mainly on the basis
of Ref. [9] and Ref. [14].

Module multibody models of the MGR Coal Hopper HAA goods wagon, intended for
simulating laboratory tests, were created in the alaska(Ref. [1]) and the SIMPACK (Ref. [2])
simulation tools. Multibody models of an empty wagon and three variants of a partly loaded
wagon, which correspond with the wagon loading at laboratory tests (Ref. [9]), were created.

=

Figure 6: Visualization of the empty MGR Coal Hopper HAA wagon multibody model in the alaska 2.3simula-

tion tool.
wagon body

auxiliary body 1 base (test stand) auxiliary body 2

leaf leaf

springs @ springs :

front wheelset rear wheelset
(x2)

left front wheel right front wheel left rear wheel right rear wheel

Figure 7: Kinematic scheme of the MGR Coal Hopper HAA wagon multibody model in the alaska 2.3simula-
tion tool.
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Simple multibody models of the MGR Coal Hopper HAA goods wagon (see Fig. (6)) in
the alaska 2.3simulation tool are formed by nine rigid bodies mutually coupled by nine ki-
nematic joints. The number of degrees of freedom (DOF) of the multibody models in kine-
matic joints is ten. In multibody models the five-leaf parabolic steel and the GRP leaf springs
can be considered in the wagon suspension.

A kinematic scheme of wagon multibody model is in Fig. (7). Rectangles designate the
rigid bodies, circles designate the kinematic joints (BUNC — unconstrained, BSPH — spherical,
PRIS — prismatic in vertical axis, REV — revolute around longitudinal axis, RIG — rigid, i.e.
without DOF).

In the wagon multibody models leaf springs are modelled by connecting appropriate points
by the force spring damper elements. Nonlinear deformation characteristics of the five-leaf
parabolic steel and the GRP leaf springs were assessed on the basis of the laboratory meas-
ured static characteristics stated in Ref. [15] (see Fig. (8)); for the reason that alaska 2.3simu-
lation tool does not enable the spring damper element characteristics to be hysteresis curves
the characteristics were averaged. Linear coefficients of the vertical damping of steel and
composite springs were taken from Ref. [9].

The wheels and the loading servo valves contact are modelled by a contact force with de-
fined stiffness and damping. Sources for the assessment of the linear vertical stiffness and the
linear coefficient of vertical damping in the wheel-test stand contact are given in Ref. [16].

180 T T T
: i | — Steel Parabolic Spring
160 |- : : GRP Spring _

140 : : : ,

- -
Q )
=] (=]
T T
| |

Load [kN]
[o]

Q

T

|

BOf - : - -

0 I | I i i i
-120 -100 -80 -60 -40 -20 0

Deflection [mm]

Figure 8: Vertical static characteristics of both parabolic steel five-leaf and two-leaf composite springs (taken
from Ref. [15]).

The multibody model created in the SIMPACK simulation tool consists of twenty four
bodies (including frame = laboratory stand, without “dummy bodies”) connected by kinematic
joints and constraints (see Fig. (9) and Fig. (10)). Considering the aim of the modelling, the
wagon body can be represented by one rigid body, which has six DOF with respect to the
frame. The laboratory stand is considered to be a rigid reference frame. The front and the rear
wheelsets are connected with the frame using a special user defined joint, which allows rotat-
ing around X-axis and translation along z-axis (see Fig. (9)). The wagon body and the wheel-
sets are mutually connected by four leaf springs.
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Figure 9: Visualization of the empty MGR Coal Hopper HAA wagon multibody model on the test stand in the
SIMPACK simulation tool.

0 DOF 0DOF
{rnultiple) (multiple)
0DOE Substructure _O | | Substructure
Leaf spring Leaf spring | 0 DOF
+O— {rear left) {front left) _O+
Rear Front
wiheelset Car body wheelset
00Ot Substruct Substruct A
O Leat spring Leat spring. [ %7
&) {rear right) ‘O | (]) | O‘ (front right) é
Z o Z, o
. 0DOF 0DOF '
f (multigle) fBDOF {multiple) *
Va4

Bodies: Joints: —pe{— Force elements: —\/\/—

Figure 10: Kinematic scheme of the MGR Coal Hopper HAA wagon multibody model in the SIMPACK simula-
tion tool (taken from Ref. [12]).

The SIMPACK simulation tool allows using substructures that can represent some parts of
the multibody model. The overall structure of the model in Fig. (10) shows the topology of
the multibody model based on the modelling of leaf springs as separated substructures (their
kinematic scheme is Ref. [3] or Ref. [8]). More information of the leaf spring modelling is
given in Ref. [3], Ref. [13] and Ref. [17]. The joints denoted as 0 DOF in Fig. (10) are used in
the course of the multibody model pre-processing in the SIMPACK simulation tool, but fi-
nally two bodies connected by 0 DOF joint merged during the automatic generation of equa-
tions of motion (one body is usually called a “dummy body”). Kinematic scheme in Fig. (10)
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represents a direct method of the multibody model preparation in the SIMPACK simulation
tool. Angle a denotes the rotations around X axle (see Fig. (9)).

4 RESULTS OF SIMULATIONS

The influence of the frequency change rate of the sweep load on the dynamic response of
the MGR Coal Hopper HAA wagon was investigated by means of the simulations of the
“bump test” and the “roll test” at the vertical displacements amplitudes on the front wheels of
A= 0.5 mm, at excitation frequencies f(t) range from 0 Hz to 30 Hz (see Fig. (11) to Fig. (20)).
The compared quantities were the computed resonant frequencies and relative displacements
between the wheels and the wagon body (empty and all three load variants) with the five-leaf
parabolic steel springs in the front suspension and the two-leaf composite springs in the rear
suspension (the same as in Ref. [3] and Ref. [8] and the same as in Fig. (4) and Fig. (5)).
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Figure 11: The computed relative displacements between the left front wheel and the wagon body of the empty
wagon at the “bump test” — a) rate of frequency change k=0.03 HzIS" (up to 30 Hz), b) rate of frequency change
k= 0.2 Hz(S" (up to 30 Hz), c) rate of frequency change k= 0.005 Hz[s" (up to 3.5 Hz), d) rate of frequency
change k= 0.03 Hz[S"' (up to 3.5 Hz), ¢) rate of frequency change k= 0.2 Hz[S" (up to 3.5 Hz), f) rate of fre-
quency change k=1 Hz[S" (up to 3.5 Hz).
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In Fig. (11) and Fig. (12) the frequency dependencies of the relative displacements be-
tween the wheels and the wagon body are given for the empty wagon (the dependencies the
second and the third load wagon variant are of the same character). The dependencies of the
relative displacements between the wheels and the wagon body are slightly different in the
case of the “bump test” with the first load wagon variant (at simulating the “bump test” two
resonant peaks are very significant in these frequency dependencies of the relative displace-
ments — in more detail see Conclusions chapter). The dependencies in Fig. (11) to Fig. (14)
are given (except Figs. a) and Figs. b)) at excitation frequencies range from 0 Hz to 3.5 Hz
because this range is sufficient enough for the results evaluation (e.g. Ref. [8]).

In Fig. (11) to Fig. (14) there are results and outputs from the alaska 2.3simulation tool.
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Figure 12: The computed relative displacements between the left front wheel and the wagon body of the empty
wagon at the “roll test” — a) rate of frequency change k= 0.03 Hz[S" (up to 30 Hz), b) rate of frequency change k
=0.2 HzIS" (up to 30 Hz), ¢) rate of frequency change k= 0.005 Hz[S" (up to 3.5 Hz), d) rate of frequency
change k= 0.03 Hz[s" (up to 3.5 Hz), e) rate of frequency change k= 0.2 Hz[S"' (up to 3.5 Hz), f) rate of fre-
quency change k=1 Hz[S" (up to 3.5 Hz).
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Figure 13: The computed relative displacements between the left front wheel and the wagon body of the first
load wagon variant at the “bump test” — a) rate of frequency change k= 0.03 Hz[S"' (up to 30 Hz), b) rate of fre-
quency change k= 0.2 Hz[S" (up to 30 Hz), ¢) rate of frequency change k= 0.03 Hz(S" (up to 3.5 Hz), d) rate of
frequency change k=0.2 Hz[S" (up to 3.5 Hz).
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Figure 14: The computed relative displacements between the left front wheel and the wagon body of the first
load wagon variant at the “roll test” — a) rate of frequency change k= 0.03 Hz[S" (up to 30 Hz), b) rate of fre-
quency change k= 0.2 Hz[S" (up to 30 Hz), ¢) rate of frequency change k= 0.03 Hz[s" (up to 3.5 Hz), d) rate of
frequency change k= 0.2 Hz[S" (up to 3.5 Hz).
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Figure 15: The maximum relative displacement between the left front wheel and the wagon body at resonant
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Figure 16: The maximum relative displacement between the left front wheel and the wagon body at resonant
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Figure 17: The minimum relative displacement between the left front wheel and the wagon body at resonant fre-
quencies at the “bump test”.
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Figure 18: The minimum relative displacement between the left front wheel and the wagon body at resonant fre-
quencies at the “roll test”.
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Figure 19: The resonant frequencies of the wagon at the “bump test”.
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Figure 20: The resonant frequencies of the wagon at the “roll test”.
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5 CONCLUSIONS

The influence of the frequency change rate K of the sweep load of the wheels on the dy-
namic response of the MGR Coal Hopper HAA wagon was examined. From the results of the
computer simulations it is evident that the influence of the sweep load parameter K signifi-
cantly influences results of the laboratory tests. Even a small change of parameter K causes a
deviation of the relative displacements between the wheels and the wagon body.

Maximum relative displacement between the wheels and the wagon body at resonant fre-
quency decreases directly proportionally to the increasing of the frequency change rate K at
simulating both the “bump test” and the “roll test” (see Fig. (15) to Fig. (18)). The more
loaded wagon, the smaller maximum relative displacements (see Fig. (15) to Fig. (20)). At
resonant vibration in the course of the “roll test” the absolute values of both the maximum and
the minimum relative displacements are lower (see Fig. (15) to Fig. (18)) than in the course of
the “bump test”. Values of resonant frequencies of more loaded wagon are (at the same value
of parameter K) lower than values at less loaded wagon (see Fig. (19) and Fig. (20)). The
empty wagon at which the lower resonant frequencies are caused by the lower stiffness of the
leaf springs, is the exception. (see Fig. (8)).

It is evident (from the graphs in Fig. (19) and Fig. (20)) that the information capacity of the
sweep tests (both the “bump test” and the “roll test”) is sufficient (in the case of the MGR
Coal Hopper HAA wagon) up to the rate of frequency change k = 0.05 Hz[S"'. As it was al-
ready mentioned, at the lower value of parameter K it is necessary to pay a great attention to
the possible danger of the wagon rolling at the wagon laboratory tests. At higher values of the
rate of frequency change k the resonant frequency values (especially above k= 0.6 Hz[S™") are
already considerably biased. At simulating “bump test” two resonant peaks (at the lower val-
ues of the rate of frequency change k — see Fig. (11) and especially Fig. (13)) appear in fre-
quency dependencies of the relative displacements between the wheels and the wagon body.
This fact is caused by a different stiffness of the five-leaf parabolic steel springs in the front
suspension and the two-leaf composite springs in the rear suspension. At the “roll test” and at
higher values of parameter k during the “bump test” only one resonant peak occurs because
the conditions of sufficient intensity or the character of excitation for exciting the resonant
peaks caused by the stiffness of the springs in the rear suspension are not fulfilled — see
Fig. (11) to Fig. (14)).

Different values of the resonant frequencies identified at the experimental measurements
(see Fig. (4)) and at the simulations with the wagon multibody models are caused by the used
imperfect leaf springs model (it is mentioned e.g. in Ref. [11] and Ref. [12]). That is why the
following work will continue the work started e.g. in Ref. [3], Ref. [13] and Ref. [17] devoted
to the improvement in the approach to the leaf spring model more thoroughly (e.g. Ref. [4]).
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Abstract. An efficient algorithm is presented to obtain trajectories of industrial robots
working in static environments. The procedure starts with the obtention of an optimal path
without the presence of obstacles, to find its evolution until a collision-free trajectory is gen-
erated. This is a direct algorithm that works in a discrete space of trajectories, where the
global solution is approximated as the discretization is refined. The solutions obtained are
efficient trajectories close to the minimum time that meet the physical limitations of the robot,
collision avoidance, and where you can restrict the energy consumed.
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1 INTRODUCTION

Trajectory planning of robots is a very important issue for those industrial activities which
have been automated. The introduction of robots in industry seeks to upgrade not only the
standard quality but also productivity while the working times are increased and the useless
times reduced. Trajectory planning has an important role to play in order to achieve these ob-
jectives (the motion of robot arms will have an influence on the work done).

Formaly, the trajectory planning problem pursue to find the force inputs (control) u(t) to
move the actuators so that the robot follows a trajectory q(t) that enables it to go from the ini-
tial configuration to the final one while avoiding obstacles (the trajectory planning problem is
also known as the complete motion planning).

Therefore, an important part to obtain an efficient trajectory plan lays on the robot actua-
tors. Ultimately they will generate the robot motion. And it is very important to get a smooth
behavior of robot to be able to work, for example, with enough precision. Therefore, the tra-
jectory planning algorithms should take into account the characteristics of the actuators. As
well as a smooth motion of the robot, it is also necessary to monitor some working parameters
to verify the efficiency of the process, just in case we seek to optimize some objective func-
tion. Among the most important working parameters and variables are the time required to get
the trajectory done, the input torques, the energy consumed and the power transmitted. Also
the kinematic properties of the robot’s links are important as for example the velocities, accel-
erations and jerks.

The trajectory algorithm should also not forget the presence of possible obstacles in the
workspace. Therefore it is very important to model efficiently both the workspace and the ob-
stacles. The quality of the collision avoidance procedure will depend on this modelization.

As it was said before, it is desirable to optimize some of the working parameters mentioned
earlier or some of the objective functions. The optimization criteria most widely used can be
classified as follows:

(1) Minimum time required which is bounded to productivity.

(2) Minimum jerk which is bounded to the quality of work, accuracy and equipment mainte-
nance.

(3) Minimum energy consumed or minimum actuator effort both link to savings.

(4) Hybrid criteria, e.g. minimum time and energy.

2 OBTENTION OF THE COLLISION-FREE TRAJECTORY

The problem of obtaining a feasible and efficient trajectory for a robot in an environment
with static obstacles while allowing the motion between two given configurations (¢ ' and ¢ b}
is posed. It is necessary to understand an efficient trajectory as that one which is near to the
minimum time trajectory having a reduced computational cost and subject to the limitations
of the robot dynamics as well as the jerk and consumed energy constraints. Of course, the fea-
sibility of the trajectory means that there are no collisions with obstacles.

The proposed process for resolving the problem involves the following steps:

a) Obtention of minimum time trajectory (Smin).
Using the procedure described in [1] and [2], power constraints on the actuators have
been added and the trajectory sy, is obtained corresponding to the sequence of
configurations C = {ci, cf}. This procedure minimizes the time needed to perform the
motion considering constraints on power and torque actuators, and constraints on maxi-
mum jerk and energy consumption in the trajectory, but initially the algorithm does not
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b)

c)

d)

e)

consider collisions, therefore you can obtain an optimal time trajectory which can cause colli-
sions.

Search collisions.

The first configuration ¢, from Sy, which has collision is identified and then the previous
configuration C, is searched whose distance exceeds a set value so that the smallest obstacle can
never be between C; and C, configurations.

Obtaining adjacent configurations.
Six adjacent configurations to ¢, are achieved as defined (C.! j=1,...,6).

Obtaining offspring trajectories.

For each one of the adjacent configurations | obtained in the previous section and which do not
collide, a offspring trajectory Sy is obtained which came from from Spi,. The passing points for
each trajectory S, is Ck = Cu ck (k=1, ..., 1)

Trajectory selection.

A set of trajectories ordered by time is generated, 7, = {s;...s;}, taking the minimum time trajec-
tories S; and checking collisions as it was done in section b. If s, has no collision then the algo-
rithm goes to the next section f, otherwise it returns to ¢ and the process is repeated.

Reduction of passing points.
In the event that the collision-free trajectory s; is not a first generation one (direct offspring from
Smin With a sequence of three configurations), we have:

s, such that C = {Ci, €2,€3) ) Cm—1,Cr } (m being the number of configurations that define the
trajectory).

By eliminating intermediate configurations from S; (except for the initial and final configura-
tions), new trajectories are obtained, and those minimum time trajectories are called S, without
collisions obtained by reducing the passing points from s,. There may be no trajectory S;. If there
is Sy, it is the solution of the problem, if not, s, is taken as a solution.

RESULTS

The example in Figure 1 starts from a trajectory with collisions between the two following

configurations:

c'=(-96.0°-11.0° 111.0° 0.0° -8.0°,0.0°)
cf=(77.5°-14.7° 134.3°,0.0°, -30.0°, 0.0°)

The results are shown in the next table.

N2 of Passing Confi- . Energy consumed
Trayectory . Time (seg)
gurations (Jul)
Smin 0 1.5682 79
S 11 4.2595 376
Sr 2 2.2786 267

Table 1: Results from example 1.
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21493.08 seconds of execution time on a computer with Intel ® Xeon ™ processors with 3 GHz
CPU

Figure 1. Trajectory

4 CONCLUSIONS

An efficient procedure for obtaining trajectories in industrial robots has been presented.
An example is shown in Fig. 1.

The time required to run the trajectory are close to optimal one, as it is demonstrated in
the examples. Example in Fig 1 requires 1.4563 seconds to run the trajectory avoiding
obstacles, while optimal time without obstacles is 1.1360 seconds. Comparing the results
it can be observed how the execution times are about 1/100 of those presented in [4].
These results confirm the above statements.

The computational time needed to obtain a solution is very dependent on the complexity
of the work environment, so the example in Fig. 1 requires great amount of time, while
the other examples requires a computational time of the order of 1 / 10000 compared to
those of [4].

In the simplest examples the computational time is less than the execution time
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Abstract. Multi-agent optimization of object transport in known environments is addressed,
in order to picture the main advantages regarding cooperative work in nontrivial problems
like the one mentioned. Computational simulations are used to compare the effectiveness of
non cooperative, partial cooperative and totally cooperative work; the total time needed to
complete the tasks is used as the cost function. Stochastic trajectory planners are used to
solve navigations issues that arise when obstacles are present at the environment; and a com-
puter vision system is used to obtain feedback of the agents and their environment. Both as-
pects needed for practical feasibility.
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1 INTRODUCTION

The increasing interest in real life complex problem solutions has encouraged the development
of multi-agent systems. Multi-agent systems date from the 80’s with [1-3] and works like [4-6] can
give us a good look of these systems state of the art. According to Sahin [7], some of the most attrac-
tive characteristics these systems posses are its inherent robustness, flexibility and scalability. Keeping
these in mind, this paper analyses a particular study case; object transport within known environments,
and measures the effectiveness of algorithms that give the system the ability to cooperate and how
communication within the system helps to improve their performance.

Given a know environment with obstacles; it is desired to transport N boxes, using a team of K
agents. The main multi-agent system’s goal is to deliver all boxes optimizing the time needed to suc-
cessfully complete this task. An evolutionary algorithm is used to decide the order in which agents
should transport the boxes so time is reduced. In addition a path planner and a computer vision system
are designed so obstacles can be avoided.

In order to measure the advantages of non cooperative behavior (when agents do not share goals
and just try to optimize their own work), cooperative behavior and how communication may affect it,
four scenarios are simulated. First scenario works as control sample; it is commanded to only one
agent to transport all boxes; the time needed to complete this task is measured. Second scenario tests
the non cooperative behavior; all agents are commanded to move the boxes not considering their
peers’ actions. Third and fourth scenarios test the cooperative behavior. On the one hand, in the third
scenario agents communicate their current status, but not their intentions. On the other hand, in the last
scenario agents do communicate their intent. The boxes initial and desired positions are randomly se-
lected. Moreover, some physical tests are also held, using a system of 3 mobile robots.

2 ALGORITHMS DESIGN

In this section we present the design of the evolutionary algorithm, the path planner and the
computer vision system.

2.1 Evolutionary algorithm

Well known approaches to nonlinear optimization are evolutionary algorithms [10]. In our case,
the variable to optimize is the time required to complete the task. Time can be considered proportional
to:

n
tfzzdf_l‘kwi, (1)
i=1

where the distance d!_; resents the distance between the previous box’s desired position and the cur-
rent box’s initial position; the distance Wi, represents the distance between current box’s initial and
desired position, plus the time needed by the agent to grab and release the box. Furthermore, consider-
ing agents move at a constant speed; and that the environment, all boxes’ initial and desired positions
are known, matrix D can be easily calculated:

diy +wy dip+wyp o dy,+wy
dyr +wy dyy+w, .. dy, +Wy
D=7 N 6)
dp1 + W, dpp +W, oo dpp +W,
this way the cost function for the algorithm is calculated much faster, as it becomes:
z(n)
] = Z Diz-1.2) (3)
>

2(=1
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where z is a vector that contains the order in which boxes must be delivered. If there is more than one
agent, then the cost function is considered as

J = max(Jl, Jz JK) (3)

as it most accurately shows the total time needed to finish the task (the task shall not be considered
finished as all agents finish their share of work)

Evolutionary algorithm considers 0.7 probability of crossover, 0.2 probability of mutation, and
0.1 probability of self reproduction.

2.2 Path planner

An RRT (Rapidly Exploring Random Trees) [11-12] is proposed for path planning and obstacle
avoidance. This is a stochastic algorithm that randomly explores the environments empty spaces. It
avoids local minima (unlike other algorithms as Potential Fields, as explained by professor Latombe
[3]), but it is computationally more expensive. In order to find a path between two points, an exploring
tree is generated from each of those. Once those trees intercept, the path is computed. Some variations
like RRT-Ext and RRT-Basic [14] have appeared in order to reduce computing time. In this work is
also proposed using of searching algorithms as NNS (Nearest Neighbor Search) [15] that can also im-
prove computing efficiency.

2.3 Computer vision system
State feedback is required to verify the agents’ behavior. In this work we use an 640x480 pixels

web camera fixed above the workspace and 3 Moway[9] robots. The camera has a free look of the en-
tire workspace surface as seen in figure 1.

Figure 1: Moway robots and computer vision system

Discretization and resizing of the map are necessary issues, as real time implementation is re-
quired. Computer vision algorithm uses colors to identify the agents; for this purpose, colored papers
were glued over the agents. Color filtering was done using HSV color scale because of its easy-
suppression of brightness feature, from which binary-images are obtained (as shown in Figure 8).
Those binary-images are noise-filtered by using erotion and dilation procedures. That way stable state
feedback is achieved. Implementation was coded using Emgu[8] libraries in a C# environment. Com-
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munication between agents and the computer vision was achieved thanks to Moways’ communications
dlls, provided by the manufacturer.

3 SIMULATIONS

Several simulations were held for each scenario previously mentioned. These simulations were
performed using Matlab. Figure 2 shows one of these simulations, square boxes represent the boxes’
initial positions, and circles theirs desired positions. Every initial and desired position for each box has
a different color and is surrounded by an ellipsoid, while lines show the order of delivery. Table shows
the boxes and the agent positions, as well as the cost function J and the delivery order vector z.

o . Initial Desired

initial position .. ..
Lboxs : posmon pOSlthl’l
i ' Box 1 (06,05) (08,05)
i1 box2 L / 7T ~ Box 2 (04,07) (05,08)
0 o | Y '\/,f' Box 3 (12,03) (13,04)

! i H H ' “box7 o Oso

/ \-\é‘ o . box 5 Box 4 (04,00) (04,01)
: . - Box 5 (15,08) (17,09
E ’[ CoTTTT 5 box :/ Box 6 (01,03) (02,04)
> LT T hox1 X Box 7 (07,07 (07,09)
W . \ RS Box8 | (02,08) (02,10)
boxs. S Box 9 (10,01) (11,01)

Initial position = (09,11)
J=52.7521 aut'
z=[728641935]

Figure 2: Optimized order for 9 boxes transport with 1 agent.

Figure 3 shows the second scenario, considering 3 agents and the same distribution of boxes as
figure 2. Each agent’s movements are followed with different colored lines. In many cases we can ob-
serve that an agent reaches a box, but it has already been delivered, this is due to the lack of communi-

cation between agents.

12

Dotted lines and underlined z
numbers show unproductive work
done by agents

Agent 4
1 [286417593]

g Agent Pinitial 5
/ o 1 (05,06) | 46.0150
i N l el 2 (12,06) | 47.1711
hoxa _ 3 (01,10) | 44.6166
° ? 4 ¢ ¢ xm] 10 2 ” 18 b J =max(Ji)=47.1711 vat

Figure 3: Optimized order for 9 boxes transport with 3 agents (non cooperative).

! aut: arbitrary unit of time
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Figure 4 shows the same simulation in the third scenario, in which boxes’ current status is
communicated between agents. It can be seen that agents no longer try to transport already delivered

boxes, saving time and energy.

yIm]
N

1

I}

;
i

1

1

‘\l
R

Agent 4

1 [2641]

2 [539]

3 (8 7]

Agent Pinitial i

1 (05,06) | 22.5900
2 (12,06) | 20.3087
3| (01,10) | 12.0670

J =max(Ji) = 22.5900 aut

Figure 4: Optimized order for 9 boxes transport with 3 agents (cooperative with partial communications)

Figure 5 shows simulation in the fourth scenario, in this case agents also communicate which
box they shall deliver next, as well as which box they are currently delivering.

12

imigal  90%3
position 37 -1
IR H H
i S~ e
S s .
A box 2 A ,'-/-/'
° 5 == H 1 H -
‘ T~ 1 box 7 IR -
N h initial :
7 2 Position 2 box 5
&
T initial \:- ————— .
£ . position 1 !\\_ > box 3
> A ,/ N box 1 ,/ =~
v
T 1 i '
A 7 3 7
td < e
S (-
2 box 6
N PEvas
\ i L](
! E__tS
o 1 box 9
N
box 4
= ; . ; ; ; ; . . ;
0 2 4 6 8 10 12 14 16 18
x[m]

Agent z

1 [146]

2 | [935]

3 [827]

Agent Pinitial %

1 (05,06) | 15.8371
2 (12,06) 16.7437
3 (01,10) 13.4920

J =max(Ji) = 16.7437 aut

Figure 5: Optimized order for 9 boxes transport with 3 agents (cooperative with total communications)

Regarding the path planner, simulations were performed in order to compare different RRT’s
variations. One of these simulations is shown in figure 6; in which the path is computed by RRT Ext
with knn-search[15] (a kind of NNS algorithm) from an initial position at (-0.75, -0.7 5) to a desired

one (0.75, 0.75).

Figure 6a shows exploring trees branches while figure 6b shows path found and its post-

processing simplification.

Figure 7 shows a simulation using cooperative algorithms with full communication between

agents (same as figure 5), and several obstacles avoidance.
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yim]

yim]

Simplified route
W Obstacles
Route found

08 06 04 02 o 02 04 06 o8 -1 0.8 . -0.
%[m] x[m]

Figure 6: (a) Exploring tree branches. (b) Path found by exploring branches and simplified route computed after
post processing.

12

boxs Agent z
initial " RRT eplorin,
e . 1 [172]
\ : 2 [935]
o 3 [864]
o Agent Pinicial Ji

1 (05,06) | 17.6342
2 (12,06) | 19.5256
3 (01,10) | 18.1935

J =max(Ji) = 19.5256 aut

Figure 7. Box transport in an environment with obstacles

Regarding physical implementation, figure 8 shows a computer vision interface written in visual
C#, which also handles the communications with agents and previously discussed algorithms (evolu-
tionary and RRT,). That interface shows camera’s capture (top-left square), robot’s tracking (top-right
square) and obstacles (bottom-right square).

4 DISCUSSION OF RESULTS AND CONCLUSIONS

Regarding the non cooperative and cooperative algorithms, figure 9 shows the results obtained
from the four different scenarios; considering 100% as needed time for 1 agent to deliver the 9 boxes.
The table in figure 9 shows that on average, non cooperative behavior just saves up to 33.5% of the
time, while cooperative behavior with partial communications saves 58.4% of time and full communi-
cations saves 64.7% of time. This shows how important cooperative algorithms can be, as they can
boost the systems efficiently greatly.
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8 Moway Interface —— N — O — -
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14925

Figure 8. System Interface (C#)

* + 1.Not cooperative Case Stal}d?rd
ol o S + 2 Partalcooperat Mean | deviation
+ 3. Cooperative Non cooperative (1) 66.5 5.8

Cooperative with

or ‘: :‘ partial communica- 41.6 2.2
g tions (2)
£ 8 b Cooperative with
F 1 full communications 353 1.4
0L e J 3)
==

Figure 9: Time comparison of transporting 9 boxes.

Another interesting result obtained was the analysis of RRT’s variations (RRT Ext, RRT Basic)
and their improvement with knn-search. Figure 10 shows that RRT Basic, in average, needs around

0.905 seconds to find paths and RRT Ext just needs 0.187, being this, a great improvement in time. In

the other hand their optimized versions with knn-search algorithm show even better performances,

needing only 0.281 and 0.078 seconds respectively.

251 + m
T = 1 RRT Basic without knnsearch Standard
2r = 2 RRT Ext without knnsearch 7 M deviati
i = 3 RRT Basic with knnsearch . can cviation
4 RRT Ext with knnsearch (1) RRT Basic
A 150 E without knnsearch | 0.905 0.48
g (2) RRT Ext wit-
= nl | hout knnsearch 0.187 0.079
(3) RRT Basic
. with knnsearch 0.281 0.104
05} —+ R (4) RRT Ext with
3 % == knnsearch 0.078 0.023
ol - == |
1 2 3 4

Figure 10: Time Comparison of RRT computation.

-290-



Renato Miyagusuku, Jorge Paredes, Santiago Cortijo, José Oliden

CONCLUSIONS

Regarding cooperative and non cooperative behavior, cooperative behavior proves to be signifi-
cantly more efficient. Furthermore, communication between agents are also important as it can in-
crease its efficiently. However, a more complete analysis is needed in order to get generalize
those conclusions. About RRT’s variations analized, RRT Ext is recommended over RRT Basic,
and using knn-search is strongly recommended, as it notably decreases computation time required
for both RRT’s variations. Finally, implementation feasibility of those algorithms is proved by
successful physical implementations done using the computer vision system and three Moway-
robots. However, it is still required to improve color filtering used or switching to more sophisti-
cated feedback sensors, taking advantage of distributed sensing; specially for those cases where
having a plan view of the entire workspace with a camera is not feasible or practical. Nonetheless,
for this particular implementation such configuration was plausible and adequate.
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Abstract. The idea of making interaction between human and computers easier and more
natural is very attractive. In order to achieve this, it is necessary to reduce the equipment
required. Vision-based Human Computer Interaction (HCI) has the potential of making this
possible. This project develops a condensation based algorithm to control different devices
with the gestures performed by the hand. These kinds of HCI are not very common because of
its complexity. For that reason, the implementation of a background subtraction filter was
necessary before hand tracking. Also, the Catmull-Rom's curves were used to model the hand.
Results of hand filtering, detecting and tracking are illustrated in the paper. Finally, a
possible application is given by controlling basic movements of a helicopter in a virtual world.
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1 INTRODUCTION

A way to improve the interaction between human and computers have become an
important topic for developing interfaces which could make it easier and natural for people to
use. Touch Panels are a good example of these kinds of interfaces. They are easy to control by
the users and do not require additional equipment. However, these devices require hardware
and are expensive.

For that reason, attempts to develop vision-based interactive interfaces have increased.
Some of them focus on developing an interface to control robots [3] or create surfaces such as
touch panels, but only with cameras as sensors [5] for different purposes. In each case, it is
necessary to create a specific and robust algorithm.

This paper proposes a virtual interactive interface in order to make the system more natural
for users, without complicated equipment. The user could send different instructions to the
system by hand movements.

Our approach is based on 2D model of the human hand, which helps us to reduce the
complexity of the involved computations and still obtain good results as will be shown later.

Section 2 describes the method used and focuses on the measurement model and
improvements of it to reduce computational cost. Results are presented in section 3, which
includes tracking efficiency graphics and applications of the purposed system.

2 VISUAL TRACKING METHOD

2.1 Overview

Improving the way that humans interact with computers by using an interface based on
visual tracking, is a very valuable goal but, unfortunately, there is a crucial problem. The fact
is that an object can generate different images depending onits pose or illumination.
Silhouette-based approaches simplify the problem by reducing the variability of the object
representations.

In this case the silhouette contour of the hand is modeled by a Catmull Rom’s curve [6]
whose state is estimated using a particle filter. This model is shown in Fig. (1). The choice of
a particle filter (or condensation algorithm) as the track engine comes from its capability to
work in the presence of nonlinearities and non-Gaussian noise models. The details of this
filter and its associated formalism can be found in [1, 2, and 7]

Figure 1. Contour template for hand
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2.2 Dynamic Model

The dynamic model is represented by the Eq. (1):
Xg = Ala * X + (1 — @) * X ] + Wx )]

Where Wy is the gaussian noise, Xk is a characteristic measure of the object to track in
each image, « is the smoothing parameter, its value varies from 0 to 1 depending on the former
image and A is an experimental constant. So, the non-lineal dynamic of the object is based on
evaluating the neighborhood of the previous object and predict the next position, taking as
reference the Gaussian likelihood of the object position.

2.3 Particles Filter

In the visual contour tracking, the main task is to find the template configuration of object
that will continue through the T frames in the video sequence. The configuration around the
template, for the frame object is denoted by x¢, with t=1...T. To find the target object, a
number of measurements are made in each frame, calculating the probability on the
hypothetical boundary. Measurements in the frame t are denoted by Z;, and measurements
taken up to frame t are denoted by Z;.

Zt = {2122Z3 ZM} (2)
Ty = {212,725 ... 7} 3)

The functional form of measurement point likelihood as formulated by Blake and Isard has
the form p(z|x), where z is the set of features found along the measurement line, and X is the
position of the hypothesized contour on the measurement line [4]. The Eq. (5) explains how to
obtain it.

Xy = {X1XoX3 ... X} 4

_ (zm_x)z
PEmlxm) =Axe ( 2c? ) )

Where c is the standard deviation of the Gaussian, v, = Z,, — X is the distance between
the m feature found on the measurement line, and the position of the hypothesized contour on
the measurement line is X. Generally, x is at the midpoint of the measurement line. Fig. (2)
shows how an analysis is performed for a set point along the entire hypothetic boundary; the
weight of the set point is given by Eq. (5), which is evaluated along each adjustment point
over the measurement line [4].
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Figure 2. Measurement line normal to a hypothesized contour.

Then, the likelihood of the entire contour at time t is the product of each of the likelihoods
of each of the M measurement points.

M
p(Zelx) = | | pCmlxm) ©
m=1

The weighted particle set, approximately, a probability density. In the Fig. (3), the particles
are the green ellipses and their weights are proportional to their area. Picking one of the
particles is approximately, the same as drawing randomly from the continuous probability
function. One of the strengths of this weighted particle set representation is that, it allows the
representation of multimodal distributions.

Probability ___ probability
denzity
weighted

@ -
particls

eI o -. @ State

Figure 3. Weighted particles set approximation of a probability density, taken from [5].

The information of i nterest, for the location of the target object, is expressed as a
conditional probability, p.(X¢|Z), this is the probability of a hypothesized contour given the
history of measurements. However, in general, it is difficult to calculate p(X¢|Z) directly.
For that reason, the Bayes theorem is applied to each time-step, obtaining a posterior
p:(X¢|Z;) based on all available information.

Pe(Ze|x0)Pe—1(Xe|Z¢-1)
pe(Zo)

p(xelZe) =

N
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Fig. (4) shows an outline of various particles, which have different weights (denoted by the
size of its circumference). According to Bayes theorem, after obtaining these values, is
performed Monte Carlo analysis to obtain such particles.

All particles have the same weight, but there will be more concentrated where there had
been a p article with a higher weight. Then, it compares the real shape with the outline
hypothetical, getting the new weights for the particles.

observation
density

Figure 4. Condensation algorithm step by step, taken from [5]

In the Fig. (4), x® is the environment configuration, m*1 and m® are the weights of the
particles present in the frame.

2.4 Background Subtraction

In order to reduce the computational cost and make the system more robust, it was
necessary to make a process of background subtraction to extract the hand silhouette. It was
done in two steps. First, a skin color classifier was developed and then, morphological
operations were applied to reduce the noise.

2.4.1. Skin color classifier

A skin color classifier was implemented in the YCrCb space color [8]. This space color
was chosen because; it allows us to control the variation of brightness, which is a huge
problem in this kind of interfaces. Fig. (5) shows the result of the classifier.
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Figure 5. Skin Color classifier.

2.4.2. Noise reduction and Edge Detection

In the Fig. (5), the hand silhouette is not perfect. For that reason, it was necessary to reduce
the noise using morphological operations such as Erosion and Dilatation. Then, for edge
detection the Canny filter was applied. Fig. (6) shows the morphological operations and the
Canny filter.

W [ vecs

Maxima: 150 7T =
8| 2 RGN e Y i

Minima: 134

Figure 6. Result of the Skin color classifier [top left], Erosion [bottom left], Dilatation [bottom centre] and
Canny Filter [bottom right].

2.5 Hand contour model

In this part, it will be explained all the hand parameters. These parameters were taken from
a hand model, which is an articulated curve template built by Catmull Rom's curves from 50
control points. Fig. (7) shows the 14 parameters which were considered to have a better
control of the hand silhouette. With this parameters, it can be defined a function which will
represent the hand silhouette.

F(x,y,,2,00,1y,6,11,6,,15,03,13,04, 05)

®)
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Figure 7. Parameters of the hand silhouette, taken from [5].

Where:

X and Y are the coordinates of the hand centroid.

a is the rotation angle of the whole hand,

A is the hand scale,

09, 04,0, 03 are the angles formed by the fingers, pinky, ring, middle and index finger
with the hand palm respectively,

lp, 14,1, 15 are the lengths of fingers: pinky, ring, middle and index respectively received
from the camera point of view,

0, is the angle between the first segment of the thumb with respect to the palm,

05 is the angle of the second segment of the thumb on the first segment.

3 RESULTS

3.1 Tracking results

The presented method has been implemented on a Dual Core 2.20 GHz laptop running
Windows 7. To manage the images taken from the camera, the OpenCV (Open Computer
Vision) libraries developed by Intel were used [9]. These libraries were useful to develop the
skin color classifier and implement the condensation algorithm. Fig. (8) shows some tracking
examples.
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Figure 8. Hand Tracking

In order to measure the tracking results, efficiency curves were used. These curves are
based on the mean square error, which is the sum of every little error between each point of
the contour of the hand and its respective theoretical point. Eq. (9) explains how the efficiency
was calculated.

XY, i icte — XY i
Efficiency — Z | hypothetic particle real partlclel " (Number Of Particles) )

erroTmax

Where:

errotmay 18 the maximum difference of pixels between the hypothetic and real contour
(see Fig. (2)), XYnypothetic particte are the coordinates of the hypothetic particle and
XYreal particie are the coordinates of the real particle, which comes from the camera.

Fig. (9) and (10) show the efficiencies of the algorithm during movements of translation
and rotation. In both cases, the efficiency starts with a low value (63%), because the tracking
is beginning and the hand is not necessarily in the same position of the template, then it
increases (83%) when the tracking is more stable.

Efficiency Curve
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Figure 9. Efficiency Curve for hand tracking in translation state.
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Figure 10. Efficiency Curve for hand tracking in rotation state.

3.2 Applications

3.2.1. Interface for Videogames

To manage the virtual interface, it has been considered the realization of buttons that
indicate which actions were taken. These will be hidden later not to be relevant. Fig (11) and
Fig. (12) show that, it was possible to identify the actions taken by the hand either upward or
diagonally.

Figure 11. Identification of motion of the hand upward.

!

Figure 12. Identification of hand movement on the diagonal.

The screen was divided into 3 sections, top, middle and bottom, which gave the above
signals, lower average in the boxes on the right side of the above figure. Once signal senses
are confirmed, they interact with the virtual world developed in OpenGL (Open Graphic
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Library) to manipulate an example model (in this case was a helicopter) with good results as
Fig (13) shows.

Figure 13. Virtual World developed in OpenGL (left) and Control of an object by Virtual Interface (right).

The helicopter is moved in the direction of the hand rotation digitally, and taking into
account the approach of the hand defines the orientation of the head tilting or ascending
helicopter.

4 CONCLUSIONS

The YCrCb color space was useful and helpful for the application that was required, as can
be seen in Fig. (5), because this provides proper hand isolation and a better control of
brightness than in other color spaces.

The tracking efficiency is around 81% for the various movements that made the silhouette
of the user’s hand and a minimum of 65%, this indicates that tracking is fast and efficient for
various applications such as simulation in virtual environments and control by communication
protocols. The minimum value is given at the beginning, which has not yet detected the hand.

The proposed interface is suitable for different kind of applications, as demonstrated with
the sample object (a helicopter). That’s why; the program developed could be changed
depending of the required application.

As a future work and to increase the degrees of freedom (DOF) of the system, it will be
implemented a tracking for each finger, so it will allow users to simulate to touch a surface.
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Abstract. The main purpose of this research work is to design a dynamic Stance Control
Knee-Ankle-Foot-Orthosis (SCKAFO) to support patients with gait disorders, namely for pa-
tients with muscular weakness and dystrophy in quadriceps femoris muscle group. Patients
with quadriceps muscular weakness are regularly prescribed a Knee-Ankle-Foot-Orthosis
(KAFO).This orthotic device locks the knee in the full extension during stance phase and re-
mains locked during the swing phase. Due to the absence of knee flexion, the KAFO users
must adopt abnormal gait patterns. These abnormal gait patterns lead to compensatory
movements in order to overcome the weak muscular control. A new type of orthosis, referred
as Stance-Control-Knee-Ankle-Foot-Orthosis (SCKAFO), has recently emerged to allow knee
flexion during the swing phase while providing controlled knee flexion in stance phase In this
work several commercial SCKAFO designs are presented and their limitations are discussed.
A SCKAFO electromechanical knee locking system is proposed and its requirements can be
established of the intended function the knee and ankle orthotic joints should feature in order
to approach a normal gait.The new dynamic SCKAFO proposed in this work should have a
superior performance when compared to those currently available in the market, and aspects
such as weight, cost, type of actuation and metabolic cost will play a crucial role. The new
orthotic device will allow a more natural gait pattern and consequently reducing metabolic
cost. An improvement in this issue will be a huge effort in reducing the high rejection rate for
these orthotic devices users.
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1 INTRODUCTION

Normal walking in humans may be defined as a method of locomotion involving the use of
two legs alternately to provide both support and propulsion. Walking is a periodic process and
gait describes the manner or style of walking. The gait cycle is the period of time between any
two identical events in the walking cycle nevertheless initial contact has been selected as the
starting and completing event. The gait cycle is divided into two periods for each foot, Stance
and Swing. Stance is the time when the foot is on the ground, constituting nearly 58 to 61% of
the gait cycle. Swing corresponds to the tim e when the foot is in the air, constituting the re-
maining 39 to 42% of the gait cycle time. Double support is the period of time in which both
feet are in contact with the ground. The two pe riods of double-limb support (occurring at be-
ginning and end of stance) represent about 16 to 22 % of gait cycle [1, 2].

The gait cycle can be described in the phasic terms of initial contact, loading response,
midstance, terminal stance, preswing, initial swing, midswing and terminal swing. Stance pe-
riod consists of the first five phases, the re maining three ones correspond to swing period, as
it is illustrated in Fig. (1).
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Heel Contact Midstance ~ Heel-Off Toe-Off Midswing

Figure 1: A typical normal gait cycle illustrating the events of gait {adapted from [2]}

The knee and ankle articulation are utm ost significance in the management of the hum an
giat. The knee plays a crucial role in the m anagement of the flexion/extension motion during
the human gait. The human knee is no doubt one of the most complex articulations. In simple
manner, it can be said that during a norm al gait cycle, the knee exhibits two flexion and two
extension peaks [3], as it is illustrated in Figure 2.
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Figure 2: (a) Knee angle during a normal gait cycle (b) Knee moment during a normal gait cycle { adapted
from[4]}
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The knee is fully extended before heel cont act, flexes during the lo ading response and the
early part of mid-stance. This first flexion phase is called the stance phase knee flexion (point
2 in Figure 2). The knee extends again (point 3 in Figure 2) during the late part of the m id-
stance, then starts flexing, reaching a peak during heel contact. This flexion phase is called the
swing phase knee flexion (point 4 in Figure 2). The knee extends again prior to the next heel
contact (point 1 in Figure 2) [1-3]. This phenomenon can be observed in Figure 2, w hich rep-
resents a complete gait cycle.

In the plot of Figure 2 b, the evolution of the knee moment during the gait cycle can be ob-
served. The knee moment corresponds to the moment of force caused by the muscular action
that will counteract the foot ground reaction force. In the beginning of the gait cycle, there is a
flexor moment caused by the m uscular action that counterattacks the extension m oment pro-
duced by the heel contact. Between 5% and 27 % of gait cycle, the foot ground reaction force
causes a flexor m oment of the knee and the m uscular action counterattacks this moment in-
ducing extension in the knee. The patient s with muscular weakness and dystrophy of quadri-
ceps femoris muscular group do not have this type of muscular action. The actuation system
of the new orthosis should act and prevent kne e flexion [3]. Between 27% and 50% of gait
cycle the foot ground reaction force causes an extension moment and the muscular action reg-
ulates the knee full extension. At the end of th e gait cycle, a flexor moment caused by the
muscles is used to control the knee extensi on and to prepare the heel impact in the ground.
The knee moment during a normal gait cycle (Figure 2) reaches its maximum value during the
stance phase (0.62 Nm/kg) [1].

The ankle is usually within a few degrees of the neutral position for dorsiflex-
ion/plantarflexion at the time of initial contact. After initial contact, the ankle plantarflexes,
bringing the forefoot down onto the ground. During mid-stance, the tibia moves forward over
the foot, and the ankle joint becom es dorsiflexed. Before opposite initial contact, the ankle
angle again changes, a m ajor plantarflexion taking place until just after toe off. During the
swing phase, the ankle moves back into dorsiflex ion until the forefoot has cleared the ground
(around feet adjacent), after which so mething close to the neutral position is m aintained until
the next initial con tact. The ankle moment during a norm al gait cycle (Figure 3 ) reaches its
maximum value during the stance phase (1.6 Nm/kg) [1-3].
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Figure 3: (a) Ankle angle during a normal gait cycle (b) Ankle moment during a normal gait cycle {adapted from [4]}

This paper is organized in five sections , namely introduction, knee-ankle-foot-orthosis
(kafo) and stance phase nee-ankle-foot-orthosis (sckafo) solutions for gait disorders caused by
muscular weakness/distrophy of quadriceps femoris muscle group, orthotic knee locking sys-
tems for kafo and sckafo orthotic devices, de sign guidelines and control of a electromechani-
cal knee locking system and concluding remarks.
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The main motivation for this research work comes from a specific need from patients with
quadriceps femoris muscular weakness. The quadriceps femoris muscle group is com posed
by a total of eight muscles responsible for the knee flexion-extension m otion, namely: Biceps
Femoris Short Head, Vastus Medialis, Vastus Lateralis, Vastus Intermedius, Rectus Femoris,
Biceps Femoris Long Head, Semitendinosus and Semimembranosus (Figure 4a)[ 1, 5]. This set
of muscles plays a crucial role in the human gait because the abnormal flexion/extension mo-
tion of the knee can induce irregular and unsafe gait patterns This particular type of muscular
weakness of lower limb can be the result of different diseases, such as peripheral neurological
diseases (poliomyelitis and post-po lio syndrome, spina bifida, poly ne uropathy), muscular
diseases (Duchenne muscular dystrophy, Becke r’s muscular dystrophy, m yasthenia gravis)
and central neurological diseases (multiple sclerosis, cerebral palsy, Parkinson disease, brain
injury, stroke and spinal cord injury [6, 7]. The result of the reduced muscle-strength or mus-
cle-control in these diseases is the cause for a common pathological gait. When a patient with
muscular weakness touches the ground with his foot (heel contact), they does not have enough
muscle strength to oppose the reaction force fro m the ground that m akes him flex the knee
instead of extend.

Figure 4b depicts description of the six grades of manual muscle tests, in order to ¢ harac-
terize the patient muscles control. Manual muscle testing is a procedure for the evaluation of
the function and strength of individual m uscles and muscle groups based on effective perfor-
mance of limb movement in relation to the forces of gravity and manual resistance. Maximum
muscular strength is the m aximum amount of tension or force that a m uscle or muscle group
can voluntarily exert in one maximal effort, when the type of muscle contraction, limb veloci-
ty, and joint angle are specified. Grade 0 repr esents a non-active muscle and a grade 5 repre-
sents a normal muscle [1, 3, 8].

Grade 5 — Patient can hold a position
against maximum resistance and through
complete range of motion

Grade 4 —Patient can hold a position
against strong to moderate resistance, has full
range of motion

Grade 3 — Patient can tolerate no re-
sistance but can perform m ovement through
the full range of motion

Grade 2 — Patient has all or partial range
of motion in the gravity-free position

Grade 1 — Muscle(s) can be palpated
while patient is performing the action in the
gravity-free position

Grade 0 — No contractile activity can be
felt in the gravity eliminated position

(b)

Figure 4: (a) Configuration of a generic biomechanical model with quadriceps femoris muscle actuators [9] (b)
Grades and descriptions of manual muscle tests
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2 DESCRIPTION OF KNEE-ANKLE-FOOT-ORTHOSIS (KAFO) AND STANCE
CONTROL KNEE-ANKLE-FOOT-ORTHOSIS (SCKAFO) SYSTEMS

Since last century, the Knee-Ankle-Foot Orth osis (KAFO) has been used for decades to
overcome weakness and instability of the leg. Knee-Ankle-Foot -Orthosis (KAFO) is an or-
thotic device that locks the knee in the full ex tension during stance phase and re mains locked
during the swing phase. Due to the absence of knee flexion, the KAFO users m ust adopt ab-
normal gait patterns (Figure 5a). A new type of orthosis, referred as Stance-Control-Knee-
Ankle-Foot-Orthosis (SCKAFO), has recen tly emerged to allow knee flexiond uring the
swing phase while providing controlled knee flexion in stance phase for patients with quadri-
ceps femoris muscle weakness with muscle grade at least 3, as described by Johnson et al. [10]

There are some disadvantages when the patien ts make use of these orthotic devices. The
ankle and knee internal moments will increase because the patients have an extra weight in
their leg. Most of the orthotic devices nowad ays avaiable are heavy, bulky, noisy, expensive,
unattractive and offers a limited locking position. It should be highlighted that some compen-
satory movements will take place such as hip elevation during phas e (hip hikin g), ankle
plantarflexion of the contrala teral foot (vaulting), increased upper-body lateral sway and leg
circumduction [11]. On the other hand, the prescription of these devices allow the patients to
obtain a more symmetric gait, improved mobility, improved gait kine matics, reduced com-
pensatory movements and energy consumption.

Overall, the SCKAFO orthosis promotes a more natural gait kinematics for orthosis users,
compared to the conventional KAFO users, as Figure 5b shows [11, 12].

The first materials used in the KAFO concep tion were heavy m etallic alloys, wood, leather

and textile. The typical configur ation of a KAFO cons ists of leather or thermoplastic thigh
and calf bands attached to metal uprights joined by a footplate, as can be observe in Figure Sa.
For that reason the first orthoses were considered heavy and und unattractive. During the last
years, great improvements have been made in the cosmetic finish of the KAF O. New materi-
als such as carbon fibers, thermoplastics and polymers are responsible not only for the weight
reduction but also to turn the orthotic device more attractive [13]. More recently a new type of
KAFO has emerged, namely the SCKAFO dynamic orthosis. Figure 5 depicts the evolution of
different types of knee orthosis.

yomr 7 = "7 —— NormalGait
| ® 60 - —— SCKAFO
e S
8 50
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K 0 20 40 80 80 100
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Figure 5: (a) Historic evolution of knee orthotic devices from KAFO (left devices) to SCKAFO (right devices)
(b) Knee angle during human gait: (1) without orthosis, (2) with SCKAFO and (3) with KAFO
{adapted from [11]}
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3 ORTHOTIC KNEE LOCKING SYSTEMS

Over the last few years the develop ment of knee locking systems for orthotic devices has
been an active res earch topic and s till is an open engineering problem . The knee structural
mechanism must support the high flexion m oments that occurs during hum an gait. The knee
joint components that are m echanical efficient and sufficiently safe are not light and sm all
[12]. There are three types of KAFO orthotic knee joints available.

The bail lock (Figure 6a) is easy to unlock when moving from standing to sitting. It is use-
ful when an individual is using bilateral KAF Os or has decreased hand function. One disad-
vantage is the cosmetic quality caused by the posterior volume.

The drop or ring lock (F igure 6b-c) is a second method for maintaining the knee locked in
extension. It has cosmetic qualities, but requires good hand function to operate.

The offset knee join t (6a) is used to provide in creased knee stability by moving the me-
chanical knee axis posterior to the anatomic knee joint, thus enabling the individual to easily
position their center of mass anterior to the knee joint axis. Unilateral weakness of the quadri-
ceps can be addressed with a KAFO with an offset free knee joint used in conjunction with a
dorsiflexion stop at the ankle, and approximately 10 degrees of plantarflexion range of motion
at loading response. The advantages for using this design include decreased energy consump-
tion, caused by a m ore normal center of m ass pathway during swing phase, ease in m oving
from sitting to stand ing, and an im proved gait appearance. Disadvantages include instability
when going down an incline or negotiating uneven terrain [12].

Figure 6: (a) Bail, ring/drop and offset lock respectively (b) Ring/drop lock in locking position (c¢) Ring/drop
lock in unlocking position

There are different type of actuation systems that allow free motion in the swing phase and
provide knee flexion at any knee angle in the stance phase, such as m echanical [11, 14, 15],
electromechanical [6, 16-19], pneumatic[20], hydraulic and hybrid [21, 22]. The hybrid actua-
tion combines the Functional Ele ctrical Stimulation (FES) with a m echanical or electrome-
chanical system. The electric stimulation is ap plied to muscles of the legto improve its
trajectory during swing phase, and an orthosis is responsible to provide the necessary torque
during the stance by means of mechanical systems [22, 23]. However the use of Functional
Electrical Stimulation presents important limitations such as rapid m uscle fatigue, high com -
plexity of work and difficult motion control. Depending on the type of pathology presented by
the patient, an appropriate actuation system and commercial SCAK O is recommended for the
specific case [8, 13, 24-26].
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In the following sections, a brief description of the most relevant SCKAFO orthotic devic-
es and respective locking systems, is offered, namely Otto Bock Free Walk and Becker UTX,
Horton Stance Control Orthosis, F illauer Swing Phase Lock and Becker Orthopedic 9001 E-
Knee. There are other SCAKO orthotic devices that are developed but still rem ains in patent
process and are not commercial av ailable, such as Controlled Electrom echanical Free-Knee
Brace and Ottawalk Belt-Clamping Knee Joint [27]. It is im portant to highlight that are an
interest of the academic researchers in the study of the performance of this devices.

3.1 Otto Bock Free Walk and Becker UTX

These orthoses are produced by two different companies, namely Otto Bock HealtCare and
Becker Orthopedic, respectively. These orthotic devices shared the same ratchet/pawl locking
system illustrated in Figure 7. A spring-loaded pawl locks the knee au tomatically when the
knee fully extends to heel contact (Figure 7 a). When the ankle is 10 ° dorsiflexed allows the
control cable to the pawl to pull down and disengage the lock (Figure 7 b).

These orthosis only can be pres cribed to patients without limitations in tibialis anterior
muscle. This muscle is responsible for the ankle dorsiflexion/plantarflexion. The knee full ex-
tension is required to engage the knee locking system and the simultaneous extension and 10°
of ankle dorsiflexion is required to eliminate the flexion moments, about the knee and free the
pawl from friction to disengagement [17].

The knee will be unsupported if flexed during the mid-stance and this situation is common
when users walk on stairs and during stum bling. It has been reported that the orthotic devices
are the lightest and most cosmetically attractive of all comm ercial SCKAFO. However, the
users of these orthotic devices feel insecure because these devices have a delicate tubular steel

structure [27].
@ Knee Flexion

Pawl

Control Cable

t Pull Force

Figure 7: (a) Spring-loaded pawl locks knee when full knee extension (b) Dorsiflexion of foot at end of stance
phase pulls on control cable connected to disengage lock system {adapted from [27]}
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3.2 Horton Stance Control Orthosis

The Horton Stance Control Orthosis is pr oduced by Horton Technology and presents a
locking system with a unidirectional clutch design and involves jamm ing an eccentric cam
into a friction ring that is attached to the uppe r-knee joint (Figure 8). A therm oplastic stirrup
is positioned just below the thermoplastic ankle-foot-orthosis (AFO) shell and goes along the
length of the orthosis being attached to a pushrod that is attached to the eccentric cam [15].

Knee joint axis

Stance control

knee joint - .
Friction Ring

Upper joint segment

Pushrod
Cam — o |

Cam - pushrod

connection Cam axis of

rotation

Lower joint segment —{

Thermoplastic

AFO section i ~
-. \ Pushrod \Ll
\

(@ (b)

Figure 8: (a) Horton Stance Control Orthosis (b) Locking mechanism (unlocked) {adapted from [27]}

Thermoplastic
Stirrup

When heel contact occurs, the stirrup is  pushed upward to engage the pushrod and drive
the cam into the friction ring. The su rface of hardened steel cam and friction ring is textured
with microgrooves that eliminate slip between the cam and friction ring. When the cam is en-
gaged, knee flexion causes the friction ring to load the cam, thereby locking the system. Knee
extension pushes the cam away from the fric tion ring, allowing free motion. W hen the foot
plantar flexes, the cam will push upward to engage the lock. In this orthosis there is a switch
on the side of each joint that allows three different modes: automatic stance/swing, constant
free knee motion and constant locked knee extension. These different modes add versatility to
the orthosis. Constant locked knee extension can be useful for orthosis users walking in un-
sure surroundings, and free knee motion mode facilitates daily activities, such as driving a car.

The Horton Stance Control Orthosis is bulky  and joints are relatively large by K AFO
standards. This design allows locking the knee at any angle but some users may not tolerate
the bulk of this orthotic device. The sensitive locking m echanism may restrict users to walk
with a consistent step length and speed to achieve reliable engagement [15, 27].
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3.3  Fillauer Swing Phase Lock

The SCKAFO orthotic device developed by Fillauer, presented a novel gravity-actuated
knee-joint locking mechanism. The locking sy stem consists of a weighted pawl falls in and
out position, depending on user’s thigh angle, as it is depicted in Figure 9.

When the hip is flexed with the thigh ante  rior to the body, asin  terminal swing, the
weighted pawl falls into locked position to prevent knee flexion (Figure 9a). The knee m ust
be fully extended to fall into the locking position. When the hip swings behind the body prior
to the swing phase, the pawl disengages and th e knee flexes freely (Figure 9b). An extension
knee moment is required to disengage the lock ing system. The hip angle required to engage
and disengage the pawl is manually set on the joint by an orthotist. There are three modes re-
maining to the locking s ystem of this orthotic device: manual lock, free swing and autom atic
lock/unlock. Since the locking m  echanism depends on lim b-segment orientation, this
SCKAFO is not appropriate for users to securely climb stairs or walk on uneven ground [27].

| 1

Pra : F‘\ ] Flexion
|

Weighted pawl

@ (b)

Figure 9: (a) Weighted pawl falls in locked position (b) Weight pawl falls out of engagement {adapted
from [27]}

3.4 Becker Orthopedic 9001 E-Knee

The Becker Orthopedic 9001 E-Knee uses am agnetically activated one-way dog clutch
(Figure 10). The joint incorporates two circular ratchet plates coupled with a tension spring.
When foot pressure sensors below the foot dete ct foot contact, the electromagnetic coil is en-
ergized and the ratchet plates are fo rced together. When the locking system is engaged, the
ratchet plates allow angular motion in only one direction. During the stance phase, knee flex-
ion is resisted, while knee extension is still allowed.

The ratchet plates experience two disadvantages. The first disadvantage is that orthotic de-
vice generates a clicking sound when rotated under engagement (when patients extend their
knee in stance).The aesthetics are an im portant issue to tak e into account by the us er. If an
orthosis generates two much noise, probably it will be rejected by the user. The second disad-
vantage consists in the lack of confidence by the users because the locking mechanism cannot
engage rapidly. The 9001 E-Knee is bulky, heavy and the cost is relatively high com pared
with other SCKAFO [27].
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Ratchet plates

A

Tension spring

sainis
Lo DT

Figure 10: Locking mechanism of Becker Orthopedic 9001 E-Knee {adapted from [27]}

3.5 Dynamic Knee Brace System

Kaufman et al. [11, 14] introduced a ne w SCKAFO technology by introducing a electro-
mechanical knee-joint control. The system is composed of mechanical hardware and an elec-
tronic control system. The mechanical locking system consists of a w rap-spring clutch and
uses a close-wound helical spring to transm it torque across a pair of m ating concentric hubs
(Figure 11). When the knee flexion occurs, the spring tightens over both concentric hubs, thus
preventing knee flexion by stopping the rela tive motion between the two hubs. Knee exten-
sion causes the spring to unwind and allow relati ve motion of the two hubs. To disengage the
clutch selectively in swing, the spring is loosened by pulling back on one end of the spring via
a solenoid. The wrap-spring clutch has the unique ability to switch from stance to swing mode
while loaded in flexion. This kind o f joint mechanism demands less mental and physical ef-
fort from the user to control the orthosis  than SCKAFO that require a knee ex tension to
switch from stance to swing m ode. When installed in a SCKAFO, this locking mechanism
founds to be heavy and unattractive [27].

Figure 11: Wrap-spring clutch mechanism {adapted from [27, 28]}
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3.6 Ottawalk Belt-Clamping Knee Joint

Yakimovich etal.[17,18,27] developed a friction-based belt-clamping mechanism to
provide free motion during swing in a SCKAFO knee joint. During the stance phase, the joint
resists knee flexion and allows th e knee to extend freely at any angle. When the knee m oves
into flexion (Figure 12), the belt tension will increase. A knee extension moment at any time
during stance phase reduces belt tension, thereby releasing the clamp to allow the belt to trav-
el freely for knee extension. For free knee flexion and extension in swing, a plate is displaced
into the path of the clamp lever to prevent belt-clamping. A pushrod activated by foot pres-
sure or ankle angle is used for displacing the switch plate between stance and swing phase.
The elasticity in the belt allows some knee flexion in early stance rather than abrupt mechani-
cal locking. This helps absorb shock at heel contact.

ke

%

Dis 4 \
S Knee axis
\ M J
Y /L ——= Belt
Leverrecoil ) /
spring \ ®)
W { Clamped belt
L |

Clamp lever
Fi

Gate plate

U wafox
|\ °F BE N
# \
‘- (o))
\ 4
A .
- Opposing

Pushrod clamping element

—
Figure 12: Friction-based Ottawalk belt-clamping knee joint in stance model {adapted from [27]}

3.7 Dual Stiffness Knee Joint

The Moreno et al. [6] have developed a SCKAF O that expands on earlier use of springs at
knee joint by offering two levels of torsional elasticity at the knee. To detect stance and swing
phases for the braced limb, gyroscopes and du al-axis accelerometers are positioned on the
foot and shank, and an angular position sensor is located at the knee. The joint uses two stain-
less steel compression springs of stiffness K; and K,, where K;>>Ko, to achieve two levels of
torsional stiffness. During stance, the device uses stiffness K | in the knee joint for shock ab-
sorption during initial mid stance and for energy return during knee extension. During swing,
the device switches to stiffness K, to store and recover spring energy that assists knee exten-
sion in terminal swing. The SCKAFO is bulky and, because of the so lenoid power require-
ments, has an approximately 2.5 hours battery life. However, the orthosis can be modified for
mechanical control by pulling on a cable durin g ankle dorsiflexion. T his dual-spring knee
joint is not yet commercially available.
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4 DESIGN GUIDELINES OF A ELECTROMECHANICAL KNEE LOCKING
SYSTEM

The requirements for a new electro mechanical knee locking system can be established of
the intended function the knee and ankle orthotic joints should feature in order to approach a
normal gait, as can be observed in section 1. If an external actuation system is going to be de-
signed, it must be inspired in the functional actions of the musculo-skeletal system during the
gait cycle. The main purpose is to do a reliable replication of the musculo-skeletal apparatus.

A design that exactly duplicates the dyna mic behavior of the knee during the norm al gait
cycle is out of chance. First of all, during the stance phase th e knee angle variation is quite
small (Figure 2a). In order to sim plify the biomechanical design, a fixed angle during the
stance phase is proposed. This characteristic simplifies the task of the electromechanical lock-
ing system that will still locked during this stage [28, 29].

Patients with muscular weakness in the quadriceps femoris muscle group do not have mus-
cle control and the m ain objective is to assist extension. The m aximum knee moment occurs
in this phase and will be the main parameter taking into account in the actuation system.

In order to synchronize the locking and unloc king functions and actuation in the knee and
ankle articulations, it will be necessary obtain biomechanical parameters that allow us to iden-
tify in which phase of gait the pa tient wearing the orthosis remains. This is the f irst step to
control the actuation and locking system [29]. These biomech anical parameters will be ob-
tained using sensors. There are three types of se nsors that can be used in this app lication:
three axis accelerometers (Figure 13a), force resistors (Figure 13b) and rotational encoders
(Figure 13c).

() (®) ©

Figure 13: Different type of sensors (a) three-axis accelerometer (b) force resistor (c) rotational encoder {adapted
from [29]}

During the gait cycle it is necessary to distinguish the stance and swing phases with foot
resistors placed in the plantar surface of the foot. W ith these sensors the contact between the
foot and the ground will be known at each tim e step of the gait cycle (Figure 14b). A total of
three force sensing resistor will be proposed to ch eck which part of the foot is in contact with
the ground. The first sensor will be placed in the heel, the second inth e 5™ metatarsal head
and the third in the big toe (Figure 14a).

A force sensing resistor (Figure 13b) will vary its resistance depending on how much pres-
sure is being applied to the sensing area. The harder the force applied, lower is the resistance.
These sensors are simple to set up and great for sensing pressure and are indicated for applica-
tions where the measure the amount of force being applied over an area is necessary [29].
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Location of the force sensing resistor
Heel | 5" metatarsal | Bigtoe | Actuation | Gait Cycle
On On Off Locked Heel Contact
(0] On Off Locked Midstance
On Off Off Locked Midstance
On On On Locked Midstance
On Off On Locked Midstance
Off On On Locked Heel Off
Off Off On Locked Pre-swing
Off Off Off Unlocked Toe off

(b)

Figure 14: (a) Location of the force sensing resistors (b) Control of the locking system taking into account the
signal from the force sensing resistors

The accelerometers (Figure 13a) or rotational encoders (Figure 13¢) will be used to m eas-
ure the knee and ankle articulations angles. The analysis of these b iomechanical parameters
will be a useful tool to check the k inematic of the referred articulations during the gait cy cle.
A microcontroller (Figure 15a) will processes and interprets the signal from the force resisting
sensors and accelerometers or encoders and will send a signal to a RC s ervo motor (Figure
15b) in order to lock or unloc k the knee electrom echanical joint of the orthotic device. The
microcontroller is an open-source physical computing platform based on a sim ple I/O board
and a development environment that implements the Processing/Wiring language [29].

(a) (b)

Figure 15: (a) Microcontroller (b) RC servo motor {adapted from [29] }

An actuator will be coupled to the RC servo motor in order to lock or unlock the knee elec-
tromechanical joint. The selection of the appropriate actuator fo r this application is still in
study. This actuator could be m echanical (pawl, cam follower, pinion, pin), pneumatic or hy-
draulic. First of all, a typical Knee-Ankle-F oot-Orthosis (KAFO) with a ring/drop locking
system will be instrum ented with the sensorial apparatus (Figure 16). In the KAFO depicted
in Figure 16 only the thigh a nd calf components are presented. The RC servo m otor will be
coupled to a steel cable that wi 11 allow locking or releasing the ring of the knee locking sys-
tem. This methodology will be used in order to validate the sensorial apparatus, the signal
processing of the microcontroller and the action of the RC servo motor. After this instrumen-
tation, the foot part will be added to the orthosis and the ankle will be instrumented.
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Figure 16: A typical KAFO (Knee-Ankle-Foot-Orthosis) without the foot component

Summarizing, the main functions of this orthotic device are i) when the foot reach the
ground the knee joint blocks and remains blocked in the stance phase; ii) free flexion in swing
phase. All of the commercial SCAFO presented before satisfy at least of those requirements.
Although, in this research work the following requirements will taken into account:

e Locking the knee or resisting knee or ankl e flexion, instead of full knee extension
(climb and descend stairs, stand with a flexed knee and stabilize after stumbling);

e Maximum knee flexion angle of 120°

e Unlocking the knee at any angle (allowing to sit and climb/descend stairs);

e Smoothly switching between stance and swing modes;

e Switching stance-swing mode without requiring knee full extension to unload the joint;
e Decrease total orthosis weight, with special consideration to locking mechanism;

e Sizing the orthotic components in order to support a considerable patient weight;

e Ergonomic and cosmetic design (maximum reduction of contact area between the or-
thotic device and leg);

¢ Reduce switching noise between swing and stance phase;
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5 CONCLUDING REMARKS

The main purpose of this research work is to design a dynam  ic Stance Control Knee-
Ankle-Foot-Orthosis (SCKAFO) to support patients with gait disorders, nam ely for patients
with muscular weakness and dystrophy in quadriceps femoris muscle group. Special attention
will be given to the behavior of the knee and ankle articulations during the gait cycle. The re-
quirements for a new electromechanical knee locking system can be established of the intend-
ed function the knee and ankle or thotic joints should feature in order to approach a norm al
gait. The most relevant knee locking systems for orthotic devices (KAFO and SCKAFO) has
been presented and discussed. In order to  synchronize the locking and unlocking f unctions
and actuation in the knee and ank le articulations, it will be necess ary obtain biomechanical
parameters that allow us to identify in which phase of gait the patien t wearing the orthosis
remains. These biom echanical parameters will be obtained using se nsors (accelerometer,
force resistor and encoder). A microcontroller will processes and interprets the signal from the
force resisting sensors and accelerometers or encoders and will send a signal to a RC servo
motor in order to lock or unlock the knee electromechanical joint of the orthotic device.

For future work, a typical Knee-Ankle-Foot -Orthosis (KAFO) with a ring/drop locking
system will be instrum ented with the sensorial apparatus. This m ethodology will be used in
order to validate the sen sorial apparatus, the signal processing of the microcontroller and the
action of the RC servo motor. The selection and application of the mechanical actuator for the
orthotic device will be also performed.
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Abstract. A wind turbine is a complex mechanical system of blades, shafts, bearings, gears,
generator, tower, controls and so on. The high coupling of all components makes a system-
oriented approach inevitable. The present paper gives an insight on the modeling details of
Wind turbines, mixing both rigid bodies and flexible ones. A specific controller has been de-
veloped to simulate the real behavior of a 5 MW Wind Turbine, under realistic conditions of a
certain type of wind. The results are then compared between two different codes.
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1 INTRODUCTION

1.1 Motivation

Wind energy industry is a growth industry that has become more and more important be-
cause political and economic reasons. Large amounts of money are invested in research of
renewable energy sources that could replace traditional ones.

High performance is a prerequisite for the large number of simulations, which are needed
for the design and the certification of a wind turbine. High accuracy is the complementary
prerequisite for cost-effective design; design risks have to be identified in the earliest possible
design stage and to be removed before building prototypes. The last statement is really impor-
tant for this industry, as the dimensions of a wind turbine are huge and as one has to assure,
that the prototype is successful. Design optimization is becoming a key factor for meeting re-
quirements of customers with respect to maintenance cost and product life time and to assure
competitive product pricing.

In order to decrease wind turbine testing costs, multibody simulations have been used re-
cently. CAD simulations also let design engineers testing new prototypes and hence shorten-
ing the developing cycles for wind turbines. There a number of codes to cope with this type of
problems, the one used in this paper is ADWIMO (ADvanced Windturbine MOdeling) devel-
oped by MSC Software', this code is designed to provide the environment for efficient model-
ing and analysis of wind turbines as plug-in for Adams.

In this platform a controller has been designed in order to perform certain simulations un-
der realistic conditions, in order to validate the solution the results are then compared with
FAST 2which is a free public software certified by NREL.

1.2 Objectives

The main objective of this paper is to build a wind turbine multibody model in ADWIMO
including a control system to analyze simulation results to evaluate code features and load
calculations in the wind turbine system.

Along with the main objective, there are some secondary goals for this work as analyzing
the data flow, preprocessor and postprocessor features and user interface to establish the
strengths and weaknesses of the present simulation codes.

1.3  Method

First step in this paper is building (in terms of simulation) the wind turbine model. As
technical wind turbine data is confidential, a public model developed by NREL was used for
the job. Once the data has been collected, the model is built according to those specifications.

As in most of the codes of multibody most of bodies are modeled as rigid parts, but in this
case, and for the seek of accuracy, flexible bodies are used by definition for the blade and the
tower. Multiple flexible bodies provide an efficient approximation for geometric non-linearity
present in long blades. The used code is prepared to support flexible bodies for hub, main

' MSC Software is software developer company
2 FAST is a NTWC Design Code available at http://wind.nrel.gov/designcodes/simulators/fast/.
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shaft and engine frame. These flexible parts are generated using an FE code to generate the
necessary files for the assembly. Once the model is up and running, some tests are performed
to check logical responses to deterministic inputs as constant speed winds or start-up winds.

At this point, values in ADWIMO should be compared either with real data or a different
code results. As test results are no available, comparison to a certificated code should be es-
tablished. Between all codes, reasons to choose FAST, also developed by NREL, are baseline
NREL wind turbine is already developed and its capabilities are considered to be minimum
required features for a wind turbine load calculation software.

Comparison between both codes is carried out in two steps. At the first step, constant wind
speed results are discussed to ensure ADWIMO values are correct in steady state and to quan-
tify differences in the model because wind turbine modeling. PI controller is removed for run-
ning these analyses so blade pitch angle is set according to model documentation. Special
interest is required for deformation in flexible bodies and blade pitch influence in rotor angu-
lar velocity as sources of the general wind turbine response.

The Second part of this study analyses the results for both codes in real wind conditions
(random input). In this case, PI controller is developed and used in simulations to compare
kinematic and dynamic wind turbine behavior. Special attention is paid on transient effects
and maximum and minimum loads in the wind turbine structure. To perform these analyses,
random real wind data input is generated by TurbSim based on some meteorological parame-
ters but some wind turbine data is also necessary as input.

2 SIMULATION MODEL

The baseline model used in this study is the SMW Reference Wind-Turbine Baseline Mod-
el *developed by the National Renewable Energy Laboratory (NREL) of EE UU.

The SMW Reference Wind Turbine Baseline Model was developed in order to provide
wind energy industry a baseline model so fast comparisons and correlations could be carried
out between different projects on a homogeneous and reliable basis. Therefore, NREL model
is a three blade horizontal axis wind turbine (HAWT) oriented upwind with a variable speed,
collective blade pitch control system based on the biggest wind turbine prototypes in the
world. Main properties for this baseline model are included in Tab. (1).

Rating 5 MW
Rotor Orientation, Configuration Upwind, 3 Blades
Control Variable Speed, Collective Pitch
Drivetrain High Speed, Multiple-Stage Gearbox
Gearbox Ratio 97:1
Rotor 126 m
Blade Length 61.5m
Hub Diameter 3m
Hub Height 90 m
Tower Height 87.6 m
Cut-In, Rated, Cut-Out Wind Speed 3 m/s, 11.4m/s, 25m/s
Cut-In, Rated Rotor Speed 6.9 rpm, 12.1rpm

> SMW Reference Wind-Turbine Baseline Model users guide can be found in the Ref. [10]
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Rated Generator Speed 1173.7 rpm
Rated Tip Speed 80 m/s
Blade Mass 17,740 kg
Rotor Mass 110,000 kg
Hub Mass 56,780 kg
Nacelle Mass 240,000 kg
Tower Mass 347,460 kg
Overhang, Shaft Tilt, Precone 5m, 5° 2.5°
Coordinate Location of Overall CM (-0.2m, 0.0m, 64.0m)

Table 1: Gross Properties for the NREL SMW Baseline Wind Turbine. Table created by NREL

Below rated rotor speed, blade pitch angle is supposed to be zero. Above this speed, con-
trol system calculates blade pitch angle by using a PID to keep a constant rotor angular ve-
locity. To simplify the model, an arbitrary zero gain is set for derivative loop. Also a low pass
filter with is exponential smoothing is used to mitigate high frequency excitation of the con-
trol system.

Although a cut out wind speed is introduced in the model, FAST control system doesn’t
use this characteristic so it will not be included in ADWIMO model.

Further SMW Reference Wind-Turbine Baseline Model information can be found in the
references.

3 ADWIMO MODEL
The SMW wind turbine model setup process in ADWIMO is described in this section.

3.1 Blade

Blades are modeled as flexible bodies so both aerodynamic and structural properties for
the blade are required for the SMW model.

Structural properties in the blade are used to calculate loads and displacements. These
properties are defined by section along the blade axis using the blade root as reference for the
local coordinate system. Required structural properties are x coordinate, lineal density, stiff-
ness, inertia and center of mass of each section which are included in a text file as an input for
FE code. Running the FE software, a mnf file is created which contains structural properties
and natural modes of vibration for the blade. As an option, blade can be split in several flexi-
ble bodies for advanced modeling.

Aerodynamic properties are used to calculate lift and drag forces on the blade. Calculating
these wind loads involves using AeroDyn* and a sheet with aerodynamic coefficients for each
section. Taking into account rotational speed of the rotor, AeroDyn uses the coefficients in the
sheets to calculate wind forces in each section. As the structural properties, acrodynamics
properties are defined by section but it is not necessary to define the same number of sections
for them.

4 AeroDyn is a code developed by NREL for calculating loads on the blade based on wind speed. For further
information consult Ref [15]. AeroDyn ia available at http://wind.nrel.gov/designcodes/simulators/aerodyn/.
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3.2 Tower

A flexible body is used for the tower in the 5 MW wind turbine model. To do this a text
file is required with structural properties for the tower as z coordinate, lineal density stiffness,
inertia and thickness of the wall. The reference coordinate system is in the base of the tower.
As for blades, these properties are included in a text file which should be run in an FE code to
obtain the modal neutral file that is required for the system. This modal neutral file contains
structural properties listed above and natural modes of vibration for the tower.

3.3 Hub and Main shaft

Hub and main shaft are modeled as rigid bodies in this paper. Basic characteristics are de-
fined for the hub as for example, the number of blades, mass, inertia and location. All infor-
mation is in a text file which contains all the properties for both parts. If required both the hub
and main shaft could be modeled as flexible bodies, like it was done for the tower, but due to
limitations of the FAST code, in order to make plausible the comparison it was decided to
keep them as rigid.

3.4 Mainframe and Generator frame

Mainframe and generator frame are also modeled as rigid bodies. It has taken into account
the mass and dimensions for nacelle and the generator is also built up in a same manner. If
desired both parts could modeled with an FE code, creating a neutral file which could contain
this information.

3.5 Gearbox

A very complex model for the gearbox can be used in ADWIMO. However, the simplest
model was used for this project. By selecting on the gearbox option, the basic gearbox model
with mass and inertia characteristics, and placing it in the model between the main shaft and
the generator. For more advanced gearbox modeling, the basic model can be replaced using
the same attaching points for the new one.

3.6 Control System

Control system is modeled as two loops with rotor angular velocity as main control varia-
ble. The first loop is a conventional variable speed controller for the rotor speed. The second
loop is a PI controller for collective blade pitch. Both loops are connected by using blade
pitch to determine the area of the torque curve the wind turbine is working in.

Control system is setup using internal variables in ADAMS environment. Using an exter-
nal library as control system is also possible although all used variables cannot be plotted in
real time so first option was chosen to improve the control system development.

Blade pitch and rotor angular velocity are inputs for the speed controller. Blade pitch de-
termines the part of the curve the generator is working at and rotor angular velocity is used to
calculate rotor torque according to torque curve of the generator. This curve is included in the
model as a tabulated data by using the spline in Fig. (1). To implement this loop in the model,
just variables that store the rotor angular velocity and blade pitch and torque curve spline are
needed.
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Figure 1: Torque vs Speed response of the variable speed controller. Figure by NREL

In order to simplify the system, a PI controller is used for the collective blade pitch. The
input variable for the blade pitch controller is the rotor angular velocity error. The gains for PI
controller are included in the references but it is important to notice these values are not con-
stants due to the sensitivity to aerodynamic to rotor collective blade pitch so a feedback is
needed in this loop.

To model this loop, some states variables were created as nominal rotor speed, zero blade
pitch gains and minimum and maximum blade pitch angles. It was also defined a function to
measure the generator velocity error and to modify PI gains according to pitch angle to calcu-
late the blade pitch angle for the next step. Fig. (2) shows PI gains versus blade pitch.
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Figure 2: Baseline blade pitch control system gains. Figure by NREL
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4 MODEL SETUP

Differences between the ADWIMO model and the FAST one that might affect the results
and the hence the conclusions, so a discussion on this issue is presented in this section to es-
tablish the basis the work in order to have a common framework. So the models should be
tuned so they have the same characteristics.

The first thing to take into account is the mass of the model. Tab. (2) lists mass of each
component in the model. Main differences are for the gearbox and generator. In total,
ADWIMO model has 99.376 kg more than FAST model.

Component ADWIMO FAST
Tower 347.293 kg | 347.460 kg
Blade 17.755kg | 17.740 kg
Hub 56.780 kg | 56.780 kg

Gearbox 43.721 kg -
Drive Train |HSS 1.215 kg -

LSS 1.215 kg -
Nacelle 240.000 kg | 240.000 kg
Generator Rotor 30.148 kg -

Stator 23.199 kg -
Total Wind Turbine Mass | 796.836 kg | 697.460 kg

Table 2: Mass differences in ADWIMO and FAST 5SMW windturbine model. Own elaboration.

Some adjustments are also required for flexible bodies. According to the maximum num-
ber of natural modes in FAST, three natural vibration modes are used for each blade and four
for the tower. Natural modes of vibration are defined in the modal neutral file in ADWIMO
model while FAST uses the polynomial coefficients stored in the .txt file for the blades.

The first three vibration modes of the blade, correspond to flapwise modes (1* and 3") and
edgewise mode (2“d). First and second flapwise modes are tip displacement and rotation out of
xz plane and first edgewise mode is the tip displacement in the xz plane.

Due to wind turbine characteristics, natural frequencies for the blade can be calculated as
an isolated body, with restrained displacements and rotations in its root, as wind turbine mass
is about twenty times blade mass.

Mode FAST ADWIMO Error
1*" flapwise mode | 0,6675 Hz | 0,6695 Hz 0,30 %
1" edgewise mode | 1,0793 Hz | 1,0694 Hz 0,92 %
2 flapwise mode | 1,9233 Hz | 1,9299 Hz 0,02 %

Table 3: Natural frequencies and error for the first three blade natural modes of vibration. Own elaboration.

Natural frequencies for blade are quite similar in FAST and ADWIMO as shown in Tab.
(3). The error is below 1 % in all three modes. Blade modeling is accepted to be good enough
to go into the next stage.
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For the tower, four natural modes of vibration are included in the model. These four modes
are displacement and rotation along x axis and y axis of the tower. Displacement and rotation
along x axis are first and second fore-aft modes while displacement and rotation along y axis
are first and second side-to-side modes.

Mode FAST ADWIMO Error

1™ fore-aft mode 0,3240 Hz | 0,2916 Hz 10,00 %
1% side-to-side mode | 0,3120 Hz | 0,2928 Hz 6,15 %
2™ fore-aft mode 2,9003 Hz | 2,4425 Hz 15,78 %
2™ side-to-side mode 2,9361 Hz | 2,3115Hz 21,27%

Table 4: Natural frequencies and error for the first four tower natural modes of vibration. Own elaboration.

Resul