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#### Abstract

Discrete stochastic systems model discrete response data on some phenomenon with inherent uncertainty. The main goal of uncertainty quantification is to derive the probabilistic features of the stochastic system. This paper deals with theoretical and computational aspects of uncertainty quantification for nonlinear difference equations with dependent random inputs. When the random inputs are independent random variables, a generalized Polynomial Chaos (gPC) approach has been usually used to computationally quantify the uncertainty of stochastic systems. In the gPC technique, the stochastic Galerkin projections are done onto linear spans of orthogonal polynomials from the Askey-Wiener scheme or from Gram-Schmidt orthonormalization procedures. In this regard, recent results have established the algebraic or exponential convergence of these Galerkin projections to the solution process. In this paper, as the random inputs of the difference equation may be dependent, we perform Galerkin projections directly onto linear spans of canonical polynomials. The main contribution of this paper is to study the spectral convergence of these Galerkin projections for the solution process of general random difference equations. Spectral convergence is important to derive the main statistics of the response process at a cheap computational expense. In this regard, the numerical experiments bring to light the theoretical discussion of the paper.
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## 1. Introduction

Stochastic systems allow getting a better understanding of the processes involved in complex phenomena with inherent uncertainty. These phenomena may belong to the applied fields of Physics, Epidemiology, Biology, Engineering, etc. Essentially, stochastic systems are dynamical

[^0]systems (continuous or discrete) in which the involved input parameters are random rather than constants. From a modeling standpoint, it is important to obtain the main statistics corresponding to the response process, and this is called uncertainty quantification [1].

Among the most important statistics of the response process are the expectation and the variance at each time instant. These two statistics provide measures of the average and the dispersion, respectively, and they permit having a good understanding of the uncertainty associated to the system output. Random variables with well-defined expectation and variance are encompassed in the Lebesgue space $L^{2}$, which possesses the good structure of a Hilbert space. The convergence endowed by the metric of $L^{2}$, so-called mean square convergence, preserves the convergence of the expectation and variance. Thus, representing the response process as a limit of stochastic processes in $\mathrm{L}^{2}$ at each time instant (for instance, via infinite series expansions), allows approximating its expectation and variance.

Galerkin methods have been extensively used in computational uncertainty quantification for stochastic systems, especially as an application of the so-called generalized Polynomial Chaos (gPC) [2,3] for continuous stochastic systems (random ordinary and partial differential equations [4, 5]). With many applications in practice, see $[6,7,8,9,10,11]$, the algebraic or exponential mean square convergence of gPC-based Galerkin projections for random differential equations has been established in [12, 13].

However, Galerkin methods have not been applied to random difference equations with such an emphasis. Random recursive equations are essential to model discrete response data on phenomena with uncertainty. When time is large, the explicit expression of the response to the random difference equation may be a huge complex formula involving the random input parameters, so direct uncertainty quantification becomes an impracticable task, thus the necessity of appropriate stochastic Galerkin methods. The authors of this paper have proved recently in [14] that algebraic mean square convergence of adaptive gPC-based Galerkin projections [15, 16] for random difference equations can be expected under general conditions. However, the reasoning used in [14] only works for independent random input parameters. It is both of theoretical and of practical interest to extend these results to dependent random inputs. In [17], the authors proposed a computational approach to deal with continuous stochastic systems with dependent random coefficients. The Galerkin projections, instead of being done onto orthogonal polynomials, are calculated onto multivariate polynomials from the canonical basis evaluated at the random inputs. The novelty of our paper is to apply this technique to nonlinear difference equations with dependent random inputs, and to study both from a theoretical and computational standpoint the spectral mean square convergence to the time-discrete solution stochastic process.

The structure of this paper is the following. Section 2 establishes conditions under which a random vector depending on dependent random inputs is a mean square limit of multivariate polynomials evaluated at those inputs, with spectral convergence rate. This provides a stochastic Galerkin projection technique to quantify computationally the uncertainty for difference equations with dependent random inputs. Section 3 shows a theoretical discussion on the spectral mean square convergence of these Galerkin projections. In Section 4, we illustrate our findings via numerical experiments. In Section 5 conclusions are drawn.

## 2. Method and application to nonlinear random difference equations

In this section, we will show how to expand random vectors as a mean square limit of multivariate polynomials. We will apply this theory to nonlinear random difference equations, via a
stochastic Galerkin projection technique. Thus, a computational approach to quantify the uncertainty for discrete random data will have been developed.

### 2.1. Method

Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a complete probability space, where $\Omega$ is the sample space formed by outcomes $\omega \in \Omega$ and equipped with a $\sigma$-algebra of events $\mathcal{F}$ and a probability measure $\mathbb{P}$. We will work in the Hilbert space ( $\left.\mathrm{L}^{2}(\Omega),\langle\rangle,\right)$ of random vectors $u: \Omega \rightarrow \mathbb{R}^{q}$ with finite second order moments: $\|u\|_{L^{2}(\Omega)}=\sqrt{\mathbb{E}\left[|u|^{2}\right]}<\infty$, where $\mathbb{E}$ stands for the expectation operator.

Suppose that $u$ is written as a deterministic function of random input parameters: $u=$ $g\left(\zeta_{1}, \ldots, \zeta_{s}\right)$, where $\zeta_{1}, \ldots, \zeta_{s}: \Omega \rightarrow \mathbb{R}$ are random variables and $g: \mathbb{R}^{s} \rightarrow \mathbb{R}^{q}$ is a Borel measurable function. We describe a procedure to approximate $u$ in the mean square sense via multivariate polynomials in $\zeta=\left(\zeta_{1}, \ldots, \zeta_{s}\right)$.

Assume that $\zeta$ is an absolutely continuous random vector with finite moments of all orders. We allow any probability distributions for $\zeta_{1}, \ldots, \zeta_{s}$, not necessarily the standard ones. Moreover, we do not impose any independence condition on them. Let $C_{i}^{p}=\left\{1, \zeta_{i}, \ldots, \zeta_{i}^{p}\right\}, 1 \leq i \leq s$, be the canonical basis of polynomials evaluated at $\zeta_{i}$ up to degree $p$. By means of a tensor product, see [17], we obtain the canonical basis of multivariate polynomials evaluated at $\zeta$ up to degree $p: \Xi^{P}=\left\{\phi_{1}(\zeta), \ldots, \phi_{P}(\zeta)\right\}$, where $P=(p+s)!/(p!s!), \phi_{j}(\zeta)=\zeta_{1}^{i_{1}} \cdots \zeta_{s}^{i_{s}}$, being $i_{1}, \ldots, i_{s} \geq 0, i_{1}+\ldots+i_{s} \leq p$, and the multi-index $\left(i_{1}, \ldots, i_{s}\right)$ is associated in a bijective manner with $j \in\{1, \ldots, P\}$ in such a way that $(0, \ldots, 0)$ corresponds to $j=1$ (that is, $\phi_{1}=1$ ). Letting $p$ and $P$ grow up to infinity, we obtain the sequence $\left\{\phi_{i}(\zeta)\right\}_{i=1}^{\infty}$. Formally, we may expand $u$ as

$$
\begin{equation*}
u=\sum_{i=1}^{\infty} \tilde{u}_{i} \phi_{i}(\zeta) \tag{1}
\end{equation*}
$$

in $L^{2}(\Omega)$, where $\tilde{u}_{i}$ are coefficients to be determined.
Notice that the difference with the classical gPC method [2,3] is that $\Xi^{P}$ is not formed by orthogonal polynomials from the Askey-Wiener scheme. In the gPC approach, when the distribution of a random input, $\zeta_{i}$, does not coincide with a standard distribution from the Askey-Wiener scheme, one has to deal with inverses of cumulative distribution functions, and the convergence weakens to being in probability [2, Th. 5.7]. On the other hand, the main difference with the adaptive gPC approach suggested in $[15,16]$ is that we do not perform an orthonormalization procedure for each $C_{i}^{p}$, because the random inputs may not be independent. The orthonormalization procedure, usually done via a Gram-Schmidt method, may entail numerical errors due to loss of orthogonality $[14,18]$. In the approach presented in our paper, these drawbacks do not arise.

From classical results on several complex variables [19], we can analyze conditions under which (1) holds at spectral rate.

Proposition 2.1. Suppose that $\left|\zeta_{i}\right| \leq A_{i}$, for certain constants $A_{i}, i=1, \ldots, s$. Assume that $g$ is real analytic on $\mathbb{R}^{s}$. Then (1) holds in $\mathrm{L}^{2}(\Omega)$ at exponential rate.

Proof. Since $g$ is real analytic on $\mathbb{R}^{s}$, we may write $u=g(\zeta)=\sum_{i=1}^{\infty} \tilde{u}_{i} \phi_{i}(\zeta)$ pointwise on $\zeta(\omega) \in \mathbb{R}^{s}$. In multi-index notation, $u=g(\zeta)=\sum_{|\alpha| \geq 0} \tilde{u}_{\alpha} \zeta^{\alpha}$ pointwise on $\zeta(\omega) \in \mathbb{R}^{s}$, where $\zeta^{\alpha}=\zeta_{1}^{\alpha_{1}} \cdots \zeta_{s}^{\alpha_{s}}, \alpha=\left(\alpha_{1}, \ldots, \alpha_{s}\right)$. We will prove that, given any $b>1, b^{N}\left\|\sum_{|\alpha| \geq N} \tilde{u}_{\alpha} \zeta^{\alpha}\right\|_{L^{2}(\Omega)} \rightarrow 0$
as $N \rightarrow \infty$ (in fact, this means that the convergence to 0 is much faster than exponentially). By the triangular inequality and the boundedness condition on $\zeta_{i}$, we have the first estimates

$$
\begin{align*}
b^{N}\left\|\sum_{|\alpha| \geq N} \tilde{u}_{\alpha} \zeta^{\alpha}\right\|_{L^{2}(\Omega)} & \leq b^{N} \sum_{|\alpha| \geq N}\left|\tilde{u}_{\alpha}\left\|\zeta^{\alpha}\right\|_{L^{2}(\Omega)}=b^{N} \sum_{|\alpha| \geq N}\right| \tilde{u}_{\alpha}\left\|\mid \zeta_{1}^{\alpha_{1}} \cdots \zeta_{s}^{\alpha_{s}}\right\|_{L^{2}(\Omega)} \\
& \leq b^{N} \sum_{|\alpha| \geq N}\left|\tilde{u}_{\alpha}\right| A_{1}^{\alpha_{1}} \cdots A_{s}^{\alpha_{s}}=b^{N} \sum_{|\alpha| \geq N}\left|\tilde{u}_{\alpha}\right| A^{\alpha}, \tag{2}
\end{align*}
$$

where $A=\left(A_{1}, \ldots, A_{s}\right)$ and $A^{\alpha}=A_{1}^{\alpha_{1}} \cdots A_{s}^{\alpha_{s}}$. By Cauchy-Hadamard Theorem in several variables, see [19, Th. 4, p. 32],

$$
\limsup _{|\alpha| \rightarrow \infty} \sqrt[|\alpha|]{\left|\tilde{u}_{\alpha}\right| \rho^{\alpha}}=1
$$

for all $\rho=\left(\rho_{1}, \ldots, \rho_{s}\right) \in(0, \infty)^{s}$. Thus, for large $|\alpha|, \sqrt[|\alpha|]{\left|\tilde{u}_{\alpha}\right| \rho^{\alpha}} \leq 2$, that is, $\left|\tilde{u}_{\alpha}\right| \leq 2^{|\alpha|} / \rho^{\alpha}$. Taking $\rho_{1}=\ldots=\rho_{s}=r$ that will be determined later, $\left|\tilde{u}_{\alpha}\right| \leq(2 / r)^{|\alpha|}=\delta^{|\alpha|}$. Take $r$ such that $\delta A_{i} \leq 1 /(6 b)$, for $i=1, \ldots, s$. Then, from (2),

$$
\begin{align*}
b^{N}\left\|\sum_{|\alpha| \geq N} \tilde{u}_{\alpha} \zeta^{\alpha}\right\|_{L^{2}(\Omega)} & \leq b^{N} \sum_{|\alpha| \geq N}\left|\tilde{u}_{\alpha}\right| A^{\alpha} \leq b^{N} \sum_{|\alpha| \geq N} \delta^{|\alpha|} A^{\alpha}=b^{N} \sum_{|\alpha| \geq N}\left(\delta A_{1}\right)^{\alpha_{1}} \cdots\left(\delta A_{s}\right)^{\alpha_{s}} \\
& \leq b^{N} \sum_{|\alpha| \geq N}\left(\frac{1}{6 b}\right)^{\alpha_{1}} \cdots\left(\frac{1}{6 b}\right)^{\alpha_{s}}=b^{N} \sum_{|\alpha| \geq N}\left(\frac{1}{6 b}\right)^{|\alpha|} \leq \sum_{|\alpha| \geq N} \frac{1}{6^{|\alpha|}}=\sum_{j=N}^{\infty} \sum_{|\alpha|=j} \frac{1}{6^{|\alpha|}} \\
& =\sum_{j=N}^{\infty} \frac{1}{6^{j}} \cdot \operatorname{card}\left\{\alpha=\left(\alpha_{1}, \ldots, \alpha_{s}\right):|\alpha|=j\right\}=\sum_{j=N}^{\infty} \frac{1}{6^{j}}\binom{j+s-1}{j}, \tag{3}
\end{align*}
$$
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where the identity $\operatorname{card}\left\{\alpha=\left(\alpha_{1}, \ldots, \alpha_{s}\right):|\alpha|=j\right\}=\binom{j+s-1}{j}$ comes from [2, (5.26), p. 65]. If $j \geq N$ and $N$ is sufficiently large, the inequality $j+s-1 \leq 2 j$ holds. Then the binomial coefficient may be bound as follows:

$$
\begin{equation*}
\binom{j+s-1}{j} \leq\left(\frac{\mathrm{e}(j+s-1)}{j}\right)^{j} \leq(2 \mathrm{e})^{j} \tag{4}
\end{equation*}
$$

89 (the first inequality is a standard upper bound for binomial coefficients: $\left(\frac{n \mathrm{e}}{k}\right)^{k}=\frac{n^{k}}{k^{k}} \sum_{j=0}^{\infty} \frac{k^{j}}{j!} \geq$ $90 \quad \frac{n^{k}}{k!} \geq\binom{ n}{k}$ ). Thus, from (3) and (4), the statement of the proposition follows:

$$
b^{N}\left\|\sum_{|\alpha| \geq N} \tilde{u}_{\alpha} \zeta^{\alpha}\right\|_{L^{2}(\Omega)} \leq \sum_{j=N}^{\infty}\left(\frac{2 \mathrm{e}}{6}\right)^{j}=\sum_{j=N}^{\infty}\left(\frac{\mathrm{e}}{3}\right)^{j}=\frac{(\mathrm{e} / 3)^{N}}{1-\mathrm{e} / 3} \xrightarrow{N \rightarrow \infty} 0 .
$$

Compare the convergence established in Proposition 2.1 with the characterization proved in [12] for the convergence of gPC expansions. An implication of [12, Th. 3.4 and Th. 3.6] is that gPC expansions by means of orthogonal polynomials with bounded random inputs converge in $L^{2}(\Omega)$. The result derived from Proposition 2.1 establishes convergence for expansions via non-orthogonal multivariate polynomials.

### 2.2. Application to nonlinear random difference equations

Consider a system of difference equations

$$
\begin{equation*}
u(m+1)=R(\zeta, u(m)), \quad \zeta=\left(\zeta_{1}, \ldots, \zeta_{s}\right), \tag{5}
\end{equation*}
$$

where $u(m): \Omega \rightarrow \mathbb{R}^{q}$ is a random vector for each step $m$ (i.e., a time-discrete stochastic process) and $R: \mathbb{R}^{s} \times \mathbb{R}^{q} \rightarrow \mathbb{R}^{q}$ is a nonlinear Borel measurable function. The terms $\zeta_{1}, \ldots, \zeta_{s}$ are random variables that represent the inputs of the stochastic system (5). The initial condition $u(0)=u_{0}$ is supposed to be a constant vector in $\mathbb{R}^{q}$.

As we have previously seen, we may formally write the solution stochastic process of the system of random difference equations (5) as

$$
\begin{equation*}
u(m)=\sum_{i=1}^{\infty} \tilde{u}_{i}(m) \phi_{i}(\zeta) . \tag{6}
\end{equation*}
$$

Truncating the series from (6) up to order $P$ gives the motivation to look for an approximate solution to (5) of the form

$$
\begin{equation*}
\hat{u}^{P}(m)=\sum_{i=1}^{P} \hat{u}_{i}^{P}(m) \phi_{i}(\zeta) \tag{7}
\end{equation*}
$$

This is called the stochastic Galerkin projection onto the span of $\left\{\phi_{i}(\zeta)\right\}_{i=1}^{P}$. This method has been already developed in [17] for continuous stochastic systems (random ordinary differential equations), but only from a computational point of view.

Substituting (7) into (5) gives

$$
\sum_{i=1}^{P} \hat{u}_{i}^{P}(m+1) \phi_{i}(\zeta)=R\left(\zeta, \sum_{i=1}^{P} \hat{u}_{i}^{P}(m) \phi_{i}(\zeta)\right),
$$

with initial condition

$$
\begin{equation*}
\sum_{i=1}^{P} \hat{u}_{i}^{P}(0) \phi_{i}(\zeta)=u_{0} \tag{8}
\end{equation*}
$$

We perform the inner product with each $\phi_{k}(\zeta), k=1, \ldots, P$ (stochastic Galerkin projection technique):

$$
\begin{gather*}
\sum_{i=1}^{P} \hat{u}_{i}^{P}(m+1)\left\langle\phi_{i}(\zeta), \phi_{k}(\zeta)\right\rangle=\left\langle R\left(\zeta, \sum_{i=1}^{P} \hat{u}_{i}^{P}(m) \phi_{i}(\zeta)\right), \phi_{k}(\zeta)\right\rangle,  \tag{9}\\
\sum_{i=1}^{P} \hat{u}_{i}^{P}(0)\left\langle\phi_{i}(\zeta), \phi_{k}(\zeta)\right\rangle=u_{0} \mathbb{E}\left[\phi_{k}(\zeta)\right] . \tag{10}
\end{gather*}
$$

This gives a deterministic system of difference equations for $\left\{\hat{u}_{i}^{P}(m)\right\}_{i=1}^{P}$, which can be solved numerically by repeated iteration in (9) from the initial condition (10) up to the time $m$ desired, whatever the degree of nonlinearity of the map $R$. Thus, the approximation $\hat{u}^{P}(m)$ is numerically computable.

Notice that, since $u_{0}$ is constant and $\phi_{1}=1$, equations (8) and (10) are trivial, because $\hat{u}_{1}^{P}(0)=u_{0}$ and $\hat{u}_{i}^{P}(0)=0$ for $2 \leq i \leq P$. However, for the sake of completeness, we have shown the full development of the stochastic Galerkin projection technique.

Based on intuition and numerical experiments, one expects $\hat{u}^{P}(m) \rightarrow u(m)$ as $P \rightarrow \infty$ in $\mathrm{L}^{2}(\Omega)$, for each $m \geq 1$. In Section 3, we discuss theoretically the convergence of the Galerkin projections, while Section 4 illustrates the theoretical findings via numerical experiments. The mean square convergence allows approximating the main statistics of the response stochastic process $u(m)$, say the expectation $\mathbb{E}[u(m)]$ and the covariance matrix, via

$$
\begin{equation*}
\mathbb{E}\left[\hat{u}^{P}(m)\right]=\sum_{i=1}^{P} \hat{u}_{i}^{P}(m) \mathbb{E}\left[\phi_{i}(\zeta)\right] \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Cov}\left[\hat{u}^{P}(m), \hat{u}^{P}\left(m^{\prime}\right)\right]=\sum_{i, j=1}^{P} \hat{u}_{i}^{P}(m) \hat{u}_{j}^{P}\left(m^{\prime}\right) \operatorname{Cov}\left[\phi_{i}(\zeta), \phi_{j}(\zeta)\right], \tag{12}
\end{equation*}
$$

respectively.
In the system from (9), an important matrix $G$ which one has to deal with is $G_{i k}=\left\langle\phi_{i}(\zeta), \phi_{k}(\zeta)\right\rangle$. This matrix $G$ is symmetric and positive definite, hence invertible, and it corresponds to the Gram matrix of $\left\{\phi_{i}(\zeta)\right\}_{i=1}^{P}$ [20, Cor. 7.2.9, Th. 7.2.10]. Furthermore, $G^{-1}$ is positive definite too [20, p. 397]. Numerically, it is checked that this matrix is ill-conditioned, which may entail numerical errors for large $P$. This is a limitation of our computational approach. In this paper, we will not deal with specific numerical procedures to deal with ill-conditioned linear systems [21].

## 3. Convergence for nonlinear random difference equations

In this section, we analyze the theoretical convergence of the Galerkin projection $\hat{u}^{P}(m)$ given by (7) to the solution process $u(m)$ of the system of nonlinear random difference equations given by (5).

The main result to be proved is the following Theorem 3.1. For the proof of this result we will use some ideas from [13, 14]. Reference [13] studies, in the context of random differential equations, the convergence of stochastic Galerkin projections based on gPC expansions for independent random inputs. In [14], we have analyzed the convergence of stochastic Galerkin projections based on adaptive $\mathrm{gPC}[15,16]$, in the context of difference equations with independent random inputs.

Theorem 3.1. Consider the system of random difference equations $u(m+1)=R(\zeta, u(m))$, where $\zeta=\left(\zeta_{1}, \ldots, \zeta_{s}\right): \Omega \rightarrow \mathbb{R}^{s}$ is an absolutely continuous random vector, $u(m): \Omega \rightarrow \mathbb{R}^{q}$ is a random vector, $R: \mathbb{R}^{s} \times \mathbb{R}^{q} \rightarrow \mathbb{R}^{q}$ is a Borel measurable function, and the initial condition $u(0)=u_{0}$ is a deterministic constant in $\mathbb{R}^{q}$. Let $\zeta_{1}, \ldots, \zeta_{s}$ be bounded random variables, not necessarily independent. Let $J_{1}, \ldots, J_{s} \subseteq \mathbb{R}$ be compact intervals that contain the support of $\zeta_{1}, \ldots, \zeta_{s}$, respectively. Let $I=\prod_{i=1}^{s} J_{i}$ be the multidimensional compact rectangle that contains the support of $\zeta$. Let $g_{m}$ be the solution of the system of difference equations for $u(m)$, i.e., $u(m)=g_{m}(\zeta)$. Assume that $g_{m}$ is real analytic on $\mathbb{R}^{s}$. Suppose that $R$ is Lipschitz on $I \times \mathbb{R}^{q}$ : there exists a constant $K>0$ such that $\left\|R\left(\zeta, v_{1}\right)-R\left(\zeta, v_{2}\right)\right\|_{L^{2}(\Omega)} \leq K\left\|v_{1}-v_{2}\right\|_{L^{2}(\Omega)}$, for every pair of random vectors $v_{1}, v_{2} \in \mathrm{~L}^{2}(\Omega)$. Let $G$ be the $P \times P$ matrix defined as $G_{i k}=\mathbb{E}\left[\phi_{i}(\zeta) \phi_{k}(\zeta)\right]$.

Then the Galerkin projection $\hat{u}^{P}(m)$ defined by (7) and the partial sum $\tilde{u}^{P}(m)=\sum_{i=1}^{P} \tilde{u}_{i}(m) \phi_{i}(\zeta)$
from (6) satisfy the following inequality:

$$
\begin{align*}
& \left\|\hat{u}^{P}(m)-\tilde{u}^{P}(m)\right\|_{\mathrm{L}^{2}(\Omega)} \leq\left\|\tilde{u}^{P}(0)-u_{0}\right\|_{\mathrm{L}^{2}(\Omega)}\left(K \Delta_{P}\right)^{m} \\
+ & \sum_{j=1}^{m}\left(K \Delta_{P}\left\|u(j-1)-\tilde{u}^{P}(j-1)\right\|_{\mathrm{L}^{2}(\Omega)}+\left\|u(j)-\tilde{u}^{P}(j)\right\|_{\mathrm{L}^{2}(\Omega)}\right)\left(K \Delta_{P}\right)^{m-j}, \tag{13}
\end{align*}
$$

where

$$
\begin{equation*}
\Delta_{P}=\sqrt{\sum_{l, k=1}^{P}\left\|\phi_{l}\right\|_{L^{2}(\Omega)}\left\|\phi_{k}\right\|_{L^{2}(\Omega)}\left|\left(G^{-1}\right)_{l k}\right|} \tag{14}
\end{equation*}
$$

Proof. Since $g_{m}$ is real analytic on $\mathbb{R}^{s}$, we derive that $\tilde{u}^{P}(m) \rightarrow u(m)$ as $P \rightarrow \infty$ in $\mathrm{L}^{2}(\Omega)$, for each $m \geq 0$, as a consequence of Proposition 2.1. Thereby, we may expand $u(m)$ as in (6): $u(m)=\sum_{i=1}^{\infty} \tilde{u}_{i}(m) \phi_{i}(\zeta)$. Substituting this expression for $u(m)$ into (5), $\sum_{i=1}^{\infty} \tilde{u}_{i}(m+1) \phi_{i}(\zeta)=$ $R\left(\zeta, \sum_{i=1}^{\infty} \tilde{u}_{i}(m) \phi_{i}(\zeta)\right)$. Multiplying by $\phi_{k}(\zeta), k=1, \ldots, P$, and applying the expectation operator, we obtain

$$
\begin{equation*}
\sum_{i=1}^{\infty} \tilde{u}_{i}(m+1) \mathbb{E}\left[\phi_{i}(\zeta) \phi_{k}(\zeta)\right]=\left\langle R\left(\zeta, \sum_{i=1}^{\infty} \tilde{u}_{i}(m) \phi_{i}(\zeta)\right), \phi_{k}(\zeta)\right\rangle . \tag{15}
\end{equation*}
$$

On the other hand, recall the deterministic recursive equations (9) satisfied by the Galerkin projection $\hat{u}^{P}(m)$. Combining both (9) and (15) implies

$$
\begin{aligned}
& \sum_{i=1}^{P}\left(\tilde{u}_{i}(m+1)-\hat{u}_{i}^{P}(m+1)\right) G_{i k} \\
= & \underbrace{\left\langle R\left(\zeta, \sum_{i=1}^{\infty} \tilde{u}_{i}(m) \phi_{i}(\zeta)\right)-R\left(\zeta, \sum_{i=1}^{P} \hat{u}_{i}^{P}(m) \phi_{i}(\zeta)\right), \phi_{k}(\zeta)\right\rangle}_{:=b_{k}^{P}(m)}-\underbrace{\sum_{i=P+1}^{\infty} \tilde{u}_{i}(m+1) G_{i k}}_{:=g_{k}^{P}(m+1)} .
\end{aligned}
$$

Let us put this expression in matrix form. Let

$$
\begin{gathered}
\tilde{u}_{\vee}^{P}(m)=\left(\tilde{u}_{i}(m)\right)_{i=1}^{P}, \quad \hat{u}_{\vee}^{P}(m)=\left(\hat{u}_{i}^{P}(m)\right)_{i=1}^{P} \\
b^{P}(m)=\left(b_{k}^{P}(m)\right)_{k=1}^{P}, \quad g^{P}(m)=\left(g_{k}^{P}(m)\right)_{k=1}^{P} .
\end{gathered}
$$

If $G=\left(G_{i k}\right)_{1 \leq i, k \leq P}$, then

$$
\begin{equation*}
\tilde{u}_{\vee}^{P}(m+1)-\hat{u}_{\vee}^{P}(m+1)=G^{-1}\left(b^{P}(m)-g^{P}(m+1)\right) \tag{16}
\end{equation*}
$$

Since $G$ is symmetric and positive definite, we can consider the norms $\|x\|_{G}=\sqrt{x^{\top} G x}$ and $\|x\|_{G^{-1}}=\sqrt{x^{\top} G^{-1} x}$, where $T$ stands for the transpose operator. From (16),

$$
\begin{align*}
& \left\|\tilde{u}^{P}(m+1)-\hat{u}^{P}(m+1)\right\|_{L^{2}(\Omega)}=\left\|\tilde{u}_{\mathrm{V}}^{P}(m+1)-\hat{u}_{\mathrm{V}}^{P}(m+1)\right\|_{G} \\
= & \left\|G^{-1}\left(b^{P}(m)-g^{P}(m+1)\right)\right\|_{G}=\left\|b^{P}(m)-g^{P}(m+1)\right\|_{G^{-1}} \\
\leq & \left\|b^{P}(m)\right\|_{G^{-1}}+\left\|g^{P}(m+1)\right\|_{G^{-1}} . \tag{17}
\end{align*}
$$

Let us estimate both $\left\|b^{P}(m)\right\|_{G^{-1}}$ and $\left\|g^{P}(m+1)\right\|_{G^{-1}}$. By Cauchy-Schwarz inequality, the Lipschitz condition for $R$ and the triangular inequality, we have

$$
\begin{aligned}
\left|b_{k}^{P}(m)\right| & \leq\left\|R\left(\zeta, \sum_{i=1}^{\infty} \tilde{u}_{i}(m) \phi_{i}(\zeta)\right)-R\left(\zeta, \sum_{i=1}^{P} \hat{u}_{i}^{P}(m) \phi_{i}(\zeta)\right)\right\|_{\mathrm{L}^{2}(\Omega)}\left\|\phi_{k}(\zeta)\right\|_{\mathrm{L}^{2}(\Omega)} \\
& \leq\left(K\left\|\tilde{u}^{P}(m)-\hat{u}^{P}(m)\right\|_{\mathrm{L}^{2}(\Omega)}+K\left\|u(m)-\tilde{u}^{P}(m)\right\|_{\mathrm{L}^{2}(\Omega)}\right)\left\|\phi_{k}(\zeta)\right\|_{\mathrm{L}^{2}(\Omega)} .
\end{aligned}
$$

As a consequence, we get an upper bound for $\left\|b^{P}(m)\right\|_{G^{-1}}$ :

$$
\begin{align*}
\left\|b^{P}(m)\right\|_{G^{-1}} & =\sqrt{\sum_{l, k=1}^{P} b_{l}^{P}(m) b_{k}^{P}(m)\left(G^{-1}\right)_{l k}} \\
& \leq\left(K\left\|\tilde{u}^{P}(m)-\hat{u}^{P}(m)\right\|_{L^{2}(\Omega)}+K\left\|u(m)-\tilde{u}^{P}(m)\right\|_{L^{2}(\Omega)}\right) \Delta_{P}, \tag{18}
\end{align*}
$$

where $\Delta_{P}$ is already defined in (14). On the other hand, the estimate for the second term $\| g^{P}(m+$ $1) \|_{G^{-1}}$ is derived as follows:

$$
\begin{align*}
& \left\|g^{P}(m+1)\right\|_{G^{-1}}^{2}=\sum_{l, k=1}^{P} g_{l}^{P}(m+1) g_{k}^{P}(m+1)\left(G^{-1}\right)_{l k} \\
= & \sum_{l, k=1}^{P} \sum_{i=P+1}^{\infty} \sum_{j=P+1}^{\infty} \tilde{u}_{i}(m+1) G_{i l} \tilde{u}_{j}(m+1) G_{j k}\left(G^{-1}\right)_{l k} \\
= & \sum_{i=P+1}^{\infty} \sum_{j=P+1}^{\infty}\left(\sum_{l, k=1}^{P} G_{i l}\left(G^{-1}\right)_{l k} G_{k j}\right) \tilde{u}_{i}(m+1) \tilde{u}_{j}(m+1) \\
= & \sum_{i=P+1}^{\infty} \sum_{j=P+1}^{\infty} G_{i j} \tilde{u}_{i}(m+1) \tilde{u}_{j}(m+1) \\
= & \left\|u(m+1)-\tilde{u}^{P}(m+1)\right\|_{\mathrm{L}^{2}(\Omega)}^{2} . \tag{19}
\end{align*}
$$

Taking into account the estimates obtained in (18) and (19), a new inequality arises from (17):

$$
\begin{aligned}
& \left\|\tilde{u}^{P}(m+1)-\hat{u}^{P}(m+1)\right\|_{\mathrm{L}^{2}(\Omega)} \leq K \Delta_{P}\left\|\tilde{u}^{P}(m)-\hat{u}^{P}(m)\right\|_{\mathrm{L}^{2}(\Omega)} \\
+ & K \Delta_{P}\left\|u(m)-\tilde{u}^{P}(m)\right\|_{\mathrm{L}^{2}(\Omega)}+\left\|u(m+1)-\tilde{u}^{P}(m+1)\right\|_{\mathrm{L}^{2}(\Omega)} .
\end{aligned}
$$

This inequality may be seen as a non-autonomous linear recursive equation (with inequality) for $\left\|\tilde{u}^{P}(m)-\hat{u}^{P}(m)\right\|_{\mathrm{L}^{2}(\Omega)}$. Using the general solution for non-autonomous first-order linear difference equations [22, Ch. 1], we conclude that

$$
\begin{aligned}
& \left\|\hat{u}^{P}(m)-\tilde{u}^{P}(m)\right\|_{L^{2}(\Omega)} \leq\left\|\tilde{u}^{P}(0)-u_{0}\right\|_{L^{2}(\Omega)}\left(K \Delta_{P}\right)^{m} \\
+ & \sum_{j=1}^{m}\left(K \Delta_{P}\left\|u(j-1)-\tilde{u}^{P}(j-1)\right\|_{L^{2}(\Omega)}+\left\|u(j)-\tilde{u}^{P}(j)\right\|_{L^{2}(\Omega)}\right)\left(K \Delta_{P}\right)^{m-j}
\end{aligned}
$$

which is exactly the inequality (13) that we wanted to prove.

An important consequence of this theorem is the following. Suppose that $g_{m}$ is real analytic on $\mathbb{R}^{s}$, for all $m \geq 1$. This is not an unrealistic assumption, since going backwards in (5) consists of compositions of functions, and the composition of analytic functions is analytic again. As it was previously discussed in Section 2 , we have that $\left\|u(m)-\tilde{u}^{P}(m)\right\|_{L^{2}(\Omega)} \rightarrow 0$ as $P \rightarrow \infty$ at exponential rate, for each $m \geq 0$. If $\Delta_{P}$ had an exponential growth, i.e., $\Delta_{P} \leq C \mathrm{e}^{r P}$ for certain $C, r>0$, then we would conclude that $\left\|\hat{u}^{P}(m)-\tilde{u}^{P}(m)\right\|_{L^{2}(\Omega)} \rightarrow 0$ as $P \rightarrow \infty$ at exponential rate, for each $m \geq 0$. For example, if our sequence of polynomials $\left\{\phi_{i}(\zeta)\right\}_{i=1}^{P}$ were orthonormal,
then $G=I_{P}$ and $\Delta_{P}=P$, and we recover the main result established in [14]. Thus, if $g_{m}$ is real analytic on $\mathbb{R}^{s}$, the convergence of the stochastic Galerkin projection depends upon the growth rate of $\Delta_{P}$. It is an open question for us whether $\Delta_{P}$ always grows exponentially. This would solve the problem of the spectral convergence of the Galerkin projection. Nonetheless, in practice, it is possible to analyze empirically the growth of $\Delta_{P}$. By fitting a regression line for the set of points $(P, \log (P))$, one gets an idea on whether the growth of $\Delta_{P}$ is exponential. If this is the case, we ensure that the Galerkin projections converge to the solution process $u(m)$ at exponential, $m \geq 0$. See Section 4 for examples of this methodology. We will see numerically that, in general, $\Delta_{P}$ increases at most exponentially in $P$. In fact, there are examples, for instance when $G$ is the Hilbert matrix of size $P \times P[23,24,25,26,27]$ (one random input parameter in (5) with Uniform $(0,1)$ distribution), in which $\Delta_{P}$ grows exactly exponentially.

Our development emphasizes the importance of a detailed analysis for the matrix $G$. If $G^{-1}$ has large entries as $P$ increases, two problems arise: from a theoretical point of view, the Galerkin projection may not converge; from a computational standpoint, the condition number of $G$ increases, which makes the computations in the computer less accurate. Section 4 illustrates how disastrous error may appear in practice when $P$ grows.

Concerning the hypothesis of boundedness for $\zeta$ in Theorem 3.1, which was necessary to approximate $g_{m}$ by polynomials on $I$, see Proposition 2.1, we would like to remark that, in practice, this is not a restrictive assumption. If one works with an unbounded random input parameter $\zeta_{i}$, then one may truncate this random variable, preserving nearly all the probabilistic features of it. This assertion is supported by Chebyshev's inequality [28]. In addition, in some evolution equations, for instance epidemic models, parameters usually refer to proportions (proportion of infectives, proportion of vaccinated individuals, etc.), so that their domain of definition is $[0,1]$.

Remark 3.2. The Lipschitz condition $\left\|R\left(\zeta, v_{1}\right)-R\left(\zeta, v_{2}\right)\right\|_{L^{2}(\Omega)} \leq K\left\|v_{1}-v_{2}\right\|_{L^{2}(\Omega)}$, for every pair of random vectors $v_{1}, v_{2} \in \mathrm{~L}^{2}(\Omega)$, may be difficult to check in practice. We show a stronger condition but which might be helpful in numerical examples. Let $\mathcal{D}_{m}$ be a subset of $\mathbb{R}^{q}$, independent of $\zeta$, that contains the support of the random vector $u(m)$, and let $\mathcal{D}=\cup_{m=0}^{\infty} \mathcal{D}_{m}$. Such a set $\mathcal{D}_{m}$ exists because $|u(m)| \leq\left\|g_{m}\right\|_{L^{\infty}(I)}$, being $\left\|g_{m}\right\|_{L^{\infty}(I)}<\infty$ by compactness of $I$ and continuity of $g_{m}$. If

$$
\begin{equation*}
\left|R\left(\xi, w_{1}\right)-R\left(\xi, w_{2}\right)\right| \leq K\left|w_{1}-w_{2}\right|, \quad w_{1}, w_{2} \in \mathcal{D}, \xi \in I, \tag{20}
\end{equation*}
$$

then the Lipschitz condition from Theorem 3.1 holds. Indeed, for each $\xi \in I$, we apply Tietze Extension Theorem [29, Th. 1] to $R(\xi, \cdot): \mathcal{D} \rightarrow \mathbb{R}^{q}$. This gives an extension of $R$ to $I \times \mathbb{R}^{q}$ such that $\left|R\left(\xi, w_{1}\right)-R\left(\xi, w_{2}\right)\right| \leq K\left|w_{1}-w_{2}\right|$ for all $w_{1}, w_{2} \in \mathbb{R}^{q}$ and $\xi \in I$. Applying the $\mathrm{L}^{2}(\Omega)$ norm, we derive $\left\|R\left(\zeta, v_{1}\right)-R\left(\zeta, v_{2}\right)\right\|_{L^{2}(\Omega)} \leq K\left\|v_{1}-v_{2}\right\|_{L^{2}(\Omega)}$, for every pair of random vectors $v_{1}, v_{2} \in \mathrm{~L}^{2}(\Omega)$. In Section 4, we show the generality of the Lipschitz condition (20).

Remark 3.3. There are certainly examples in which the Galerkin projections do not converge. Consider the simple difference equation

$$
\left\{\begin{array}{l}
u(m+1)=u(m)+\frac{1}{\eta}, \\
u(0)=0,
\end{array}\right.
$$

where $\eta \sim \log \mathrm{N}(0,1)$. Its solution is given by $u(m)=m / \eta$. By [12, Prop. 4.2], the gPC expansion of the random variable $\zeta=1 / \eta$ with respect to the orthonormal polynomials $\left\{\psi_{i}(\eta)\right\}_{i=1}^{\infty}$ in $\eta$ (these polynomials can be constructed in terms of Stieltjes-Wigert polynomials, see [12, Appendix A])
does not converge in mean square to $\zeta$. That is, if $\bar{\zeta}_{i}=\mathbb{E}\left[\zeta \psi_{i}(\eta)\right]$ is the $i$-th Fourier coefficient of $\zeta$ (see [12, Appendix B] for an explicit expression of $\bar{\zeta}_{i}$ ), then $\zeta \neq \sum_{i=1}^{\infty} \bar{\zeta}_{i} \psi_{i}(\eta)$. By [2, Th. 3.3],

$$
\left\|u(m)-\sum_{i=1}^{P}\left(m \bar{\zeta}_{i}\right) \psi_{i}(\eta)\right\|_{\mathrm{L}^{2}(\Omega)} \leq\left\|u(m)-\sum_{i=1}^{P} \hat{u}_{i}^{P}(m) \phi_{i}(\eta)\right\|_{\mathrm{L}^{2}(\Omega)},
$$

therefore the Galerkin projections $\hat{u}^{P}(m)$ cannot converge to $u(m), m \geq 1$.

## 4. Numerical experiments

In this section we perform numerical experiments for time-discrete models with randomness. The goal is to assess the theoretical convergence of the Galerkin projections in order to carry out uncertainty quantification. The computations are performed in the software Mathematica ${ }^{\mathbb{B}}$, version 11.2 [30], installed on an Intel ${ }^{\mathbb{B}}$ Core $^{\mathrm{TM}}$ i7 CPU 3.1 GHz.

Example 4.1. Let us consider the nonlinear random difference equation

$$
\begin{equation*}
u(m+1)=\sin (r) u(m)(T-u(m)) . \tag{21}
\end{equation*}
$$

The terms $r$ and $T$ are considered random variables, so that $u(m)$ is a random variable for each $m \geq 1$. The initial condition $u(0)=u_{0}$ is assumed to be constant.

The equation (21) corresponds to a logistic model. We can interpret $u(m)$ as the number of infected individuals at time $m$ in a population of size $T$. The product $u(m)(T-u(m))$ is the number of contacts between infected and susceptible individuals. The parameter $\sin (r)$ represents the proportion of those contacts that gives rise to a new infective (in terms of modeling this is somewhat artificial, but we want to test our methodology with nonlinear terms).

In order that model (21) makes sense, we need $u(m) \in[0, T]$ for all $m \geq 0$. If $0 \leq r \leq 4 / T$ and $u_{0} \in[0, T]$, then it is easily proved by induction on $m$ that $u(m) \in[0, T]$. Thus, we will set probability distributions for $r$ and $T$ such that $0 \leq r \leq 4 / T$.

Let $\left.r \sim \operatorname{Normal}(0.02, \sigma=0.005)\right|_{[0.01,0.04]}$ and $T \sim \operatorname{Triangular}(80,100)$. These random variables are assumed to be independent. Notice that $0.01 \leq r \leq 0.04=4 / 100 \leq 4 / T$, as required. As initial condition, we assume that $u(0)=u_{0}=3$ individuals were infected at the beginning.

Let us check that the conditions of Theorem 3.1 are satisfied. We have $q=1, s=2$ and $\zeta=(r, T)$. The probability distributions are absolutely continuous, with finite moments and bounded. We have $J_{1}=[0.01,0.04], J_{2}=[80,100]$ and $I=J_{1} \times J_{2}$. The function $R$ is given by $R(r, T, u)=\sin (r) u(T-u)$. In the notation of Remark 3.2, take $\mathcal{D}=\mathcal{D}_{m}=$ [0, 100]. For $\xi=\left(\xi_{1}, \xi_{2}\right) \in I$ and $w_{1}, w_{2} \in \mathcal{D},\left|R\left(\xi, w_{1}\right)-R\left(\xi, w_{2}\right)\right|=\left|\sin \left(\xi_{1}\right) w_{1}\left(\xi_{2}-w_{1}\right)-\sin \left(\xi_{1}\right) w_{2}\left(\xi_{2}-w_{2}\right)\right| \leq$ $\left|\sin \left(\xi_{1}\right)\right|\left|\xi_{2}\right|\left|w_{1}-w_{2}\right|+\left|\sin \left(\xi_{1}\right)\right|\left|w_{1}+w_{2}\right|\left|w_{1}-w_{2}\right| \leq 100\left|w_{1}-w_{2}\right|+200\left|w_{1}-w_{2}\right|=300\left|w_{1}-w_{2}\right|$, therefore the Lipschitz condition (20) is satisfied. By Remark 3.2, the Lipschitz condition of Theorem 3.1 holds. Finally, the function $g_{m}$ is real analytic on $\mathbb{R}^{s}=\mathbb{R}^{2}$, because the sine function is analytic.

By Theorem 3.1, the inequality (13) holds. Depending on the rate of growth of $\Delta_{P}$, the Galerkin projection $\hat{u}^{P}(m)$ will converge or not. In Table 1, we analyze the increase of $\Delta_{P}$ (some inaccuracies in the computations of Table 1 might have occurred due to $G$ being badly conditioned, especially for large $p$ ). Figure 1 shows a regression line for the set of points $\left(P, \log \left(\Delta_{P}\right)\right)$. This gives an exponential model for $\left(P, \Delta_{P}\right)$, which is depicted in Figure 2. Since $\Delta_{P}$ grows
slower than the exponential model, we conclude empirically that $\Delta_{P}$ has at most exponential growth. As $g_{m}$ is real analytic on $\mathbb{R}^{s}=\mathbb{R}^{2}, \tilde{u}^{P}(m)$ converges to $u(m)$ at exponential rate. Thus, as a consequence of Theorem 3.1, the Galerkin projection $\hat{u}^{P}(m)$ will indeed converge to $u(m)$ at exponential rate.

| $p$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $P$ | 3 | 6 | 10 | 15 | 21 | 28 | 36 |
| $\Delta_{P}$ | 45 | 1691 | 67,036 | 557,137 | $2.00412 \cdot 10^{7}$ | $1.7873 \cdot 10^{8}$ | $8.5111 \cdot 10^{8}$ |

Table 1: Values of $\Delta_{P}$. Example 4.1.


Figure 1: Regression line for the set of points $\left(P, \log \left(\Delta_{P}\right)\right)$. Example 4.1.


Figure 2: Exponential model for $\left(P, \Delta_{P}\right)$. Since $\Delta_{P}$ grows slower than the exponential model (solid line), we conclude empirically that $\Delta_{P}$ has at most exponential growth. Example 4.1.

In Figure 3, we perform numerical experiments for $p=1,2,3,4,5,6$. We show the average number of infected individuals together with a confidence interval with the rule [mean $\pm$ standard deviation], for $0 \leq m \leq 30$. The mean and variance are computed with (11)-(12). Since $r$ and $T$ are independent, the method based on adaptive gPC from [14] can also be applied. We
observe in Figure 3 that both approaches yield the same results. We notice disastrous errors from $p=5$ in our approach and from $p=6$ in [14] method, due to inaccuracies in the computations: for [14], the main computational drawback is the loss of orthogonality in the Gram-Schmidt procedure; whereas in our approach, the ill-conditioned matrix $G$ entails computational errors for large $p$. The best choice for uncertainty quantification in this example is $p=4$.


Figure 3: Average number of infected individuals (continuous lines) together with a confidence interval with the rule [mean $\pm$ standard deviation] (dashed lines), for $0 \leq m \leq 30$. Up: technique from [14]. Down: our approach. Observe that both techniques coincide for $p=1$ (yellow), $p=2$ (orange), $p=3$ (green) and $p=4$ (blue). For $p=5$ (red) and/or $p=6$ (black), disastrous errors appear due to the accumulation of errors. Example 4.1.

From a dynamics standpoint, we observe that the expected number of infected individuals, as well as the confidence intervals, tend to stabilize as $m \rightarrow \infty$. More concretely, the average number of infective tends to the expectation of the (random) fixed point $T-1 / \sin (r), \mathbb{E}[T-$ $1 / \sin (r)]=37.7452$, while the typical deviation approaches $\sqrt{\mathbb{V}[T-1 / \sin (r)]}=13.853$.

Example 4.2. We consider the same example as before, but we change the distribution of $\zeta=$ $(r, T)$. We pick
$\left.\zeta \sim \operatorname{Normal}(\mu, \Sigma)\right|_{[0.01,0.04] \times[80,100]}, \quad \mu=\binom{0.02}{90}, \quad \Sigma=\left(\begin{array}{cc}0.000025 & 0.01 \\ 0.01 & 9\end{array}\right)$.
The initial condition is taken $u(0)=u_{0}=3$. This example cannot be addressed with the techniques exposed in [14], since both random input parameters are not independent.

As in Example 4.1, the hypotheses of Theorem 3.1 hold. As a consequence, if the rate of growth of $\Delta_{P}$ is exponential, then the Galerkin projection $\hat{u}^{P}(m)$ will converge to $u(m)$ at
exponential rate. In Table 2, we present how $\Delta_{P}$ increases as $P$ augments (significant errors might have occurred in the computations of Table 2 due to $G$ being badly conditioned, mainly for large $p$ ). Figure 4 presents a regression line for the set of points $\left(P, \log \left(\Delta_{P}\right)\right)$. From this regression line, Figure 5 shows an exponential model for $\left(P, \Delta_{P}\right)$. It seems that there is at most exponential growth of $\Delta_{P}$ (because $\Delta_{P}$ grows slower than the exponential model), therefore Theorem 3.1 ensures the convergence of the Galerkin projections as $P \rightarrow \infty$.

| $p$ | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $P$ | 3 | 6 | 10 | 15 | 21 | 28 |
| $\Delta_{P}$ | 80 | 4660 | 56,764 | 114,327 | 180,509 | 396,342 |

Table 2: Values of $\Delta_{P}$. Example 4.2.


Figure 4: Regression line for the set of points $\left(P, \log \left(\Delta_{P}\right)\right)$. Example 4.2.


Figure 5: Exponential model for $\left(P, \Delta_{P}\right)$. Since $\Delta_{P}$ grows slower than the exponential model (solid line), we conclude empirically that $\Delta_{P}$ has at most exponential growth. Example 4.2.

In Figure 6, we show the numerical experiments for $p=1,2,3$ corresponding to the average of infected individuals and the confidence interval [mean $\pm$ standard deviation]. The means and
variances have been calculated with (11)-(12). For $p=1$ and $p=2$, similar results are obtained. However, from $p=3$ catastrophic numerical errors appear. This implies that the best choice for uncertainty quantification in this example is $p=2$.


Figure 6: Average number of infected individuals (continuous lines) together with a confidence interval with the rule [mean $\pm$ standard deviation] (dashed lines), for $0 \leq m \leq 30$. For $p=1$ (yellow) and $p=2$ (orange) similar results are observed. For $p=3$ (green), disastrous errors appear due to the accumulation of errors. Example 4.2.

Concerning the asymptotic behavior of the random discrete dynamical system, we observe that the expected number of infected individuals and the confidence intervals tend to stabilize as $m \rightarrow \infty$. The average number of infective tends to the expectation of the (random) fixed point $T-1 / \sin (r), \mathbb{E}[T-1 / \sin (r)]=37.8474$, whereas the standard deviation approaches $\sqrt{\mathbb{V}[T-1 / \sin (r)]}=15.192$.

Example 4.3. In this example, we deal with the recursive equation

$$
u(m+1)=5 \cos \left(\zeta_{1} u(m)+\zeta_{2}\right) .
$$

Here, $\zeta=\left(\zeta_{1}, \zeta_{2}\right)$ are the random input parameters, with joint distribution

$$
\zeta \sim \operatorname{Dirichlet}(80,4,316)
$$

The initial condition $u_{0}$ is taken as $u_{0}=-10$. The degree of nonlinearity of this difference equation is higher than in the previous two examples. Due to the non-independence of the random input coefficients, this stochastic equation cannot be tackled with the techniques from [14].

Let us see that the assumptions of Theorem 3.1 hold. We have $q=1$ and $s=2$. The support of $\zeta_{1}$ and $\zeta_{2}$ is contained in $J_{1}=J_{2}=[0,1]$. Let $I=J_{1} \times J_{2}=[0,1]^{2}$. The function $g_{m}$ is real analytic on $\zeta$, because it consists of a composition of cosine functions. In the notation of Remark 3.2, $\mathcal{D}_{m}=\mathcal{D}=[-5,5]$. Let us check the Lipschitz condition (20). For $w_{1}, w_{2} \in \mathcal{D}$ and $\xi_{1}, \xi_{2} \in[0,1]$, by the Mean Value Theorem we have $\left|R\left(\xi_{1}, \xi_{2}, w_{1}\right)-R\left(\xi_{1}, \xi_{2}, w_{2}\right)\right|=5 \mid \cos \left(\xi_{1} w_{1}+\right.$ $\left.\xi_{2}\right)-\cos \left(\xi_{1} w_{2}+\xi_{2}\right)|\leq 5| w_{1}-w_{2} \mid$, as wanted.

As a consequence of Theorem 3.1, the inequality (13) holds. Depending on the growth of $\Delta_{P}$, there will be exponential convergence of the Galerkin projections $\hat{u}^{P}(m)$ in $\mathrm{L}^{2}(\Omega)$. Table 3 shows the values of $\Delta_{P}$ for $p=1,2,3,4,5$ (significant errors might have occurred in the calculations of Table 3 due to $G$ being ill-conditioned, mainly for large $p$ ). Figure 7 draws a regression line for the set of points $\left(P, \log \left(\Delta_{P}\right)\right)$, from which Figure 8 depicts an exponential model for $\left(P, \Delta_{P}\right)$, in
order to check empirically whether $\Delta_{P}$ grows exponentially. We deduce that $\Delta_{P}$ grows at most exponentially, because $\Delta_{P}$ lies below the exponential model. Hence, the Galerkin projections converge to the solution process at exponential rate, as wanted.

| $p$ | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $P$ | 3 | 6 | 10 | 15 | 21 |
| $\Delta_{P}$ | 21 | 309 | 3758 | 20,296 | 30,072 |

Table 3: Values of $\Delta_{P}$. Example 4.3.


Figure 7: Regression line for the set of points $\left(P, \log \left(\Delta_{P}\right)\right)$. Example 4.3.


Figure 8: Exponential model for $\left(P, \Delta_{P}\right)$. Since $\Delta_{P}$ grows slower than the exponential model (solid line), we conclude empirically that $\Delta_{P}$ has at most exponential growth. Example 4.3.

In Figure 9, we perform numerical experiments for $p=2,3,4$ corresponding to the average and standard deviation. The means and variances have been determined with the formulas (11)(12). Similar results are obtained for $p=2,3,4$, which agrees with the exponential convergence stated by Theorem 3.1.


Figure 9: Average statistic together with a confidence interval with the rule [mean $\pm$ standard deviation] (dashed lines), for $0 \leq m \leq 30$. For $p=2$ (orange), $p=3$ (green) and $p=4$ (blue) similar results are obtained. Example 4.3.

Concerning the asymptotic dynamics of the discrete stochastic system, we observe stabilization of both the mean and variance statistics in Figure 9. The mean goes towards the value 3.676, while the variance to 0.025 , as $m \rightarrow \infty$.

## 5. Conclusions

In this paper, we have analyzed the application of a stochastic Galerkin method for uncertainty quantification for nonlinear difference equations with dependent random input parameters. The Galerkin projections have been done onto canonical multivariate polynomials evaluated at the random inputs. A theoretical discussion has been developed to analyze the mean square spectral convergence of these Galerkin projections to the time-discrete solution process. In the numerical experiments, we have performed uncertainty quantification for some specific random difference equations with different degrees of nonlinearity. We have observed rapid convergence of the Galerkin projections, although large truncation orders may entail significant numerical errors because the Gram matrix associated to the canonical polynomial basis is ill-conditioned. Thus, for proper uncertainty quantification in practice, a correct and cautious choice of the basis length is proved to be important.
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