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Abstract

The human eye is able to adapt itself to a wide range of
luminances from very bright daylight to very low night
light. The human visual system modifies its sensitiv-
ity when an increment or a decrement of illumination
occurs. During this transition, known as eye adapta-
tion, our system experiments a temporary blindness. IlI-
lumination changes commonly happen in video games
(driven through a tunnel, entering in a dark house or
walking in a cave under torchlight) and rendering tech-
niques must take into account theses situations. In this
paper, we present a system for accelerating interactive
rendering, based on using polygonal simplifications in
luminance variations on the scene. We discuss the influ-
ence of the preadaptation light, the duration of the tran-
sition and the responses to different intensities changes.

INTRODUCTION

Nowadays, 3D scenes are becoming more and more com-
plex so that current graphic hardware is scarcely pow-
erful enough to render some games in real time and the
ones that are coming soon. In spite of the huge progress
on graphic hardware, interactive rendering is still one
of the biggest challenges in video games, specially for
very low graphic power portable devices such as portable
video consoles, smart phones and so on.

Although many calculations are been predated by GPUs
from the CPUs, there are still many of them that still
remain in generic CPUs using multithreading and multi-
core CPUs. What is more, non graphical CPU loads
(simulation, AI, physics, HCI,...) are increasing every
time.

So, a reduction in the graphical payload on the CPU
is mandatory in order to improve graphic performance
(next gen video games) [1] [2], reduce power consump-
tion (mobile games) [3] or to increase other video games
aspects like behavior (AI), realistic appearance (physics,

real time fluids simulation) [4], smoother simulation (in-
creasing sampling frequency) or improving HCI through
more complex interactions [5].

Polygonal simplification algorithms and LoD techniques
are one of these techniques used to reduce rendering cost
keeping a visual fidelity grounded on a geometric crite-
ria. They are based on the fact that mostly of the ge-
ometry of a detailed 3D model is unnecessary depending
on the visual circumstances.

The quality of an image made by a computer depends
unavoidably on the visual perception of the viewer that
is sat in front of the computer screen. The eyes col-
laborate with the brain to perceive an object, so visual
fidelity is even more connected to a perception criteria
rather than to a geometrical criteria. Obviously geom-
etry quality influences on the perception quality of a
computer generated image.

LoD techniques have been normally used to change the
amount of triangles in an object mesh depending on a
distance-to-the-camera criterion. In this paper we pro-
pose to associate LoD techniques to the eye drop of per-
ception when a sharp change in the illumination of a
scene happens during the performance of a video game.
In this case, from very bright scenes to very dark ones.
In point 2 of this paper, we present a brief background
of LoD techniques and a brief analysis of the Human Vi-
sual System (HVS) perception and we introduce a criti-
cal analysis that justifies our new approximation to the
problem. Point 3 presents the way we designed the tests
to verify our hypothesis: the models used, the luminos-
ity changes, model resolutions, criteria for the resolution
changes and test organization. Point 4 present the re-
sults of our tests on human players. Point 5 and beyond
finally resume the conclusions and future works of our
research.

BACKGROUND AND PREVIOUS WORK
Level of detail

Level of Detail (LoD) offers a means of improving the
performance of a video game under certain circum-



stances by trading visual detail for speed [ASTHE1994].
This is done by storing a number of representations of an
object, each varying in complexity (e.g. polygon count),
and then selecting an appropriate model to use at each
frame of the simulation. A more complex representa-
tion will appear more detailed, but it will consume more
computing time.

The most common selection criterion used to determine
an object’s LoD is its distance from the viewpoint, i.e.
lower detail models are employed as the object becomes
more distant. Indeed, it is this case which most people
associate with the term LoD. There are two principal
ways of implementing distance LoD: either by calculat-
ing the distance of the object from the viewpoint, or by
determining the area of the object’s bounding volume
on the screen.

Our aim in this paper is to use any discrete LoD tech-
nique to reduce objects complexities, not to present just
another LoD algorithm.

Visual perception

The HVS is capable of functioning over a huge range
of light levels. The amount of light available on a
bright day at the beach ( 10%¢d/m?) is 10,000 times
greater than the light available in a dimly lit room [6]
and much more than the low limit the eye can perceive
(1075cd/m?). The visual system can manage this huge
range using a process known as eye adaptation. The
adaptation is not instantaneous and the process can take
from 20 to 30 minutes and it is different for rods and
cones [7]. For example, when entering into a dark room,
like a cinema hall, it is not easy to find a seat in the
darkness. However, after a few minutes, many details
can be seen that were barely perceptible before.

As the eye adapts to the darkness, pure scotopic vision
starts from 0.034cd/m? down, its sensitivity improves.
On the other hand, as light increases, eye sensitivity
is lost allowing to see high levels of luminosity (pure
photopic vision starts from 3.4cd/m? up). Nevertheless,
the eye dynamic range is higher in photopic conditions
[8]-

Graph 1 shows the time necessary to dark adaptation
for cones and rods. The red line corresponds to rods
adaptation and blue line to cones adaptation. The re-
sult of both is the curve shown with block dots [9]. We
observe that cones reach their maximum sensibility be-
fore the rods. After 8 minutes approximately, rods are
more sensitives than cones and during this transition
(Mesopic vision) images have a very strong appearance
of blue-ish colors until a completely loss of the colors in
scotopic conditions. This is called the Purkinje effect
[10, 11].

high

rod
_-l? light adaptation
2
1]
5 maximum cone sensitivity
v [Cone
(@)}
o dark adaptation

A ;  maximum rod sensitivity
low 10 20 minutes

Figure 1: Dark adaptation curve.

Critic to the state of the art

In order to modulate the amount of geometry a LoD
technique may discard, there have been some approaches
in the past such as relating LoD to an object’s motion
[GIACOMO2007], peripheral location using the gaze-
contingent rendering of the HVS [MURPHY2007] or
to automatically balance the system’s computational
load in an attempt to maintain a fixed frame rate
[FUNK1993].

Although the eye adaptation process is known a lot of
time ago, it has not been used in computer graphics in
order to simplify scenes according to light changes dur-
ing the execution of a real time graphical environments
such as video games or VR applications.

Our aim, in this paper, is to evaluate the feasibility to
modulate LoD techniques associated to lighting changes.
For this reason we did a perception test using LoD tech-
niques and changing the lighting of the scene between
some given values. We wanted to determine the amount
of time a video game can reduce its geometry quality
without being noticed by a player. This amount of time
collected by the game in this transition times can be
used to improve other parts of the game: AI, physics,
HCI,... or to allow the video game run at higher frame
rates or in lower power consoles.

IMPLEMENTATION

This section describes the tests made to collect reac-
tion time results. Each person was invited to pass two
tests. Each probe was individual and sequential. The
first part consisted on a reaction test with the aim of
measuring the time elapsed between a visual stimulus
and hitting any key as fast as the player could. The
second part measured the time of adaptation when the
viewer change from a bright environment to a darker
environment. Finally, the true adaptation time was cal-
culated subtracting the time of reaction from the time
of adaptation.



Reaction test

This main purpose of this test is to know how long it
takes to the viewer to react after a stimulus. The test
produces stimulus of maximum contrast, it flips between
a white and a black screen. The viewer has to react
as soon as possible pressing any key. During the test,
there are 5 luminosity changes separated between differ-
ent time intervals in order to avoid synchronizations. It
measures all the times of reaction and it calculates the
average time of reaction. Times intervals are shown on
table 1. They are always the same sequence and in the
same order. Times were calculated randomly.

Stimulus | Time (ms)
4000
2000
5000
500
1500

T W N =

Table 1: Times intervals between stimulus.

Perception test

This test tried to measure the HVS time of adapta-
tion for different luminosity changes. The idea was to
present an image with a certain luminosity during a time
of adaptation (approximately 10 seconds). This image
showed an object non-simplified (NS object). After-
ward, the viewer pressed a key and it occurred a decre-
ment of luminosity on the image. At this moment, the
test flipped a image of the NS object and one of a sim-
plified model (S object) using the same darkness condi-
tions. The flipping was not done at the screen refresh
rate because of the persistence effect of the eye. The
images were interlaced at a rate of 10fps, 5 for the NS
image (odd frames) and 5 for the S image (even images).
The viewer had to press a key as soon as possible when
he realized any slight vibration or any movement on the
object. When the key was pressed, it meant that the
viewer HVS were adapted to the new luminosity con-
ditions and he noticed the biggest polygonal reduction.
After the first detection, the test increased the resolution
of the S object slightly to the next predefined step using
a discrete LoD technique. This new resolution image
was interlaced again with the NS object using the same
darkness conditions. The viewer had to go on pressing
a key when he detected any change. The resolution of
the NS Object increased again during 3 loops more until
the highest resolution was achieved.

Models choice
We chose two different models to perform the test. The
first one was the Stanford Bunny. We chose this model

due to its popularity in computer graphics and because
it is a relatively simple model. It is so smooth that it
contains a lot of redundant information in the original
triangles collection. Simplification and compression al-
gorithms produce very nice results. Since this tests is fo-
cused on interactive rendering acceleration, the number
of triangles in the original model is far away too much
(69,451 triangles) from real time applications. The test
uses a basic bunny simplified up to 5,000 triangles (fig-
ure 2) with Quadric Edges Collapse Decimation. To
simplify the model we used the tool Meshlab [12].

Figure 2: Basic bunny(5,000 polygons) and basic dragon
(10,000 polygons)

On the other hand, the second model is more complex:
the Stanford Dragon. It is extremely rough because of
its flakes. In the same way as the original bunny, the
dragon was also simplified to a basic dragon with 10,000
polygons (figure 2) without any loss of quality for the
distance and size of the image produced for the tests.

Luminosity changes

Luminosity change is the difference of luminance be-
tween the initial image and the dark ones, in other
words, is the difference of the Y component in the YIQ
[13] model between both images. The Y component has
value between 0 and 1: 0 is a completely black image
and 1 a completely white one. In this test we consider
that Y = 2/3. This value is the mean of every pixel
on the screen Y value. This luminosity provides the
brightest image without burnt areas. To calculate the
other Y values in the rest of the images used for the
test, the maximum luminosity was divided by 2 in every
step. This is the same as to move one stop down of the
f number of a conventional camera. Table 2 shows all
different luminosity values used.

The minimum luminosity considered was 0.021 since
lower values were scarcely visible on the screen and did
no valuable results.

Luminosity changes depend on the preadaptation image
and the next one. It is the difference between both of
them the luminosity change than the viewer is perceiv-
ing. The maximum luminosity change occurs when it
flips from the maximum value to the minimum value.
Table 3 describes the Y value of the adaptation image



Luminosity (Y) Value
2/3 0.666 / 27.030 cd
1/3 0.333 / 13,515 cd
1/6 0.166 / 6.737 cd
1/12 0.083 / 3,369 cd
1/24 0.042 / 1,705 cd
1/48 0.021 / 0.852 cd

Table 2: Different luminosity values used(Y).

(A image), the Y value of the image after the luminosity
change (LC image) and the difference of luminosity. Y
value translated into candelas is also shown taking into
account the maximum bright of the screen (300cd/m2).

Change N2 | A Tmage LC Image Difference
1 0.666 0.021 -0.645/26.2 cd
2 0.666 0.042 -0.624/25.3 cd
3 0.666 0.083 -0.583/23.7 cd
4 0.333 0.021 -0.312/12.7 cd
5 0.333 0.042 -0.291/11.8 cd
6 0.333 0.083 -0.250/10.1 cd
7 0.166 0.021 -0.145/5.9 cd
8 0.166 0.042 -0.124/5.0 cd
9 0.166 0.083 -0.083/3.4 cd
10 0.083 0.021 -0.062/2.5 cd

Table 3: Description of the luminosity changes.

Models resolutions

The object of this work is to discover if it is possible
to simplify a mesh during a luminosity change without
affecting the visual quality the observer notices. In this
case, the different mesh resolutions for the two models
have been chosen following two different criteria: the
Hausdorff distance and the RMS error. First of all, it
has been defined the LoD for the base model (Bunny
model). The resolutions were: 5000, 4000, 3000, 2000 y
1000 polygons.

Hausdorff distance We measured the mean Haus-
dorff distance in one direction (base model to simplified
model) for each resolution of the bunny. This distance
has been calculated with the tool Metro [14] which al-
lows to compare pairs of meshes. Next, we found the
corresponding LoD of the dragon with the same Haus-
dorff distance to the base dragon model with 10000 poly-
gons. In table 4, different distances and resolutions of
the dragon are shown. From now on, Dragon Hausdorff
refers to the Stanford dragon model with the LoD indi-
cated on table 4. We needed a metric to unify and com-
pare the test made using different models (dragon and
bunny) and resolutions. Although these models have

different resolutions, they have the same Hausdorff dis-
tance in the same step of the test.. For example, the
bunny LoD with 4000 polygons has a Hausdorff distance
equal to 0.047 respect to the base model with 5000 poly-
gons. The dragon LoD with 7100 polygons has exactly
the same distance respect to the base model of 10000
polygons.

Bunny ! | H. Distance (10~%) | Dragon H. !
5000 0 10000
4000 0.047 7100
3000 0.092 5200
2000 0.153 3700
1000 0.291 1970

Table 4: Hausdorff distance to the base model.

Error Root-Mean-Square (RMS) In this case, we
followed the same method than before but we me sure
the RMS error of the rendered images of each LoD of the
bunny. The RMS error has been calculated with a func-
tion in Matlab. Next, we found the number of polygons
necessary to have images of the dragon that produce the
same RMS error than the bunny. In table 5, the RMS
error and the different resolutions are shown. Dragon
RMS refers to the different LoDs with the resolution of
the table.

Bunny ' | RMS error | Dragon RMS !
5000 0 10000
4000 0.3376 9500
3000 0.3394 7000
2000 0.3428 4300
1000 0.3496 3400

Table 5: RMS error to the base model.

Tests organization

First we passed the reaction test and later the perception
test. The second one was divided into three parts: one
for the bunny and two for the dragon resolution (Haus-
dorff and RMS). Each part had 10 luminosity changes.
Table 6 shows the tests order with test number, the lu-
minosity change and the model used.

Ipolygons



Test number
Change N2 | Hausdorff Bunny RMS
1 1 11 21
2 2 12 22
3 3 13 23
4 4 14 24
5 5 15 25
6 6 16 26
7 7 17 27
8 8 18 28
9 9 19 29
10 10 20 30

Table 6: Tests order.

In order to have reliable tests, they were all done in
completely darkness so the person was not affected by
other environmental factors. The tests were done with
the same monitor (21.6” TFT 300cd/m?2) for everybody
and sat at the same distance (70 cm). So the monitor
gave a global luminosity of 40.585cd using its maximum
intensity and contrast. The luminosity (cd) associated
to every change of the Y component of the whole im-
age was calculated taking into account these numbers.
Those values can be seen in Table 3 and 2.

Both tests were passed to 25 volunteers and each one
took around 15 minutes to complete the test. 15 per-
sons were males and 10 were females. Once all the test
were done, we extracted the timing results. We sub-
tracted the results of the reaction test to the results of
the perception test. We obtained the timing results that
each person took to realize the simplifications. Those fi-
nal times are the ones that have been used to study the
results.

ANALYSIS OF THE RESULTS

Our hypothesis was that the time of adaptation de-
pended on the difference of lighting between the initial
image and the last one. We assumed that no difference
would be noticed when changing both initial and final
lighting. In order to avoid very long tests that could be
boring to the people tested and could discard the valid-
ity of the test, we decided to start from different starting
intensities dividing the higher one by power of two. So,
the starting Y luminance was 0.666, 0.333, 0.166 and
0.083. Since there were ten steps to change this maxi-
mum starting Y, we decided to jump to the three lower
intensities: 0.083, 0.042 and 0.021. The combination of
luminosity jumps can be seen in Table 3.

Models

In this part, there are drawn three graphs that corre-
spond to the three models. Graph 3 shows the mean
time of detection for each luminosity change and for

each resolution (1000, 2000, 3000, 4000) for the bunny.
Graph 4 represents the same for the dragon Hausdorff
model and graph 5 for the dragon RMS model.
Comparing the models Bunny and Dragon Hausdorff,
both models have a similar behavior for the first and
second resolutions. Resolutions 3 and 4 present a time
of detection higher for the bunny model. When com-
paring the bunny and the dragon RMS model, they also
behave in the same way for the first and second resolu-
tions. Time of the 3rd resolution is also higher for the
bunny than for the RMS. However, using the 4th resolu-
tion, the time detection is considerably higher for RMS.
Finally, comparing Hausdorff and RMS models, similar
results for resolutions 1, 2 and 3 are obtained but RMS
produces times much higher than Hausdorff for the 4th
resolution.

Taking into account than the geometry generated using
the Hausdorff metric is lower than the one generated
using RMS,; it is recommended to use Hausdorff metric
to simplify a model when using these geometries in real
time graphical applications.

We have to take into account that the differences be-
tween LoD models are more difficult to be found on the
Bunny that on the Dragon because of their shapes.
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Figure 3: Detection time for bunny model.
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Figure 4: Detection time for Hausdorff dragon model.
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Figure 5: Detection time for RMS dragon model.

Comparing different luminosity changes

As can be seen, the three graphs follow the same ten-
dency. For changes 1, 4, 7 and 10 (-0.645, -0.312, -0.145
and -0.062) the time detection is significantly longer
than for the others changes. All the changes were made
from a bright image in the pure photopic vision (26.2,
12.7, 5.9 and 3.4 cd) to one in the mesotopic vision win-
dow (0.85, 1.7 and 3,4 cd). Since cases 1, 4, 7 and
10 jump to 0.85 cd, nearer the pure scotopic vision
(0.034cd), these cases are more influenced by the sco-
topic time of adaptation. That is the reason for higher
time of adaptation showed.

All three graphs follow the same tendency:

1. If resolution of a mesh increases, the time of detec-
tion increases. It does not depend on the luminosity
jump and LoD criteria (Hausdorff/RMS) or model
(bunny/dragon)

2. Starting from the same luminosity, as the difference
of luminosity increases, the time of adaptation in-
creases. That is the reason why cases 1,2 and 3
show a descendant tendency. It is the same for
cases 4, 5 and 6 and for cases 7, 8 and 9. This is
specially visible when the luminosity of final images
is closer to the scotopic vision: cases 1, 4, 7 and 10.

3. Arriving to the same luminosity, as the difference
of luminosity increases, the time of adaptation in-
creases. That is the reason why cases 2, 5 and 8
show a descendant tendency. It is the same for
cases 3, 6 and 9. This is specially visible when the
luminosity of final images is closer to the scotopic
vision: cases 1, 4, 7 and 10.

We must enhance that even a black image on a monitor
emits light, so probably the volunteers did not reach
scotopic condition. However, a tunnel effect occurs and
it is responsible of the adaptation time.

Non-detected cases

When a player detected a vibration or flickering in the
image, he pressed a key. In some cases, the volunteers
did not press any key. This means that they did not find
any difference between the base model and the simplified

model under some given luminosity conditions. Those
cases are called non-detected.

Graph 6 shows the number of non-detected for every
luminosity change and resolution for the bunny model.
For example, in the first change, 12 people did not find
any difference between the base model (5000 polygons)
and the model with (4000 polygons). Graph 7 shows the
number of non-detected for the Hausdorff dragon model
and graph 8 for the RMS dragon model.
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Figure 7: Number of non-detected for the Hausdorff
dragon model.
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Figure 8: Number of non-detected for the RMS dragon
model.

All three graphs follow the same tendency. The amount
of non-detected changes is:



1. Lower as the luminosity jump decreases and the lu-
minosity of the final images move apart from the
scotopic vision. Cases 2, 5 and 8 present lower
amount of non-detected changes than cases 1, 4,
7 and 10. Cases 3, 6 and 9 have lower amount than
cases 2, 5 and 8.

2. Higher as the resolution of the mesh is closer to
the resolution of the original object. This is spe-
cially observable figure 10 where the number of non-
detected grows as the resolution grows as well and
in figure 8 when using 9500 polygons (case 4). This
is specially important when the final image lumi-
nosity is closer to scotopic vision. It means the
darkest image (cases 1, 4, 7 and 10).

3. Higher depending on the resolution and also on the
final luminosity as can be seen in figure 11.

It is not clearly visible if the preadaptation luminosity
influences to the amount of non-detected changes. Cases
1, 4, sometimes are higher and sometime are lower than
cases 7 and 10.

Finally, graph 10 shows the mean number of non-
detected for the same start luminosity and graph 11 for
the same final luminosity.
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Figure 9: Mean of non-detected for all models.

W12 Det
4+ m 22 Det
1 32 Det
21 7 42 Det
/ 30 Det m 42 Det
0+ 29 Det
&/ 1epet

1/12

Figure 10: Number of non-detected for the same start
luminosity.
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Figure 11: Number of non-detected for the same final
luminosity.
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Figure 12: Bunny Spline.

After the analysis of the results we can extract some
conclusions:

1. The duration of the time of adaptation is princi-
pally determined by the level of luminosity reached:
the conditions that the image is observed after the
luminosity change.

2. The luminosity of the image of pre-adaptation also
influence this duration.

3. The results indicates that exist a few seconds of
adaptation where the observer can not distinguish
some details that will find afterward.

With these results we can not determine a universal
function that could determine the simplification of a
model during a luminosity change. This duration de-
pends on the given mesh of a model and topology, the
amount of mesh simplification and many other factors:
textures, shadows, background, scene lighting,etc.

We can conclude that the type of metric to reduce the
amount of polygons is significant in order to increase
the time of adaptation. Given an amount of polygons
to represent an object, a video game developer wants to



increase the time of detection as much as possible. Using
the Hausdorff criterion with the 3700 and 7100 polygons
dragon and comparing to the 3400 and 7000 polygons
RMS dragon, we can see that the time of adaptation
is considerably higher in Hausdorff tests than in RMS
tests. So we do recommend Hausdorff criterion to reduce
polygons in applications that use LoD techniques.

We emphasize that the timing obtained is really a min-
imum time since all the player’s attention is focused on
the object. In real video games, the attention is focused
on the main actors. All the objects around these actors
could have even higher time of adaptation: backgrounds,
furniture,...

Criticism

The test were done with statics images and the whole
majority of the volunteers recognized that they focused
their attention on some critical points of the meshes. A
critical point is some area in the mesh that present a
big difference between the original model and the sim-
plification. At these points, very small simplifications
produces very big geometrical differences that can be
seen easily.

The amount of people tested is not statistically signif-
icant (25 tests) but it shows a tendency that has been
observed unalterably in almost all tests performed. The
range of age rises from 18 to 42 years, covering a wide
range of current players population.

Future work

In order to be closer to the current applications (video-
games, movies) and avoid the detection of static criti-
cal points, we suggest to perform the tests moving the
meshes and changing the point of view.

We have to test other criteria of simplification, apart
from Hausdorff and RMS, in order to increase the time
of adaptation using the same amount of polygons.

We would like to increase the amount of players tested
and widen the age spectrum, specially for young people
that could not be included in this study (6 to 18 years).
Finally we want to enter in the scotopic vision to test
this behavior in very dark luminance conditions.
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