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1 Introduction

The development of any reliable scientific simulation requires physically sound assumptions
in order to ensure that the results provided by such simulation tool are as reliable as possible.
Otherwise, the utility of the implemented simulation is hindered by the fact that the reality
that it recreates does not correspond with the real case under study. Such is the case of imple-
mentations of Smoothed Particle Hydrodynamics (SPH) techniques. Although these simula-
tion methods can provide extremely aesthetically pleasing reproductions of fluid movement,
it is of considerable significance for the engineer employing these methods to ensure that
these recreations are as plausible as possible.

In the case of the simulation of a free fluid surface, one can obtain immensely realistic
results when correctly employing a Lagrangian scheme such as SPH, partly because in La-
grangian flow fields, the fluid is described by observing the individual motion of a fluid parcel
in space and time, thus allowing for a more precise definition of the fluid free surface [2].
This is specially advantageous when compared with Eulerian approaches such as the imple-
mentation of the Shallow Water Equations, which require the computation of the free surface
elevation of the fluid for every point of the computational domain [22].

In this manner, the objective of this study is to implement a 2D SPH simulation of a free
fluid surface interacting with a floating body, and to develop this simulation taking into ac-
count the significance of the verisimilitude of the results. The plausibility of the obtained
results is observed mainly by analyzing the structure of every component of the simulation
structure in contrast with the relevant sources, and by validating the methods employed with
a standard case scenario.

This report continues by presenting an introduction to the basic principles of SPH and to
the basic structure of any SPH Solver, and by further describing and discussing the form that
each of the components of the simulation has adopted. Within these descriptions of the ele-
ments of the simulation, a special depth will be added to the presentation of the methods of
inclusion of the rigid body within the simulation. Later, the results of the simulated cases will
be presented and compared. These same results will later be validated by analyzing the reso-
lution of a specific case scenario involving a floating body, in order to end with an evaluation
of the study as a whole.



2 Introduction to SPH

SPH simulations describe the fluid domain in a Lagrangian manner, such that they intend to
describe a continuous scalar or vector field by a set of discrete entities carrying the properties
of the field with them. Bearing this in mind, the value of the corresponding continuous field
at a given point is described by an interpolation of the entities surrounding such location [18].
In this way, the discrete variables appearing at each entity are "smoothed out" throughout the
spatial domain, using an interpolating kernel function W (7; — ¥, h) which can be integrated
along the domain Q in order to obtain a certain quantity A at 7.

A(F) = f AFYWGE -7, hd7 2.1
Q

Where h is the smoothing length or support radius of the kernel function, which deter-
mines how large the range of influence between discrete entities is. However, Eq. (2.1) can
be further simplified taking into account that the contributions to A(¥) are performed by dis-
crete entities at concrete locations in the domain [18]. Thus, a quantity A at 7; is computed as
a function of the known quantities A; of the neighboring discrete entities.

. mj .
A(F) =) —A;jW;(Fi =i, h) (2.2)
i P

Note that as can be seen in Eq. (2.2), the role of the chosen kernel function is to interpolate
the contribution of each discrete entity j to a certain location 7; based on the relation of the
distance between them to the support radius k. In this way, it is reasonable to employ kernel
functions similar to the Gaussian Kernel, but with a compact support, such that their values
vanish after a certain distance [17].

In SPH, the discrete entities describing the continuous domain are defined by dividing
the fluid into particles, each having a corresponding mass, pressure, velocity and position.
Bearing this in mind, one can compute the density of a particle i in the following manner.

p(F)=pi=) m;Wi;(Fi—Fj,h) 2.3)
J

Once the fundamental principle of interpolation in SPH has been described, it follows

to describe the basic equations governing the motion of each particle. While as in an Eule-
rian formulation, one would describe the fluid employing the continuity equation describ-
ing the conservation of mass as well as the Navier-Stokes equations to ensure conservation
of momentum, the implementation of a particle-based approach simplifies these equations
substantially [20]. Since the number of particles is controlled throughout the simulation, the
continuity equation can generally be omitted in SPH applications. Moreover, due to the em-
ployed Lagrangian scheme, the Navier-Stokes equations are transformed into an equation
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describing the variation of the particle’s linear momentum as a sum of the forces acting on
it [20].
v v Gs. 8 . P
mi— - =F{ + F{+ Ff + F, (2.4)

Where in this specific form, the forces assumed to act on the body are those due to viscos-
ity, pressure, surface tension, and gravity. As is reasonable, each of these forces will depend
on the density, pressure, position and velocity of the particle 7, as well as of such properties
of every neighboring particle j. Note that the inclusion of a rigid body in the simulation will
further affect the form of these forces.

Bearing in mind the general computation of the particle motion, one can go on to list
the generic components making up an SPH simulative method. An essential element in any
SPH simulation is the Nearest Neighbor Searching Algorithm. As any physical property of a
fluid particle in the simulation is intrinsically related to the particles within influence range
of itself, it is crucial to adequately and efficiently determine which are the particles which can
be labelled as influencing neighbours. This algorithm can greatly influence the computational
cost of the simulation, and is considered the most time-consuming part of SPH simulations
[13]. Another repeating element of SPH simulations is the calculation of advective forces, i.e.
forces not related with pressure. The models selected defining these forces can greatly affect
the quality of the reproduced fluid behaviour. Moreover, the calculation of particle pressures
and pressure forces is a step of the SPH simulation for which multiple different alternatives
appear, presenting as well a large effect on the results of the simulation. Lastly, in order to
properly enclose the fluid particles within the spatial domain under study, one has to make
sure that the spatial boundaries are imposed and handled accordingly.

In addition to these generic building blocks of a SPH-based algorithm, the incorporation
of a rigid body into the case study is a step which bears special significance in relation to this
particular study.



3 Nearest Neighbor Search Algorithm

In the calculation of any system variable of a particle i, one has to find the j neighboring
particles which may be within a search area of radius h. There exist several algorithms to
perform this task, of which two variants were implemented in this study. The main principle
of these two variants is to divide the spatial domain into a uniform grid. Once this division is
performed and each particle is associated to a grid cell, each of the relevant neighboring cells
of each cell are queried and the particles within them stored as potential neighbors. Uniform
grid schemes are most efficient for SPH algorithms with constant kernel support radius, as the
construction of a uniform grid costs O(n) while the querying of a specific object implies O(1),
where 7 is the number of cells in the grid [13]. This is specially advantageous when compared
with hierarchical data structures such as kd-trees, which are builtin O(n/og(n)) and accessed
with cost O(log(n)), thus being used mostly for variable kernel support simulations [16].

The selection of an appropriate grid cell size is crucial when determining the performance
of the method employed. While as by choosing a cell size smaller than the kernel support ra-
dius, one may obtain a set of relevant neighboring cells to query which better approximates
a sphere of radius &, the number of cells to query is increased and thus the performance is
reduced [13]. On the other hand, implementing a uniform grid with cell size larger than the
kernel support length would imply that less cells are queried, but a larger number of potential
neighboring particles have to be stored. Note that a part of these stored potential neighbors
will be outside of the influence radius of the respective particle, but their influence will dis-
appear once the kernel function is employed. Thus, an optimal grid cell size is the kernel
function support radius h [13]. With such a cell size, only 9 (in 2D) or 27 (in 3D) neighboring
cells have to be queried.

The main difference between the two implemented uniform grid sort methods is the way
in which each cell is labelled, and consequently to which cell index each particle is related.
Based on this, one can develop an array of particle locations that is sorted based on the cell
index. In this way, instead of each cell storing references to all of its particles, the method is
improved by allowing the cell to store only the index of its first particle in the sorted array [16].

The basic grid sorting method simply sorts each grid cell based on the coordinates of their
center with regards to the bottom left corner of the domain.

B X Iy y
n—floor(h)+(h)floor(h) (3.1)

In Eq. (3.1), one can see how the calculation of the cell index in the basic sorting scheme is
performed, where I, is the length of the domain in X direction, # is the support length of the
kernel function, and (x, y) are the coordinates of the cell center. A disadvantage of this basic
sorting method is that although particles of the same cell are close in memory, particles in
neighboring cells are not necessarily near in the sorted array. In order to improve this aspect,
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Figure 3.1: Four-level Z-order Curve [4]

the spatial locality of the particles can be mapped into the memory with a Z-curve sorting
method [16].

The Z-curve sorting method employs a space-filling Z-order curve in order to label each
cell based on 2-dimensional blocks of 4 cells. In order to understand this method, it is essen-
tial to describe the nature of a Z-order curve. A Z-order curve is described by firstly generating
a discrete set of uniformly ordered points, (such as the centers of each cell of the uniform
grid) and assigning normalized coordinates to each of these points, such that each point is
described by two non-negative integer coordinates. Bearing this in mind, the binary repre-
sentations of the coordinates of each point are interleaved, in order to generate the binary
form of the point order, or in this case, the cell index [4]. This procedure can be visualized in
Fig. 3.1. Then, the Z-curve sorting method employs this sort of spatial ordering to index the
cells of the uniform grid.

Although the latter method preserves spatial locality and improves the algorithm’s perfor-
mance for the processing and querying of particle neighbors [16], after implementing both
presented methods in the current study, a comparison based on the computation speed re-
vealed the basic grid sorting method to be more favorable. This difference in performance can
be seen in Fig. 3.2, where the implemented basic grid sorting method allowed for lower com-
putation times for large numbers of particles. Another important factor that tipped the scales
in favor of the basic grid sorting method is that it allowed for a larger flexibility of domain
sizes, since employing indexing based on a continuous Z-curve required that the domain had
an equal number of cells in X as in Y, and for this number of cells to be an exponent of 2.

Even though the presented grid sorting methods were considered adequate for this study,
it is worth noting that in these schemes, the memory consumption scales with the size of
the computational domain, where other methods such as spatial hashing or compact hash-
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Figure 3.2: Comparison between implemented Neighbor Searching Algorithms

ing may be more preferable in the case of infinite domains [16]. The basic principle of these
hashing methods is the mapping of any position 7 = (x, y) (in this case any cell center) to a
hash table of size g as is shown in Eq. (3.2) [21]. In this equation, p; and p; are large prime
numbers, and d corresponds to the cell size.

c= mod[xor{floor(g) * pl,xor(floor(%) * pa)}, q] (3.2)

In order to properly implement this scheme avoiding hash collisions, where two different
grid cells are assigned to the same hash cell, it is desirable to employ large hash table sizes [21].
According to [18] the performance of this method is optimized by using a cell size d equal to
the smoothing length & and by employing a hash table size equal to the prime number closest
to 2n, n being the number of particles in the simulation. Once a variety of NNS algorithms
have been presented and the choice between such algorithms has been discussed, it follows
to describe the employed kernel function.
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4 Interpolating Kernel Function

The choice of the interpolating kernel function to be implemented in any SPH simulation
can profoundly affect the speed, accuracy and stability of the system. According to [17], such
a function should approximate a Gaussian but with a finite support radius h. Nevertheless,
there is no general consensus with regards to an optimal kernel function, as each function
signifies a specific trade-off between accuracy and computational cost [16]. This specific im-
plementation has employed a cubic spline kernel function, described by [17] as commonly
used and based on Schoenberg M, splines.

R (G (S M L
Wil = —=1 32— 1) h< |7l <2h (4.1)
0 171l > 2h
o [(R-9)7 0<|Fl<h
VW;i(F, h)=——{ -1 2_H_?H2L* h<I|7l<2h (4.2)
Ul e G B v =7l = '
171l > 2h

Note that the gradient of this kernel function is also employed throughout the implemen-
tation, as will be shown later. While as Eq. (4.1) and Eq. (4.2) present the expressions for the
cubic spline kernel function and its gradient, Fig. 4.1 shows the evolution of both with %
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Figure 4.1: Cubic Spline Function and Gradient [3]
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5 Advective Forces

After describing the utilized nearest neighbor search algorithms as well as the implemented
interpolating function, it is necessary to present the used models for the non-pressure forces,
these being the forces associated to viscosity, surface tension, and gravity.

5.1 Viscosity

The viscosity force model implemented in this study is the one suggested by [17]. This viscos-
ity model is said to conserve linear and angular momentum as it depends on relative speeds of
particle speeds [11]. Note that this is an artificial viscosity model introduced in order allow for
shock phenomena, which although bearing no relation to real viscosities, maintains the con-
tinuity of viscous stress accurately and can be used to model real viscous phenomena [17].

lgi”:—ijHijVWij(Fi—Fj,h) (5.1)
J

, > > T
min(rijvij-,0)

i=— 5.2

1= e ) 2
2ahc;

V= (5.3)
pPitpj

This artificial viscosity model is presented in Egs. (5.1),(5.2) and (5.3), where a should re-
main within 0.08 and 0.5 and € = 0.01, as this last constant is introduced to avoid singularities
once [|75;]| =0 [8].

5.2 Surface Tension

Many surface tension models employed in SPH today are based on the usage of a color value c;
which is applied to all of the particles of a same phase, such that this color value is interpolated
following Eq. (5.4) [20].

MiCi o 7
Vvl](rl - I’],h) (5.4)

c(f)=ci=)_
i P
With this color value, the surface tension is calculated taking into account the surface nor-
mal 7 = V¢, as shown in Eq. (5.5). As the calculation of V¢ is error-prone close to the free fluid
surface where the particles have fewer neighbors and the calculation of the second derivative
is vulnerable to particle disorder [8], this method was not implemented in the current study.
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Advective Forces

ﬁis = —KV2C4 (5.5)

72|l
The current simulation is based on the surface tension model presented by [8], where a
microscopic view of the fluid is assumed, in which surface tension arises due to attractive
forces between molecules. These attractive forces are scaled by means of the kernel function.
Moreover, as visible in Eq. (5.6), this model avoids the usage of kernel function gradients, in
order to improve the stability and efficiency of the approach [8]. In the implemented model,

-

k=0.8and rjj = r; — Ij.
FS= —KZ m;W;;(r; — 7}, )i (5.6)
j

5.3 Gravity

The calculation of the gravity force is relatively simple as it assumes a constant gravitational
acceleration.

-

ng = m,—§ (5.7)

1
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6 Pressure and Pressure Force

Once the density and advective forces of each particle have been obtained, the calculation of
the particle pressures and pressure forces can be performed in many different ways, basically
depending on which equations are employed and the method used to resolve such equations.
The selection of a specific method depends not only on the performance and maximum time
interval that such specific method allows for, but also on the extent to which incompressibil-
ity can be imposed on the fluid. The enforcement of compressibility can be seen as an es-
sential cause for the verisimilitude of the simulation, this imposition gaining significance as
the number of particles in the simulation increases [16]. However, the calculation of particle
states with low compressibility can be seen as the most expensive step in any SPH simulation,
since either the computation per time step is efficient at the cost of small time steps, or larger
time steps occur in which the computation is expensive [16]. In general lines, four different
categories can be outlined for SPH pressure solvers imposing incompressibility: non-iterative
equation of state (EOS) solvers , EOS solvers with splitting, iterative EOS solvers, and solvers
based on a Poisson pressure equation. This study focuses on two different methods: a non-
iterative Tait EOS solver, and a pressure projection IISPH solver.

6.1 Non-Iterative Tait EOS Solver

In a non-iterative EOS solver, particle pressures are calculated by directly introducing the par-
ticle densities into an equation of state. This equation of state typically includes a set of stiff-
ness terms such as the speed of sound c; defining the compressibility of the fluid, and takes
into account the deviation of the particle’s density from the fluid’s corresponding rest density
po- In this implementation, Tait’s equation of state is used, as it allows for low density oscilla-
tions when compared to other equations of state relevant to SPH [8]. This EOS is presented in
Eq. (6.1).

_ PO_C?( Piyr_y)s
pi== () =1 +po 6.1)
If y =7 and py = 1000 as corresponds to water, one can see that the role of introducing
fluid stiffness is performed by c;. This specific implementation calculates the required speed
of sound similarly to [8]. In order to do so, it is assumed that the relative variations in density
are proportional to M?, M being the fluid’s Mach number. With such an assumption one can
obtain the following relation.

a1l

(6.2)
Po cs

15



Pressure and Pressure Force

Here, 1 is the maximum allowable relative density oscillation, which is imposed, and 7/, i
is a characteristic fluid velocity. If || 77| is predicted based on the simulation, f.e. in the case
of a falling fluid column of height H, || 7’ ¢l ~\/2gH, one can thus determine an appropriate
stiffness term for the equation.

Moreover, one can see that Eq. (6.1) includes a constant term which is independent from
the particle’s density. This is the background pressure, here introduced according to [19]. This
background pressure is introduced to avoid generalized negative pressures, which lead to
clumping of particles and nonphysical formation of voids. However, this background pres-
sure should be kept at a minimum value to avoid high frequency errors in the solution [19].
Usually, this constant term has the form py = cg Po-

Although any implementation of a non-iterative EOS solver is less efficient than its iter-
ative counterpart [16], [19] emphasizes that the larger time step allowed by ISPH schemes
is counteracted by an increased CPU cost of the resolution of the Poisson pressure equa-
tion. Moreover, due to the ease with which explicit schemes such as an EOS solver can be
parallelized, some cases may exist in which a non-iterative EOS solver may work more effi-
ciently [19].

iy pj Lo
FP=—miVp;=-m;y mj—LVW;;(F; - i}, h) 6.3)
TR
With regards to the calculation of the pressure force, it is important to note that the usage
of an equation of the form displayed in Eq. (6.3) is not optimal, since this expression does not
conserve linear nor angular momenta exactly [17]. This is due to the fact that the pressure
force exerted by particle i on particle j is not equal and opposite to the force exerted by the
latter on the former, as can be seen in Eq.(6.4). Note that p; # pj and V;W;; = -V ;W;;.
m . m . . m . m . .
l—]p]ViVVij £ —l—]plv]‘Wij (6.4)
pPipj pPipj
In order to solve this issue, [17] proposed a symmetric expression making use of a La-
grangian. This expression has been used in the current implementation and is expressed in
Eq. (6.5).

i 2

= —m Y my( 2+ P )ow;, (6.5)
j pi P]-

6.2 Pressure Projection IISPH Solver

The pressure projection implicit incompressible SPH (IISPH) solver implemented in this study
followed the description by [15]. This solver can be included in the category of solvers based
on a Poisson pressure equation. The development of this specific solver structure appeared
due to the fact that incompressible SPH solvers are considered impractical within the context
of computer graphics, as the performance of such schemes does not scale properly with the
simulation domain. Thus, the IISPH presented by [15] discretizes the Poisson pressure equa-
tion in a way which improves the convergence of the solver and the stability of the temporal
integration.
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6.2 Pressure Projection IISPH Solver

In order to solve for the particle pressures, this method iteratively solves a linear system

of equations in which the particle pressures are the unknowns. To develop such a system, the
continuity equation % = —pV7 is discretized utilizing the SPH expression for the velocity

divergence. This discretization is described in Eq. (6.6), where v;; = v; — U/ [15].

pi(t+AD)
At

—pi(D) =) m;vij(t+A)VW;;(t) (60
J

The dependency of the particle velocities v;; on the forces acting on the particles can
be expressed imposing the conservation of linear momentum. However, the corresponding
sum of forces is performed following the splitting concept, where intermediate velocities and
positions are predicted using all advective (non-pressure) forces, as can be seen in Eq. (6.7)

[16]. These intermediate predicted velocities are known as advective velocities vfd”.
FP 4 padv F?
vi(t+ A0 = Ti(1) + Ar———— = p89V L Ap— (6.7)
m; m;

Furthermore, the intermediate densities can also be calculated by introducing the split-
ting concept employed in Eq. (6.7) in Eq. (6.6). This yields the following expression.

P?d”:pi(t)+Athj”?]¢UvWijm ©8)
J

As the ultimate goal of this development is to obtain a set of equations to solve the particle
pressures, one can modify Eq. (6.6) by imposing that p; (£ +At) = pg (Where py is the fluid’s rest
density), and by introducing the dependency between the particle velocities and the forces
acting on such particles [15]. This is equivalent to expressing the non-advective terms in (6.6)
as a function of pressure forces and the advective terms as a function of p?d“.

2 15;1’ FJP adv
At ;m](mi mj)VVVl](t)—po o 6.9)

In this way, one obtains Eq. (6.9), which expresses a linear system of equations due to the
fact that the pressure forces acting on the particles depend linearly on the pressures asso-
ciated to these particles. Note that as the particle advective densities have already been cal-
culated once the point of the pressure calculation has been reached, the independent term
of this system of equations will always be pg — pfd Y, This last equation is considered as the
Poisson pressure equation employed in the system, while as Eq. (6.8) corresponds to the pre-
diction step of the projection scheme [15].

In order to iteratively solve the presented system of equations using a Relaxed Jacobi scheme,
the pressure force acting on each particle is separated into the contributions caused by the
particle’s own pressure (d;;) and the contributions caused by the particle’s neighbor’s pres-
sures (d; ). Thus, starting from the expression for the pressure force shown in [17] and de-
scribed in Eq. (6.5), one obtains the following expression.
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Pressure and Pressure Force

F? P m; mj
AL =AY my( B+ D) vwi; = (- a2y Lvwijo)pi+ S -a—Lvwyp;
mi j i Pj i Pi j j
=diipi+)_ dijp;
j
(6.10)

With this, the implemented equation to be solved following a Relaxed Jacobi scheme is
described in Eq. (6.11), where the subindex k corresponds to the neighbors of each of the
neighbors j of particle i (such that k # i), [ describes the iteration index, and w represents
the relaxation factor. Moreover, a;; is the diagonal value of the coefficient matrix, expressed
in Eq. (6.12).

w - - —
prl=(1-w)pl+ ;(po—p?d" =Y my( X dijph-djipi- Y diept)vwi) 61D
ii j j k#i

aii =Yy mj(di;—d;j) VWi (1) 6.12)
J

Then, a simulation step with an IISPH solver goes as follows: densities are calculated with
Eq. (2.3), advective forces are calculated by means of the equations in Section 5, and then ad-
vective velocities and densities are obtained with Eq. (6.7) and Eq. (6.8), respectively. Later, the
components cf,',', d_; j and a;; are calculated and introduced into Eq. (6.11), which is solved it-
eratively following a Relaxed Jacobi scheme. Once all particle pressures have been computed,
the particle pressure forces are computed using Eq. (6.10), which is equivalent to employing
Eq. (6.5), and thus the overall particle velocity is computed using Eq. (6.7).

With regards to the resolution of the linear equations using a relaxed Jacobi scheme, it
follows to describe the choice for the convergence criterion of such iterative resolution. The
convergence criterion of the resolution is based on the calculation of the average relative den-
sity deviation from the fluid rest density. Simply put, the iterative resolution is to stop once

l
0 -po . . T
—298° —— <, where 1) is fixed by the user [15]. This convergence criterion is more represen-

tative of the overall fluid volume than when observing the maximum relative density devia-
tion, as this maximum value is expected to vary much more throughout the simulation, thus
causing notable variations in the fluid volume if chosen for the convergence criterion [15].

When compared to other iterative SPH solvers such as the iterative EOS solver with split-
ting predictive-corrective incompressible SPH (PCISPH) or the pressure projection-based in-
compressible SPH, this specific solver requires much less iterations per simulation step in
order to calculate particle pressures, and is capable of imposing much smaller compression
ratios in the fluid than these other incompressible SPH solvers [15]. Nevertheless, the imple-
mentation of an IISPH solver in this study was not successful, and although much was learned
about the specific method, the simulated cases employed only the EOS solver presented in
Section 6.1.

18



7 Integration

Once all of the relevant forces exerted on each particle have been calculated, one has to inte-
grate the equation representing the conservation of linear momentum (Eq. (2.4)) in order to
obtain the velocity and position of each particle. While as employing a simple explicit Euler
scheme would imply a relatively unstable resolution, bounding the time step to low values, a
more stable alternative integration method is commonly used in SPH: the Leap-Frog Method.
This implicit Euler method obtains its name from the fact that the velocities leap over the
positions, and vice versa [18].

@— (7.1)
ar ' '
@—F() (7.2)
dt_ X .

In (7.1), one can see a generic expression of the typical set of equations to integrate in SPH.
If one is to do so employing a Leap-Frog scheme with a time step &, one would follow the tech-
nique shown in (7.3). This method is second order accurate with respect to &, an advantage
compared with first order schemes such as the typical explicit Euler integration [7]. In Fig. 7.1,
one can see a representation of the Leap-Frog scheme, where the horizontal line represents
time, and the different jumps in velocity and position are displayed.

Xn+1=Xp+hvpe (7.3)

Un+3/2 = Uns1/2 + HF(Xp41) (7.4)

Once the particle velocities have been integrated, an XSPH correction is performed. XSPH
prevents particle interpenetration and thus avoids the formation of particle clusters [7]. Basi-
cally, this transformation brings the particle velocity closer to the average velocity of its neigh-
borhood, thus reducing particle disorder and allowing more stable results [17]. Although this
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Figure 7.1: Visual representation of the Leap-Frog mechanism [1]
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Integration

correction conserves angular and linear momenta, energy is not completely conserved [17].
This correction is shown in Eq. (7.5), where ¢ is the correction factor, ranging from 0 to 1.
l7»i<—ﬁi+£ZMWij (7.5)
7 Pitpj
Another implemented measure relevant to the integration is the use of the Courant-Friedrich-
Levy (CFL) condition, which in SPH states that a particle must not move more than a certain
part of its influence radius h during one time step [13]. This is expressed in Eq. (7.6), where
the specification of 1 modifies what is the maximum part of & that a particle is allowed to
travel [16]. In order to better take into account rigid body behavior, rigid body particle veloc-
ities are also taken into account when imposing this condition [6]. In most SPH implementa-
tions, 1 = 0.4 [13].

h

|| l_;max ”

At=sA (7.6)
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8 Boundary Handling

In order to implement an SPH simulation on any sort of finite domain, it is essential to en-
sure that the number of particles in the domain is controlled. To do so, one can employ fluid
sources and sinks, as well as a proper set of spatial boundaries which allow the domain to
remain finite. Since this specific implementation lacks any sort of fluid particle generation or
elimination, the control on the number of particles within the spatial domain under study is
imposed by a set of spatial boundaries at the ends of the domain. These boundaries are im-
posed in two ways: one involving a set of boundary particles impeding fluid penetration, and
one involving a simple reflective wall which is activated once a certain geometric condition is
fulfilled.

Boundary handling in SPH is very commonly performed using distance-based penalty
methods, which commonly require large penalty forces restricting the time step [17]. These
large penalty forces can be avoided by decreasing their stiffness. However, this may lead to
boundary penetration [14]. Moreover, these schemes often cause particles to stick near the
boundaries due to the absence of neighboring particles at the boundaries [6].

Another common approach is to introduce frozen and ghost particles. Frozen particles
are fluid particles which are constrained to fixed positions, while as ghost particles are par-
ticles generated dynamically across the boundary. According to [19], ghost particles are used
to model the solid domain as a set of fictitious solid particles, to which all fluid fields such as
velocity and pressure are extended in order to correctly enforce the desired boundary condi-
tions. More specifically, each ghost particle is impregnated with the same viscosity, pressure,
mass and density of its fluid counterpart, whereas the component of the fluid particles’ veloc-
ity normal to the boundary is inverted [11]. This procedure is described in Fig. 8.1. In order to
replicate the relevant fluid fields, ghost particles are associated to specific interpolation points
within the fluid [19]. These approaches allow the relevant field variables to be approximated
adequately, allowing for continuous pressure gradients, as the particles are sampled all across
the boundary [6]. In order to ensure non-penetration, several layers of ghost and/or frozen
particles should be defined. Nevertheless, as ghost particles are generated on the fly, they are
hard to generate for complex boundaries [14]. This implementation avoids the usage of ghost
and frozen particles by employing a simpler scheme which works adequately.

The imposition of spatial boundaries by means of a set of boundary particles in this study
is performed based on [14] and [6]. In this technique, the rigid-fluid coupling employs a set
of boundary particles b which contribute to the density of neighboring fluid particles. This
allows for more continuous density gradients near the boundaries [6]. These boundary parti-
cles are sampled along the boundary surface. Then, one can say that each boundary particle
b represents a volume V}, at the boundary surface, which follows Eq. (8.1).
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®  Ghost particle

= Body surface

®  Fluid Particle
FLUID REGION

SOLID BODY

Figure 8.1: Boundary Handling using Ghost Particles. Left: discretization of boundary surface
with ghost particles. Right: local mirroring of the velocity field for a generic fluid particle [19]
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Note that k denotes the boundary particle neighbors of particle b, and that it is assumed
that all boundary particles have the same mass. Bearing this equation in mind, one can see
that boundary particle volumes will decrease for densely sampled areas, and increase for
scarcely sampled areas [6]. If one were now to employ Eq. (8.2) in order compute the den-
sity of a fluid particle, one would obtain relatively large contributions from overly sampled
areas of the boundary, as homogeneous sampling of boundary particles is not ensured. Thus,
itis necessary to include the boundary particle volume in the contribution to the fluid particle
density. This contribution is described in Eq. (8.3) [6].

8.1)

pi = mWij+3 myWi, 8.2)
7 b
pi=) miWij+) poVuWip =) mjWij+) ®p(p0)Wip 8.3)
| b J b

With this last formulation, the contribution of boundary particles to fluid particle den-
sities is independent on the sampling homogeneity. Basically, in a homogeneously sampled
case, D, (po) increases the boundary particle contributions by the amount of the ratio of bound-
ary particle volume to fluid particle volume [6]. Moreover, due to the shape of generally em-
ployed kernel functions, the contribution of a second layer of boundary particles will be much
smaller than that of the first layer, which allows the usage of thin-shell boundaries with this
specific method.

Furthermore, this method used an additional tool for avoiding boundary penetration and
clustering of particles near the boundary: the introduction of a pressure force exerted by the
boundary on the fluid. The expression for this force is based on the fact that in practice, the
pressure force from a fluid to a rigid body does not influence the neighboring fluid parts [6].
Thus, the pressure force exerted by the boundary on the fluid will only depend on the pres-
sure of the fluid part, as boundary particles do not have an individual pressure. Moreover, as
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Figure 8.2: Color-coded depiction of boundary particle contributions to fluid particle density.
Black and white particles represent large and small contributions, respectively. [6]

the fluid particle pressure will increase near the boundary, so will the magnitude of this force,
avoiding sticking artifacts without the need for additional penalty forces or position correc-
tions [15]. This pressure force is expressed in Eq. (8.4). The pressure forces exerted by bound-
ary particles on fluid particles are taken into account when computing the sum of forces act-
ing on each particle in order to calculate particle velocities. This method of boundary han-
dling is also advantageous as far as it allows for the imposition of boundary movement, as
for example in the introduction of a wave generator, and it also allows for a smooth introduc-
tion of two-way rigid-fluid coupling in the implementation. Moreover, the usage of particle
sampling of rigid surfaces allows for different boundary shapes.

BV, = —ml-cbb(po,-)%vvvib (8.4)

2

This implementation also achieves the imposition of spatial boundaries of the domain by
establishing reflective boundaries at the edges of the region under study. Basically, once the
velocities and positions of fluid particles have been calculated at the end of the time step,
the obtained particle positions are analyzed in order to find particles outside of the desired
domain. Bearing in mind these particles, a classification is done in order to determine through
which boundary did each particle leave the domain. Then, after calculating the time required
for each particle to exit the domain, a reflection of each particle’s velocity is performed, and
their new position is updated according to how much time was left within the time step at
the point in which the particle left the domain. In this way, for the imposition of a reflective
boundary at y = ¥4, the following is employed.
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Ux =€Vy; (8.5)
vy = —evy; (8.6)
0
Yy —-r
re=ry+ (T )1 -0 +evias (8.7)
Vy
Ymax — r?
ry:ymax_gvg(At_—o); (8.8)
Vy

In (8.5), V9, v?,, ¥ and rJ‘f all correspond to the velocities and positions of the particles at
the beginning of the current time step, € represents the damping degree of the wall boundary,
and At is the time jump of the iteration. This scheme is implemented analogously in the three
remaining boundaries of the 2D domain. Nevertheless, in cases in which a particle is very
close to a corner, or has a high velocity, the newly obtained corrected position may still be
outside the domain, as the particle bounces on a boundary only to exit through another. Thus,
the imposition of such a boundary is performed iteratively, correcting the position of particles
that require it until there is not enough time remaining within A¢ for any particle to leave the
domain again.
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9 Introduction of a Rigid Body

Based on how the rigid domain boundaries were implemented in the simulation, the tran-
sition to the introduction a rigid body is relatively simple. In this way, as described by [6],
the rigid body is introduced as a closed boundary surface for which the boundary particle
movement is based on rigid body mechanics. In the previous method described in Section
8, boundary particles (in this case describing the rigid body) contribute to the fluid particles’
densities and exert a pressure force on the neighboring fluid particles. Now, this method is
further developed by introducing a friction force exerted by boundary particles on neighbor-
ing fluid particles, and by taking into account the forces exerted on each boundary particle,
based on the fact that these are equal and opposite to the forces exerted by such boundary
particle on neighboring fluid particles [6].

With regards to this newly introduced friction force between interacting fluid and bound-
ary particles, one must note that it is generated by utilizing the model of artificial laminar
viscosity presented in [17] and described in Section 5.1, which is easily employed once the
boundary particle velocities are known. Based on the form expressed in Eq. (5.1), the follow-
ing equation is utilized.

FlL = =mi®y(00) iV Wi 9.1

In (9.1), the expression utilized for I1;j, is the same as Eq. (5.2). However, the expression

for v within this expression varies, since boundary particles do not have an assigned density.

This new form for the viscous factor v is described in (9.2), where once again h is the kernel

function interpolating radius, c; is the fluid speed of sound, and the new term o describes the
fiction coefficient between fluid and rigid body [6].

_ 0hcs
V= 9.2)
2pi

In order to ensure the conservation of linear and angular momenta while introducing
these forces between boundary and fluid particles, it is necessary to ensure the symmetry
of these interactions. Thus, once the forces exerted by boundary particles on fluid particles
are known, the forces affecting boundary particles can directly be obtained by applying the
following.

FP  =-F 9.3)
BT =-FlT (9.4)

An important advantage that this specific structure presents is that the variety of body
shapes which can be implemented is only limited by how difficult such a shape is to gener-
ate and to sample [6]. Moreover, the symmetric nature of these boundary forces enables a
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Introduction of a Rigid Body

straight-forward collection of forces acting on each boundary particle and thus on the rigid
body as a whole.

Once the forces exerted on each boundary particle are stored, they are utilized after the
calculation of fluid particle positions in order to compute the rigid body dynamics. As the
dynamic state of the rigid body in this two-dimensional implementation is described by its
position, velocity, orientation angle, and angular velocity, each of these variables are to be
computed in the update of the rigid body motion. In Eq. (9.5), one can see how the trans-
lational dynamics of the rigid body are updated, where v; and 7 correspond to the velocity
and position of the body’s center of gravity, and the force sum is performed for each boundary
particle b and for each of its fluid particle neighbors j. Moreover, Eq. (9.7) displays how the
rotational dynamics of the body are updated, taking into account the sum of the torques of
each boundary force with respect to the center of gravity of the body. In this two-dimensional
implementation, both & and 6 can be described by scalar values.

INTI -
To(t+AD) =T+ —(mg+ L By + ) (9.5)
m b J J
Fa(t+ AL = Fg(£) + AtUg(t + AtL) 9.6)
- > At > > =fr 2P
Go(t+ A1) = de(D) + —(ZZ(rb— o) x (B! +Fb_j)) 9.7)
Oc(t+AD) =0g(0) + Atdg(r+AD) (9.8)

Lastly, the velocities and positions of all rigid body particles are updated as shown in
Eq. (9.9), where R(0¢) is a rotation matrix used to describe rotation about the Z-axis in this
two-dimensional implementation.

»=Uc+ (I'p—1'G) X 0g 9.9)
7y =76 + R(O6) (7 — 75) (9.10)
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10 Simulated Cases

10.1 Structure of the Implementation

The current study takes into account the presented alternatives for each of the components in
the simulation in order to implement a SPH solver which displays physically sensible fluid be-
havior. Then, the main structure of the implementation can be outlined as follows. First, the
system is initialized by establishing important characteristics of the simulation such as the
particle number, the initial fluid and rigid body conditions, and the boundary location and
shape. Once this is performed, the iterative part of the simulation begins, and the designed
SPH solver is employed. This SPH solver begins by performing the particle neighbor search,
and by calculating relative positions and velocities between neighboring particles. Bearing
this in mind, it is possible to calculate the relevant values of the required kernel functions and
kernel function gradients, and with thus also possible to obtain the density contribution of
boundary particles ®,(pg;). Then, the SPH solver continues on to calculate the fluid particle
densities and with this to determine the advective forces acting on each particle. Note that
during the calculation of these advective forces, any forces exerted on rigid body boundary
particles are also stored. As the implemented solver is based on the non-iterative EOS SPH
solver presented in Section 6.1, the solver can directly employ Tait’s equation of state to cal-
culate the fluid particle pressures. After that, pressure forces are calculated not only for fluid
particles but for rigid particles as well, and the velocities and positions of fluid particles are ob-
tained following the previously presented Leap-Frog scheme. These fluid velocities are XSPH
corrected and thus the SPH solver execution ends by updating the rigid body dynamics. Once
the SPH solver routine is over, the last step in the iteration is to impose the reflective domain
boundaries and calculate the new time step based on the CFL condition. This iterative proce-
dure is performed until the end of the simulation time. Then, the desired variables and their
evolution can be visualized and saved.

In this implementation the interaction between different rigid body geometries and fluid
configurations is simulated. In order to do so, two initialization processes are required: one
to initialize the fluid free surface and another to allow the floating body to reach somewhat
steady conditions. Then, if three rigid body geometries are simulated, one requires one case
to initialize the fluid surface and three cases to introduce each floating body into the fluid.
After the initialization of both the fluid surface and the rigid body is performed, one can study
the floating dynamics of each rigid body by generating a perturbation in the free fluid surface
and analyzing its effect on the rigid body’s motion.
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Figure 10.1: Particle sampling of the three simulated geometries. Left: Block, Middle: Generic
monohull, Right: Generic multihull

02 !

1 1 1 1 1 1 1 1 o 1 1 1 1 1 1 1
04 -0.2 0.0 0.2 04

Figure 10.2: Plot representing the geometric duplication of (10.1)

10.2 Definition of Rigid Body Geometries and Characteristics

Therigid body two-dimensional geometries employed represent a cubic prism and two depic-
tions of transverse cuts of generic boat hulls. The first shape choice is typical in many floating
body explorations, whereas the latter two were chosen in order to compare the behavior of a
monohull boat with that of a multihull when hit by side waves. In Fig. 10.1, one can visualize
the particle sampling representing these geometries, where the same characteristic length [
was applied to all three of them.

While as the block and the generic multihull geometries are relatively easy to generate due
to the fact that these geometries are made up of rectangles, the generic monohull geometry
was developed using a pair of cubic functions, to try to simulate the typical curvature that a
monohull cross-section has. In this way, the generic monohull geometry employed a symmet-
ric duplication of Eq. (10.1), where b corresponds to the hull beam and d to the hull draft. In
order to maintain a steady relation between these two parameters, b = [ and d = 0.41, where [
is the specified characteristic length defining the hull. A closer look into the functions defining
this geometry is shown in Fig. 10.2.

128d b

3 d
= (x—8) tog (10.1)

y:
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10.3 Initialization of the Free Fluid Surface

Table 10.1: Table describing the specific geometric properties of the simulated rigid bodies
Geometric Properties of Simulated Rigid Bodies (I = 1.0253m)

Geometry Type | Area (m*) | Moment of Inertia (kg * m?)
Block 0.2628 2.7628
Monohull 0.0826 0.0870
Multihull 0.1971 0.1613

Furthermore, once the relevant geometries have been defined, it is necessary to determine
the characteristic properties of the rigid body. With regards to the center of gravity of each
shape, while as for the block and the multihull the geometric centroid was chosen, in the case
of the monohull a series of complex equations were avoided by establishing that the center
of gravity is in the symmetry line separated d/3 from the lowest point of the hull. Moreover,
to calculate the rigid body masses, it was assumed that these were proportional to the area
contained within the cross-section, in order to impose a certain density ratio with respect to
the fluid. In the simulated cases, this density ratio was set to 0.24. Finally, in order to calculate
the moment of inertia with respect to the center of gravity I;, common formulas were used
for the block and multihull geometries, while as the monohull required double integration of
its defining functions. The results of these calculations are expressed in Table 10.1.

10.3 Initialization of the Free Fluid Surface

The initialization of the free fluid surface was performed in a way which allowed for a simple
definition of the initial particle configuration, but as a consequence required a long simula-
tion time for the fluid to reach the state of a stable surface. In this case, the simulation time
is 3 seconds. This initialization process was developed starting with a lattice of fluid particles
stacked in the middle of the domain, in which the initial spacing between particles was speci-
fied. Then, the simulated case described the fall of the fluid mass due to gravity and its impact
on the imposed boundary edges. During all of the simulated cases, the employed fluid was
water, with po = 1000kg/m?>. With regards to the employed spatial domain, it is worth noting
that a square domain was utilized at all times, as it allowed for a simpler implementation of
the Nearest Neighbor Searching algorithm. This square domain was limited by a contour of
tightly packed boundary particles, as described in Section 8. This specific simulation did not
involve any two-way fluid-rigid coupling, as the only rigid surfaces present in the domain are
those of the domain limits. Thus, no rigid body dynamics were updated nor were any fluid-
to-boundary forces stored.

This simulated case allowed the first contact with the developed solver, as it shed light on
the performance of the implementation, and on what configuration could be considered as
optimum. It was decided to employ a time step of At = 0.001s and to limit the number of
fluid particles to n = 2000, as this configuration ensured an apt combination between accu-
racy and stability. In order to allow for a constant fluid depth independent of the introduced
number of particles, the domain size was implemented as dependant on the number of par-
ticles. Moreover, in order to ensure that the initial density of the stacked fluid was close to the
rest density of the fluid, the particle mass was also defined as depending on the number of
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Table 10.2: Relevant simulation parameters for the initialization of the free fluid surface

Number of Particles 2000
Domain Size (m) 4.1012
Particle Mass (kg) 1.0890
Particle Radius (m) 0.01
Support Radius h (m) 0.08
Initial Lattice Spacing (m) | 0.05

fluid particles in the simulation. These relations were developed based on several trials and
errors performed with different simulated cases. For the simulated case, the relevant system
characteristics are described in Table 10.2.

With regards to the initial state of the fluid fields, it is important to note that while as the
velocity of all fluid particles was initially null in order to allow for gravitational velocities, the
pressure of all particles was set to p = 101325Pa. Also, it is worth mentioning that the em-
ployed value for the initial particle spacing was adjusted in order to impose an initial density
close to the fluid’s rest density, thus avoiding exaggerated compressions or expansions. A set
of relevant snapshots of the simulation are presented in Fig. 10.3.
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Figure 10.3: Snapshots of the density contours of the initialization of the free surface. Left up:
t =0.000s, Right up: ¢ = 0.480s, Left down: ¢ = 1.224s, Right down: ¢ = 3.000s

Once the simulation is performed, one can observe that the resulting set of density con-
tours shows a slightly irregular or jumpyévolution. This may be due to the fact that the contour
color scale is referenced to the maximum and minimum density values, such that as these two
values oscillate, so does the color of the whole contour. However, it is also expected for weakly
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10.4 Rigid Body Initialization

compressible schemes such as the implemented EOS solver to present some of these small
artifacts during the simulation [16]. With regards to the density oscillations, Fig. 10.4 shows
the temporal evolution of all particle densities for the case in which n = 2000, as well as a
curve displaying the mean fluid density. Taking into account that at no point of the simula-
tion does the mean density exit the range [950, 1050] kg/m3, one could say that the maximum
relative deviation of the mean particle density is less than 5%. Finally, it is worth mentioning
that the greater the number of particles in this specific initialization, the more continuous did
the fluid surface appear during the simulation.

D = Temporal Evolution of Particle Densities
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Figure 10.4: Temporal evolution of particle densities during the initialization of the free fluid
surface

10.4 Rigid Body Initialization

Similarly to the initialization of the fluid free surface, the initialization regarding the intro-
duction of the floating rigid body required an easy initial set-up, due to the fact that the rigid
body is not initially submerged, albeit an extensive simulation time of 2 seconds. In this ini-
tialization, each of the simulated geometries fell with an initial vertical velocity into the fluid,
thus causing a set of perturbations in the fluid surface. This simulation was carried out until
the rigid body was considered to be at somewhat steady conditions. The properties relevant
to the rigid body dynamics defined in Table 10.1 were employed, with an initial rigid body
velocity of v5° = [0,—10]m/s. Moreover, as this simulation is based on the recently presented
initialization of the fluid, the relevant parameters exposed in 10.2 also hold. Some snapshots
of the rigid-fluid interaction are presented in Fig. 10.5.
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1= 0; Ry 7 [2.0606,1.4354]; V. [0-10]

10352, R, [206570.T4954; V¢ [-0.088897,.0.39303]

1052 Ry 7 [2.0698,0.84488]; V< [0.11177,1.0803]

120, R [20506,1.4358]; V, . (0,10]

Figure 10.5: Snapshots of the initialization regarding the block geometry. Left up: ¢ = 0.000s,
Right up: t = 0.352s, Left down: ¢ = 0.520s, Right down: ¢ = 1.996s
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10.4 Rigid Body Initialization

Temporal Evolution of Rigid Body Velocities in Y
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Figure 10.6: Temporal evolution of rigid body velocities during the body initialization

When observing the temporal evolution of the vertical velocities of each rigid body, one
can see that once the body impacts the fluid, there is a sudden increase in vertical velocity,
making the rigid body adopt even positive vertical velocities. As is expected, this upwards
motion is later counteracted and the rigid body vertical velocities enter into a sort of damped
oscillatory state. With regards to the initial jump in vertical velocity, one can see in Fig. 10.6
that the increase in velocity is the most visible in the case of the multihull geometry. This may
be due to the fact that with the same characteristic length [, this geometry is defined with a
much larger beam (see Fig. 10.1), causing the solid body to accelerate upwards much more
than the other two geometries. However, this multihull geometry will decrease its vertical ve-
locity and enter this sort of damped oscillatory state earlier than the other two geometries,
whereas the velocities for both the cube and the monohull continue increasing but not as
steeply, to enter the oscillatory state later. Due to this more drastic variation in velocities, one
could say that the multihull geometry would reach its static position earlier, as is visible in Fig.
10.6.

This last hypothesis is proven to be right when observing the evolution of the rigid body
positions in'Y, as displayed in Fig. 10.8. Here one can see that that the amplitude of the oscilla-
tions in elevation corresponding to the multihull geometry is much smaller, which may lead
to an earlier achievement of hydrostatic equilibrium. Another interesting feature regarding
the elevation of the multihull is its sudden increase in elevation once the surface is reached, a
jump in position which is not visible in the two other geometries.

A last remark regarding this simulated case should be made with regards to the evolution
of rigid body orientations. One can see in this case that the monohull, having the smallest
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Temporal Evolution of Rigid Body Orientations
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Figure 10.7: Temporal evolution of rigid body orientation angles during the body initialization

Temporal Evolution of Rigid Body Positions in Y
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Figure 10.8: Temporal evolution of rigid body elevations during the body initialization

moment of inertia of the three geometries, experiences the largest variations in orientation of
the three geometries. However, as visible in Fig. 10.7, these oscillations are not too significant,
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10.5 Interaction between Floating Body and Fluid Surface with Perturbed Fluid Surface

as can be expected for a rigid body falling perpendicular to a free surface of water. It is con-
sidered that the horizontal dynamics of the presented rigid bodies are not significant for this
specific case.

120; A [204131.1834]; V,,_+ [-0.13782,0.29839] 10.828; R : [27355,1.7546]: V, +[15279,1.2908]

Vg 1.0502,0.14813) £ 2994, R [2.6059,1.1828]; V< [0.60689,-0.096274]

Figure 10.9: Snapshots of the incidence of a fluid surface perturbation on a generic monohull
geometry. Left up: ¢ = 0.000s, Right up: ¢ = 0.828, Left down: ¢ = 1.5665s, Right down: ¢ = 2.994s

10.5 Interaction between Floating Body and Fluid Surface with
Perturbed Fluid Surface

Once the free surface has been initialized and the rigid body is properly introduced within
the free surface, this implementation continues on to simulate the effect of a perturbation
moving along the free surface inciding on the rigid body. In this case, the surface perturbation
was introduced by adding an additional mass of fluid at one specific end of the domain, and
allowing it to fall with an initial vertical velocity. Different perturbation magnitudes were gen-
erated depending on the number of particles introduced in this additional fluid part. Here,
two different perturbation magnitudes were simulated: a moderate one with 150 additional
particles, and an extreme one with 300. Each of these were simulated with the three geome-
tries presented, based on the performed initializations. A set of snapshots of the simulated
case can be seen in Fig. 10.9, where the monohull rigid finds itself colliding with a perturba-
tion formed by 150 added particles.

When analyzing the temporal evolution of rigid body orientation angles in Fig. 10.10, one
can see that for both the moderate and the extreme perturbations, the evolution is relatively
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similar. Once again, due to the fact that the monohull geometry has the smallest moment of
inertia, it is possible to observe that its orientation angle oscillation is much more significant

than for the other two geometries.

Figure 10.11: Edge effects affecting the orienta-

tion angle evolution

However, in the case of the perturbation
caused by 300 particles, one can see a series
of kinks in the orientation angle evolutions
corresponding to the monohull and the mul-
tihull, at around ¢ = 1s. After examining the
animation displaying the free surface evolu-
tion when interacting with the rigid body; it
is possible to conclude that these disconti-
nuities appear due to, on the one hand, the
collision of the rigid body with the bound-
ary (Right up in Fig. 10.11), and on the other
hand, to the separation of the rigid body
from the fluid free surface (Left up and left
down in Fig. 10.11). It is also worth noting
that in the case of the block geometry, al-
though no comparable kinks appear, there is
still a point in the simulation in which the
rigid body compresses a vertical layer of fluid
particles against the right (East) boundary
(Right down in Fig. 10.11), thus showing that
boundary effects are still significant for this

simulated case. A last interesting remark regarding the evolution of rigid body orientation
angles is that while as both the monohull and the multihull geometries are able to correctly
stabilize their orientation after a certain amount of time, one can not say the same for the
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Figure 10.10: Temporal evolutions of rigid body orientation angles. Left: Moderate perturba-

tion, Right: Extreme perturbation
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10.5 Interaction between Floating Body and Fluid Surface with Perturbed Fluid Surface
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Figure 10.12: Temporal evolutions of rigid body positions in X for a moderate perturbation

floating cube. However, longer simulation times would be required to say so with complete
certainty.

With regards to the evolution of the position in X of the rigid bodies in this simulated case,
it is pleasing to see that the obtained results are close to a damped oscillatory motion, such
that the initial perturbation causes a set of oscillations of decreasing amplitude. This is visible
in Fig. 10.12.

Moreover, one can see a certain correspondence between this position evolution and the
evolution of rigid body velocities in X; the velocity evolution shows a similar type of oscilla-
tory motion, with a certain offset, as can be expected. However, the velocities portrayed in Fig.
10.13 display a large amount of discontinuities, especially before ¢ = 1.5s. As these disconti-
nuities are much more significant for the perturbation with 300 particles than for the more
moderate perturbation, one could hypothesize that they appear due to boundary effects as
the ones shown in Fig. 10.11, which are also more significant with the extreme perturbation.
Other possible causes for these discontinuities include the density artifacts discussed in Sec-
tion 10.3. Additionally, it is also worth noting that the evolution of the elevation of the simu-
lated rigid body dynamics can also be seen as following a damped oscillatory trend.

Based on these results, one could affirm that the multihull body has the most stable geom-
etry, not only due to the fact that it shows a less significant variation in its orientation angle
when hit by a free surface perturbation, but also due to the fact that it returns to its initial
stable orientation with greater ease than the other remaining geometries. With regards to the
rigid cube, it is possible to affirm that it displays a smaller degree of orientation oscillation,
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Figure 10.13: Temporal evolutions of rigid body velocities in X. Left: Moderate perturbation,

Right: Extreme perturbation

albeit it does not stabilize itself once the perturbation fades. Lastly, the monohull geometry
can be associated with the worst performance due to its large variations in orientation angle
(reaching the point of capsizing), although it is able to restore its initial stable orientation.
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11 Validation

Once the implemented SPH structure has been described and discussed, and its capability of
simulating the interaction of a free fluid surface with a set of different rigid bodies has been
proven, it follows to show to what extent the results obtained from such an implementation
match those of a real physical case scenario. In order to do so, the validation test proposed
in [9], based on [12], is performed. This validation test intends to simulate a case of rigid-fluid
interaction in which the effect on the rigid body dynamics of a wave travelling along the free
fluid surface is analyzed. While as in [12] the results of an implementation without any sort of
SPH basis are compared with a set of experimental results, [9] compares that same experimen-
tal data with the results obtained when implementing the given case with the open-source
SPH solver DualSPHysics.
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Figure 11.1: Configuration of the validation test presented in [9]
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Figure 11.2: Wave generator oscillation [9]
The validation test is proposed following Fig. 11.1. Here, a floating rectangular rigid body
is placed at an initial separation from the left wall and at a certain elevation, and a wave is

generated by the wave generator placed at this same left wall. Moreover, a ramp is introduced
at the opposite side of the domain. The wave generator works as an oscillating wall rotating
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Validation

about the bottom left corner of the domain, and its oscillation follows Fig. 11.2. With regards to
the results obtained in [9], one could say that the experimental results in [12] are approached
adequately as visible in Fig. 11.3, and thus that a similitude between the results of this imple-
mentation and that of [9] would prove the validity of the here implemented SPH solver.

In order to develop such initial config-
uration, the developed SPH solver required
the initialization of not only the free fluid
surface but also the adequate introduction
of the rigid body. This was performed sim-

Sway motion
: T

| |= = Experiment
—— DualSPHysics

T =7 ] ilarly to Section 10. For the fluid surface
6 65 7 75 5 85 initialization, the fluid particle lattice was

‘ Heave motion ‘ spread out more evenly in order to reduce

oo | the required initialization time, and the fluid

particle radius was defined as a function of

the selected particle count in order to al-

‘ / ‘ ‘ low for an initial depth of 0.4m. Thus, with

o0 " lime(s) ° o 2000 particles, the fluid particle radius was

0.0071m, and a particle mass of 0.4273kg

Figure 11.3: Comparison of results from [9] was employed to approximate the initial lat-

with experimental results tice density to the fluid’s rest density. More-

over, the rigid body initialization was per-

formed by dropping the specified rectangular geometry from a point separated from the wall
generator as specified but at a slightly larger elevation.

The results of this validation test show that the here implemented SPH solver is far from
representing the experimental reality. This can be seen when comparing the sway and heave
motion (motion in X and Y, respectively) of the floating body for both the solver employed
in [9] and the one developed in the current study. In Fig. 11.4, one can see the huge difference
in obtained results, as for the small time range for which the results of DualSPHysics are given,
the shape of both curves is completely different. Note that as with the utilized initialization
processes the imposition of both a precise fluid depth and an exact rigid body location is
difficult, one could understand the appearance of an offset in the values for the temporal
evolution of the presented sway and heave motions. Thus, one has to focus on the shapes of
the curves in order to compare the fluid behavior properly.

First, one should point out that the measurements obtained with the current solver are
performed once the motion of the wave generator begins, which is programmed to occur once
both the initialization of the fluid surface, requiring 5s, and the introduction of the floating
prism, taking up 4s, are performed. However, one can see that these initializations do not
allow for static conditions in the rigid body motion, as the rigid body is moving at the start of
the wave generation. This already presents a large difference with the results presented in [9],
which although not present for the start of the wave generation, are considered to be those of
a static fluid surface.

Another major difference between the resulting curves is in the period of the oscillations
in the rigid body’s motion. This divergence is easily visible in Fig. 11.5, showing a compari-
son of the roll angle evolutions of the simulated rigid body. While as the motion defined by
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Figure 11.4: Comparison of sway and heave motion of the floating rigid body simulated in the
current validation test

DualSPHysics is fast, with short characteristic periods, it is clear that the rigid body dynam-
ics shown by the EOS solver here implemented are much slower. This makes one think of a
divergence in the employed viscosity models. By observing the user’s manual for the solver
employed in [9], one can see that the same viscous model based on artificial viscosity is em-
ployed (see Section 5.1), but an additional model for laminar viscosity and sub-particle scale
turbulence is applied [5]. As an in-depth description of this additional model would be out of
the scope of this study, it will only be said that this additional term in the momentum equation
is intended to take into account turbulent effects in the SPH simulation [5].

A further delineation of possible causes for this difference in results requires the descrip-
tion of the governing equations employed in DualSPHysics. While as this solver employs the
same equation of state as described in Section 6.1, it also implements a version of the con-
tinuity equation, applying a so-called delta-SPH formulation. This formulation introduces a
diffusive term in the continuity equation to reduce density oscillations [5].

In this particular exploration of SPH-based techniques for the simulation of floating bod-
ies, one should also explore possible differences in the models employed when modelling
rigid boundaries. DualSPHysics employs a Dynamic Boundary Condition, which defines bound-
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Figure 11.5: Comparison of roll angle evolutions of the floating rigid body simulated in the
current validation test

ary particles that satisfy the same equations as fluid particles, but follow a desired, user-
specified motion [10]. These boundary particles affect fluid particles by modifying their den-
sity once they are within the boundary’s particle influence range, resulting in this way in a
repulsive force acting on the fluid particle due to the pressure term on the momentum equa-
tion [10]. Moreover, similarly to the here employed method, DualSPHysics defines the solid
floating body as a closed boundary surface, for which all of the boundary particles defining
the body receive a force equal and opposite to the force exerted on neighboring fluid parti-
cles [5].

Thus, it can be concluded that the implemented SPH solver does not represent the ex-
perimental reality as would be desirable. This can be seen when comparing the results of the
simulation of a specific case scenario regarding floating body dynamics with those of a pro-
fessionally developed SPH solver which agrees with experimental results, as is DualSPHysics.
By observing the structure of this reliable solver, one can see that while as some of the core
concepts in the solver structure are shared with the here implemented solver, DualSPHysics
travels the extra mile in order to include a set of additional models which approximate its
results to the hydrodynamic reality.
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12 Evaluation of the Study

The current study has sought for an adequate and physically sound way of implementing an
SPH-based simulation of a floating rigid body. In order to do so, the form of each component
of the implementation has been analyzed and its possible alternatives have been discussed.
Moreover, after simulating a set of cases to observe such rigid-fluid interaction, the validity
of this application has been tested with a specific case scenario, for which experimental data
was available. After doing so, it follows to discuss the flaws and possible improvements that
this study presents.

An issue which has significantly affected the quality and quantity of the obtained results
is the performance of the implementation. As as said in [13], the Nearest Neighbor Search
algorithm is one of the most time-consuming components of a typical SPH solver. Thus it is
relevant to investigate to what extent does this faulty performance appear due to the NNSA.
Although the neighbor search is performed only once for every iteration, not as in other types
of SPH solvers, as for example certain variations of PCISPH [16], it seems that this subroutine
accounts for a 13.6% of the time consumption of the SPH solver routine. This subroutine of the
SPH solver is second in time consumption to the calculation of the advective forces relevant to
each fluid particle, which itself accounts for 13.7% of the overall SPH solver time. On the other
hand, one could join the required time to calculate the relevant values of both kernel function
and kernel function gradient and obtain that this accounts for 18.4% of the SPH solver time
usage.

Nevertheless, the SPH solver accounts for 35.4% of the overall simulation time. After taking
a closerlook, it appears that the generation of animations and plots relevant to the study, such
as the density and pressure contours, or the illustration of the evolution of particle densities
(see Fig. 10.4), is quite expensive. One could argue that storing the relevant values for these
graphics and displaying or generating them in a separate routine would decrease the required
computation time.

Another factor influencing the performance of the simulation is the limitation applied on
the time step. It has already been said that the employed Tait EOS SPH solver is not the most
efficient alternative that one can employ [16], which points to a possible notable decrease in
simulation time if the implemented IISPH scheme were to function properly. In any case, it
is definitely so that the required ~ 6s to run an iteration of At = 0.001s with the current EOS
SPH solver is not optimum.

With regards to the coding style, it is worth noting that the usage of MATLAB was taken
into account by employing array operations instead of for loops as much as possible, as can
be seen throughout the script. This however sometimes required the usage of commands such
as find, which tend to be time-consuming.

The significance of the performance in this specific study can be seen in the limitations
which it imposes on the results of the simulation. A larger particle count in the simulated
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Evaluation of the Study

cases would have easily improved the verisimilitude of the fluid behavior. Also, it would have
allowed for larger domains with the same fluid depth and shape sampling, thus avoiding the
edge effects discussed in Section 10.5. However, further increasing the particle count would
have implied an excessively time-consuming simulation.

Had the main objective of this study been to perform a rigorous comparison between dif-
ferent hull shapes when hit by a wave, the domain size would have been required to be much
larger, in order to simulate more physically sound conditions. Moreover, such a study would
have required much more extensive fluid surface and rigid body initializations, as to allow
for completely static conditions to occur. That is, to generate the wave once the rigid object
is already floating in its corresponding hydrostatic equilibrium. One cannot see such static
conditions after the initializations performed in the current study, as the performance of the
implementation acts as a limiting factor on the simulation time. This reduction on the possi-
ble initialization time has also been seen to affect the results of the validation test performed
in Section 11. With regards to the generation of free surface perturbations, it is clear that em-
ploying a wave generator similar to the one used in Section 11 is a much more elegant alterna-
tive than the introduction of additional fluid particles at an extreme of the domain. Not only
does its elegance make it more preferable, but also the fact that it is much easier to relate to
real physical applications, as it produces a perturbation closer to a common wave.

With regards to the work conditions of the current study;, it is worth saying that one’s in-
dependence has been a double-edged sword. While as there have been times in which the
constant supervision of an expert in SPH would have resolved many of the obstacles encoun-
tered during the development of this implementation, the possibility for self-organization as
well as the flexibility that it allows have even increased one’s interest on the topic. It is worth
propounding whether a work dynamic in which supervision were only present to solve any
occurring doubts whilst still allowing for one’s complete self-organization would have been
better. In any case, this autonomous development has been an opportunity to develop a set
of skills which are advantageous to the engineer.
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13 Conclusions

In order to adequately perform an exploration of SPH techniques for the simulation of float-
ing bodies, one should analyze the form that each of the components of the simulation should
take in order to ensure that the results of the implementation are physically sound. With re-
gards to the method employed to search for neighboring particles, a basic grid-sorting NNS
algorithm is employed, as it provides efficient execution with a simple implementation. More-
over, the interpolating kernel function, the bread and butter of any SPH implementation, is
chosen to be a cubic spline kernel, as it is simple and commonly used. With regards to the
models used to calculate non-pressure forces, these are selected due to their conservation
of linear and angular momenta and the avoidance of the calculation of the Laplacian of the
kernel function. A large part of this exploration goes into presenting two methods of calcu-
lating particle pressures: a simple EOS solver which although not being incredibly efficient
nor ensuring a large degree of incompressibility of the fluid, is very simple to implement, and
a much more complex IISPH solver which, through the iterative resolution of a discretized
version of the continuity equation allows for an almost incompressible fluid state. Albeit the
larger efficiency of the latter method, its implementation is not achieved, and the former EOS
scheme is employed.

After presenting a set of measures introduced to improve the stability of the integration
of the fluid particle dynamics, the issue of handling the simulation’s boundaries is tackled.
Although many commonly used methods are presented, a simpler alternative is chosen to
define these boundaries: to employ a sampling of boundary particles which contribute to the
fluid’s density and exert a pressure force on any neighboring fluid particles. This scheme is
complemented by the imposition of reflective boundaries at the edges of the domain. More-
over, this scheme presents itself as a solid foundation for the introduction of a two-way rigid-
fluid coupling, as one can define any required floating body as a closed boundary surface,
which exerts an additional friction force on the fluid and is subjected to typical rigid body
mechanics.

Once the employed structure of the solver has been presented, the set of simulated rigid-
fluid interactions are presented. To employ three distinct rigid body geometries (a cube, a
generic monohull, and a generic multihull), one initialization process is required to develop
the free fluid surface, and another three initialization processes are needed to introduce each
of these geometries into the free fluid surface. After these initialization processes are per-
formed, the reaction of each of these geometries to a perturbation on the fluid surface is ex-
amined, and albeit the influence of the wall boundary at the edges of the domain, it is possible
to conclude that the best performing geometry is that of the generic multihull.

In order to observe if the developed solver presents physically sound results, a specific case
scenario analyzing the dynamics of a floating prism is simulated, and the results are compared
with that of a reference SPH solver. Here it is seen that the implementation does not represent
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the corresponding hydrodynamic reality, which may be caused due to several insufficiently
realistic configurations in the developed solver. Furthermore, the developed solver is evalu-
ated in terms of its performance, and the course of the study discussed.

By exploring and analyzing the possible forms that each of the components in the struc-
ture of a SPH solver can take, and selecting what is thought of as the best configuration in
order to obtain solid results, one is taking a small step in the direction of developing a sim-
ulation tool that is helpful in the analysis of any hydrodynamic scenario. While as the here
implemented SPH solver is far from being a respectable engineering tool, its development
has helped not only in the understanding of a relatively new approach to Hydrodynamics, but
also in acquiring the skills and notions required to develop any reliable CFD simulator.
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