A happiness degree predictor using the conceptual data structure for deep learning architectures
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Abstract

Background and Objective: Happiness is a universal fundamental human goal. Since the emergence of Positive Psychology, a major focus in psychological research has been to study the role of certain factors in the prediction of happiness. The conventional methodologies are based on linear relationships, such as the commonly used Multivariate Linear Regression (MLR), which may suffer from the lack of representative capacity to the varied psychological features. Using Deep Neural Networks (DNN), we define a Happiness Degree Predictor (H-DP) based on the answers to five psychometric standardized questionnaires.

Methods: A Data-Structure driven architecture for DNNs (D-SDNN) is proposed for defining a HDP in which the network architecture enables the conceptual interpretation of psychological factors associated to happiness. Four different neural network configurations have been tested, varying the number of neurons and the presence or absence of bias in the hidden layers. Two metrics for evaluating the influence of conceptual dimensions have been defined and
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computed: one quantifies the influence weight of the conceptual dimension in absolute terms and the other one pinpoints the direction (positive or negative) of the influence.

**Materials:** A cross-sectional survey targeting non-institutionalized adult population residing in Spain was completed by 823 cases. The total of 111 elements of the survey are grouped by socio-demographic data and by five psychometric scales (Brief COPE Inventory, EPQR-A, GHQ-28, MOS-SSS and SDHS) measuring several psychological factors acting one as the outcome (SDHS) and the four others as predictors.

**Results:** Our D-SDNN approach provided a better outcome (MSE: $1.46 \cdot 10^{-2}$) than MLR (MSE: $2.30 \cdot 10^{-2}$), hence improving by 37% the predictive accuracy, and allowing to simulate the conceptual structure.

**Conclusions:** We observe a better performance of Deep Neural Networks (DNN) with respect to traditional methodologies. This demonstrates its capability to capture the conceptual structure for predicting happiness degree through psychological variables assessed by standardized questionnaires. It also permits to estimate the influence of each factor on the outcome without assuming a linear relationship.

**Keywords:** Deep Learning, Data-structure driven deep neural network (D-SDNN), Happiness, Happiness-Degree Predictor (H-DP)

1. **Introduction**

The pursuit of happiness is a universal - both cultural and time wise - core driver of human behaviour. Since ancient times pivotal and referent philosophical figures, as for example Aristotle \footnote{Happiness depends on ourselves. Aristotle} from West or Zhuangzi \footnote{Happiness is the absence of the striving for happiness. Zhuangzi} from East, devoted much of their work to the idea of happiness as an ultimate purpose of human existence. The major proof that this consciousness pursuit of happiness
should be considered as a fundamental human goal is the resolution adopted by the United Nations General Assembly on June 28th, 2012 where March, 20th was proclaimed the International Day of Happiness:

Recognizing the relevance of happiness and well-being as universal goals and aspirations in the lives of human beings around the world and the importance of their recognition in public policy objectives.

Recognizing also the need for a more inclusive, equitable and balanced approach to economic growth that promotes sustainable development, poverty eradication, happiness and the well-being of all peoples [1].

Consistent with this resolution, the United Nations (UN) has created a civilian based movement for a happier world [2, 3], and took the lead to well-being and happiness as a principal aim in the development and launch of the 17 Sustainable Development Goals of the 2030 Agenda for Sustainable Development [4, 5].

1.1. Happiness-Degree Predictor

Since the emergence of Positive Psychology [6], as the scientific study of factors that lead humans – both at the individual and collective level– to thrive, the research community has consistently built up the evidence-based knowledge about the so-called happiness or subjective well-being [7–14].

Happiness and depression are terms employed in daily life to denote affective states and mood swings, which are reliably represented as falling at opposite ends of a bipolar valence continuum [15, 16]. For illustrative purposes, a graphical representation of the emotional valence spectrum is displayed in Figure 1.
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Figure 1: Emotional valence spectrum
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As it can be seen, depression is allocated at the very end of the negative affect side whereas happiness is placed at the opposite one. This implies that happiness is not just the absence of negative mood and affective states, but also the presence of positive ones.

Regarding happiness predictors, existent research has found psychological factors such as stress coping strategies [17, 18], perceived social support [19–22] or personality [23–26] to have a considerable weight in its emergence. Up to now, the traditional methodological approach employed for happiness degree prediction has been a Multivariate Linear Regression (MLR) [27].

Emerging paradigms, novel approaches, and tools such as deep learning are becoming increasingly influential in psychological research as in the case of emotion recognition [28–30], sentiment analysis and/or classification [31–33]. It is worth to mention that both topics were endorsed in recent special issues in the last years [34–36] demonstrating the significance of the study and enabling us to avoid one of the pressing constraints of MLR that is the assumption of a linear relationship between the predictors (psychological factors) and the outcome (happiness degree).

Recent studies in sentiment analysis enclosed inside the field of psychology show the tendency to monitor the state of the people through social network activity, image/video and sentence classification [32, 37–39]. These researches show the use of convolutional deep learning approaches which present a better behaviour for feature extraction and selection. Our study aims to mimic – without assuming any linear relationship– the structure of a set of psychometric scales which are conformed by structured data with prediction and interpretation purposes, becoming unnecessary the use of the convolutional technology because of the nature of data.

1.2. Motivation of present study

The main objective of our work is to define a Happiness Degree Predictor (H-DP) that permits to obtain information of the most significant factors influencing happiness. In particular, this will permit to test the efficiency of
increasingly popular regression deep-learning approach in the prediction of Happiness measured in terms of the psychometric *Short Depression-Happiness Scale* (SDHS).

For this purpose, we propose the construction of an intuitive Data-Structure driven Deep Neural Network (D-SDNN) based on the conceptual structure of the psychological factors -emotional distress, personality, stress coping strategies, and perceived social support- for supervised learning. The current technique of deep learning is believed to have many different advantages [39, 40]. Among them, D-SDNN’s are expected to improve the correctness of prediction respect to the ones given by MLR, as well as to monitor the influence –weight– that different conceptual dimensions –psychological factors– have in the emergence of a certain degree of happiness and hence in the H-DP.

The rest of the paper is organized as follows. First, in Section 2, we provide a short description of the psychometric scales employed to measure the psychological factors used by our D-SDNN. Next, the sample and the data preprocessing procedure are presented. Section 3 is devoted to the conceptual scheme and principal features of D-SDNNs. Four D-SDNNs have been trained. Section 4 presents our results using a real data and compared to MLR. Impact, contributions, limitations and future work are presented in Section 5. Finally, a short conclusion is drawn in Section 6.

2. Materials

2.1. Sample: Issues to consider

Psychological and mental wellbeing has only recently been measurable with valid and reliable measures, but happiness can be understood as satisfaction with life, depression absence, stable extraversion, etc., so even they do not constitute the same construct may be found strong relationships between them. Literature reveals that a lot of sources may influence in happiness, the strongest effects are due to marital status, the relation with the employment, occupational status, leisure and competencies of health and social skills [41]. So, in this paper we
have used a specific instrument to assess happiness and we have included other related and different constructs (as coping strategies, personality, emotional distress and social support) in the model in order to design a whole picture of mental and psychological status of the sample.

2.1.1. Description of the sample

The target of the cross-sectional survey was the non-institutionalized adult population residing in Valencia. A total of 823 participants completed the survey, 59.8% of whom were women. The mean age was 46 (±21.1) ranging from 18 to 92 years old. Regarding the educational level of the sample, a 12.2% had not received formal education, 25.8% primary education, 28.7% secondary education, and the remaining 33.3% had received—or were currently receiving—tertiary education. For what it concerns their marital status, 39% of them were single, 41.4% married, 8.3% separated or divorced, and the remaining 11.3% were widow(er).

2.1.2. Grounds for exclusion

The sample was collected by 76 different interviewers implying that some of the participants were interviewed by more than one person. We took this fact into account in order to avoid incorrect results. In this sense, if the multiple responses of each repeated participant were equal, then the participant was included, being excluded in the other case.

2.2. Descriptions of psychometric scales

Psychometric scales are standardized questionnaires that measure latent variables (psychological factors) through empirical items (behavioral indicators). The procedure of using a psychometric scale comprises a first step where the scale is validated and a second one where its reliability is estimated. In order to be usable, once a scale has been validated in a certain population, its validity does not need to be checked again. However, the reliability of a scale must be checked every time this scale is used over a different sample. There are several indexes to estimate the internal consistency (i.e. reliability) of a scale.
index most commonly employed is the Cronbach’s $\alpha$ coefficient \[42\]. Therefore, we will present below the different psychometric scales employed in this work to measure latent variables. Cronbach’s $\alpha$ coefficients obtained for each scale are presented in Section 2.3.

_Happiness_ was measured with the Short Depression-Happiness Scale (SDHS) \[16\]. It is a 4-point Likert-scale ranging from 0 (“never”) to 3 (“often”) with a total of 6 items, 3 of which describe positive feelings (e.g. “I felt that life was enjoyable”) while three other describe negative feelings –and are hence reverse scored– (e.g. “I felt cheerless”). The total score (which may vary between 0 –Depression– and 18 –Happiness–) was computed to obtain the happiness/depression degree for each participant and was employed as gold-standard for supervised-training for the outcome of the D-SDNN.

_Coping Strategies_ are different mental mechanism regarding to manage demands and conflicts and to regulate emotional response and stress. These strategies include the use of personal resources and coping strategies are involved in situations which individuals frequently feel that do not have enough resources or they are not able to answer properly to these demands. Main coping strategies are conductual, cognitive and emotional and could be focussed towards the problem or towards the emotion –that we have at that moment–. Coping Strategies were assessed using the Brief COPE Inventory \[43\]. It is a 4-point Likert-scale ranging from 1 (“I usually don’t do this at all”) to 4 (“I usually do this a lot”) with a total of 28 items regrouped in 14 sub-scales of 2 items each: self-distraction, active coping, denial, substance abuse, use of emotional support, use of instrumental support, behavioural disengagement, venting, positive re-framing, planning, humour, religion, and self-blame.

_Personality_ was assessed with the Eysenck Personality Questionnaire Revised-Abbreviated (EPQR-A) \[44\]. It consists of 4 scales of 6 dichotomous items (“yes/no”) each that assess neuroticism, extraversion, psychoticism, and sincerity.

_Emotional Distress_ is a feeling that a person or situation is triggering a psychological suffering and could be expresed in different degrees not only cog-
nitive or verbally but through mental or physical symptoms –depression, anxiety, insomnia, anorexia or poliphagia, upset, vertigo, fatigue, nausea, pain, etc.–. Emotional distress can be interpreted as the opposite status of well-being, happiness, personal satisfaction, welfare, etc. This psychological factor was measured using the 28-item General Health Questionnaire (GHQ-28) [45]. It is a 5-point Likert-scale ranging from 0 (“not at all”) to 4 (“much more than usual”) with a total of 28 items regrouped in 4 sub-scales of 7 items each: somatic symptoms, anxiety/insomnia, social dysfunction, and severe depression.

Social Support was assessed with the Medical Outcomes Study (MOS) Social Support Survey (MOS-SSS) [46]. It consists of a first question asking for the number of close friends and close relatives that the person has, plus a 5-point Likert-scale ranging from 1 (“non of the time”) to 4 (“all of the time”) with a total of 19 items regrouped into 4 functional support sub-scales of 8, 4, 4, and 3 items per sub-scale. These are: emotional/informational, tangible, affectionate, and positive social interaction.

2.3. Descriptions of Data preprocessing

The reliability is referred to the non-systematic error of the measure. It is a feature of the results and can be influenced by the length of the instrument, the homogeneity of the group measured, etc. [47]. The minimum acceptable value of the reliability coefficient depends on the use made of the instrument [48]. In this sense, we first computed the Cronbach’s $\alpha$ coefficients for estimating the internal consistency of the psychometric scales in order to check the reliability work prior to use the data gathered with them. The coefficients obtained are summarized in Table 1. It is considered an acceptable internal consistency for Cronbach’s $\alpha$ for values from 0.70. As it can be seen in Table 1, all scales presented a good reliability except for the case of the EPQR-A (that measured personality). Some authors highlight that reliability indices can be influenced by the scale length [49, 50]. Shorter scales usually show lower coefficients than the longer ones, the personality was measured by the abbreviated version of the scale EPQR (the revised scale consist of 100 items while the abbreviated version
comprises 24 items) and this may explain the low internal consistency. In any case, we propose the use of the scale but the results regarding this dimension should be interpreted with caution considering the obtained degree of internal consistency.

<table>
<thead>
<tr>
<th>Psychometric scale</th>
<th>Cronbach’s α coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>SDHS</td>
<td>0.79</td>
</tr>
<tr>
<td>Brief COPE Inventory</td>
<td>0.84</td>
</tr>
<tr>
<td>EPQR-A</td>
<td>0.42</td>
</tr>
<tr>
<td>GHQ-28</td>
<td>0.87</td>
</tr>
<tr>
<td>MOS-SSS</td>
<td>0.95</td>
</tr>
</tbody>
</table>

Table 1: Cronbach’s α coefficients obtained for each psychometric scale

The variables used in this work can be distinguished between numerical or state ones. We pre-processed them differently according to their nature.

State variables (Marital Status and Level of Education) needed re-codification before the analysis under the assumption: if two states are related, i.e. there exists the possibility of changing from one state to the other, then the codification only differs in one digit, defining an Ordered Binary-Decision Diagram (OBDD) \[51\] and permitting to use a dummy codification \[52\].

The range of the numerical variables, such as age (discrete data), gender (binary data) and the results of the standardized psychometric scales (continuous data) -including the predictors and the outcome-, are known. We therefore normalized data for deep neural network’s inputs according to equation \[1\], since networks tend to work better when the data are normalized \[53\].

\[
t = (t_{\text{max}} - t_{\text{min}}) \frac{x - x_{\text{min}}}{x_{\text{max}} - x_{\text{min}}} + t_{\text{min}}. \tag{1}
\]

Here, \( t \) represents each input variable for the neural network and \( x \) the original value for each variable. Note that \( x_{\text{max}} - x_{\text{min}} \) and \( t_{\text{max}} - t_{\text{min}} \) represent the range of data collected and neural network’s inputs, respectively. The use of data in its original range may provoke a need for comparison of the network’s
output against the real range, in such case:
\[
x = x_{\text{min}} + \frac{(t - t_{\text{min}})(x_{\text{max}} - x_{\text{min}})}{t_{\text{max}} - t_{\text{min}}}.
\] (2)

Values \( t_{\text{max}} = 1 \) and \( t_{\text{min}} = 0 \) have been taken in order to use logistic activation function (see (3)) in each neuron of the hidden layers.

\[
f(x) = \frac{1}{1 + e^{-x}}.
\] (3)

3. Methods

3.1. Conceptual scheme

In line with the above objectives mentioned, we have tried to simulate the data conceptual structure in order to gather extra information about the importance of each dimension (i.e. psychological factors) in the H-DP. This architecture can be understood as an ensemble of simpler networks to approximate a function \( f : \mathbb{R}^N \rightarrow \mathbb{R} \). In the context of regression, ensembling some of the neural networks may be better than ensembling all of them [54].

We propose a hierarchical ensembling data driven method for modeling the task in hand. The preconceived data structure has led the layers’ ensembling. The items of the psychometric scales employed for measuring the psychological factors used as predictors have been empirically proved to cluster into subdimensions and dimensions, i.e. sub-factors and factors [43–46]. We have mimicked this empirically-based conceptual structure in the design of the architecture for our D-SDNN, as it is shown in Table 2 and Figure 2. We may observe that the 105 inputs included have been regrouped into six main domains:

1 - **Interviewer ID**, which is included in order to control for the influence of the person who was in charge of the data gathering.

2 - **Age, Gender, Marital Status and Level of Education** are Socio-Demographic features and therefore grouped into the conceptual dimension *Socio-Demographic Data*. 
3 - The 28 items from the Brief COPE Inventory are firstly grouped into fourteen conceptual sub-dimensions: Active Coping, Positive Remaining, Acceptance, Use of Instrumental Support, Self-distractıon, Religion, Self Blame, Planning, Humour, Use of Emotional Support, Behavioral Disengagement, Denial, Substance Use and Venting. These are finally grouped into the conceptual dimension Coping Strategies that is the psychological factor measured by the Brief COPE Inventory.

4 - The 24 items from the EPQR-A are firstly grouped into four conceptual sub-dimensions: Neuroticism, Extraversion, Psychoticism, and Sincerity; joining together to the conceptual dimension Personality, which is the psychological factor that the EPQR-A measures.

5 - The 28 items from the GHQ are in the first place grouped into four conceptual sub-dimensions: Somatic Symptoms, Anxiety/Insomnia, Social Dysfunction and Severe Depression, which finally conform the conceptual dimension Emotional Distress. This is the psychological factor measured by the GHQ-28.

6 - The 20 items from the MOS-SSS are firstly grouped into five conceptual sub-dimensions: Emotional Support, Material Assistance, Social Relationships and Affective Support. They are joined together to the conceptual dimension Social Support, which is the psychological factor that the MOS-SSS measures. It should be mentioned that the first item of this scale is related to the number of friends and relatives you can count on and this goes directly to the conceptual dimension. Furthermore, this item has been normalized by formula \[^1\] taking \( x_{\text{min}} = 0 \) and \( x_{\text{max}} \) the higher value observed in the sample.
<table>
<thead>
<tr>
<th>Psychometric Scale</th>
<th>Input/Example of Item</th>
<th>Conceptual Sub-dimensions</th>
<th>Conceptual Dimensions</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>Interviewer ID</td>
<td>Self distraction</td>
<td>-</td>
</tr>
<tr>
<td>-</td>
<td>Age, Sex, Marital Status and level of education</td>
<td>Active coping</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Denial</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Substance use</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Use of emotional support</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Use of instrumental support</td>
<td>-</td>
</tr>
<tr>
<td>Brief COPE Inventory</td>
<td>“I’ve been turning to work or other activities to take my mind off things”</td>
<td>Behavioural disengagement</td>
<td>Socio-Demographic data</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Venting</td>
<td>Coping Strategies</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Positive remaining</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Planning</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Humour</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Acceptance</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Religion</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Self Blame</td>
<td></td>
</tr>
<tr>
<td>EPQR-A</td>
<td>“Can you easily get some life into a rather dull party?”</td>
<td>Neuroticism</td>
<td>Personality</td>
</tr>
<tr>
<td></td>
<td></td>
<td>extraversion</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Psychoticism</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sincerity</td>
<td></td>
</tr>
<tr>
<td>GHQ-28</td>
<td>“Have you found everything getting on top of you?”</td>
<td>Somatic Symptoms</td>
<td>Emotional distress</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Anxiety/Insomnia</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Social Dysfunction</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Severe Depression</td>
<td></td>
</tr>
<tr>
<td>MOS-SSS</td>
<td>“Someone to give you good advice about a crisis”</td>
<td>Emotional Support</td>
<td>Social Support</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Material Assistance</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Social Relationship</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Affective Support</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Data Conceptual Structure. The first two columns correspond to networks’ inputs. Columns Conceptual Sub-dimensions and Conceptual Dimensions are materialised to layers of the deep neural networks as it is shown in Figure 2.
Figure 2: Data-structure driven architecture for our proposed neural networks. The associated number to each arrow, this is arriving to the sub-dimension layers, are related to the number of the items enclosed into the sub-dimension.
3.2. D-SDNN features

By mimicking the conceptual structure presented in Figure 2, we have created 4 deep neural networks (net1, net1b, net2 and net2b) for supervised learning, in which each conceptual sub-dimension and dimension conforms one hidden layer.

The four neural networks were the result of combining two conditions with two options in each case:

a) the number of neurons per layer (one vs. as many as incoming inputs), and

b) the Bias/Variance Dilemma \[55\] (existence vs. absence of bias in the hidden layer).

A brief of the configuration of each deep neural network is presented in Table 3.

<table>
<thead>
<tr>
<th></th>
<th>net1</th>
<th>net1b</th>
<th>net2</th>
<th>net2b</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of hidden layers</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>32</td>
</tr>
<tr>
<td>Bias in layer</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Algorithm for training</td>
<td>L-M</td>
<td>L-M</td>
<td>L-M</td>
<td>L-M</td>
</tr>
<tr>
<td>Test for performance</td>
<td>MSE</td>
<td>MSE</td>
<td>MSE</td>
<td>MSE</td>
</tr>
<tr>
<td>Initialization algorithm</td>
<td>Random</td>
<td>Random</td>
<td>Nguyen-Widrow</td>
<td>Nguyen-Widrow</td>
</tr>
<tr>
<td>Layers</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 - 14</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>15 - 18</td>
<td>1</td>
<td>1</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>19 - 22</td>
<td>1</td>
<td>1</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>23</td>
<td>1</td>
<td>1</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>24 - 25</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Number of Neurons</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>27</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>28</td>
<td>1</td>
<td>1</td>
<td>28</td>
<td>28</td>
</tr>
<tr>
<td>29</td>
<td>1</td>
<td>1</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>30</td>
<td>1</td>
<td>1</td>
<td>28</td>
<td>28</td>
</tr>
<tr>
<td>31</td>
<td>1</td>
<td>1</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>32</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 3: Configuration parameters for the tested D-SDNN. Levenberg-Marquardt algorithm for training has been represented as L-M.
In the sequel we will follow this notation: $f(.)$ denotes the logistic function \cite{56} (see (3)), $x$ the input vector, $w_{ij}^D$ the weight of the $i_{th}$ arriving input into the $j_{th}$ neuron of the conceptual dimension/sub-dimension $D$, $b_h$ the $h_{th}$ bias vector coordinate and $[.]$ has been used to reflect bias existence or absence depending on the settings of each D-SDNN according to Section \ref{3.2}. Levenberg-Marquardt has been chosen as training algorithm \cite{57} and MSE as test of performance.

Let $S_1,\ldots,S_{26}$ be the hidden layers that represent the conceptual sub-dimensions of the scales according to Figure \ref{2}. We denote by $n_{S_1},\ldots,n_{S_{26}}$ the number of neurons in each layer, $I_{S_1},\ldots,I_{S_{26}}$ stand for the set of input indexes arriving at each layer with lengths $n_{S_1}^{I_1},\ldots,n_{S_{26}}^{I_26}$. Then the output of the $j_{th}$ neuron, $j \in 1,\ldots,n_{S_1}$, into the $i_{th}$ sub-dimension layer $S_1,\ldots,S_{26}$ is given by

$$s_{ij} = f \left( \sum_{h=1}^{n_{S_1}} w_{ih}^{(i)} x_i + [b_h] \right). \quad (4)$$

In the same way, let $D_1,\ldots,D_5$ be the hidden layers that represent the conceptual dimension (Socio-Demographic Data, Coping Strategies, Personality, Emotional Distress, and Social Support, respectively). We call $n_{D_1},\ldots,n_{D_5}$ the number of neurons in each layer $D_1,\ldots,D_5$. Note that the output of the $m_{th}$ neuron in the dimension layer $D_1$ is given by

$$d_{D_1,m} = f \left( \sum_{i=1}^{4} w_{im}^{(D_1)} x_i + [b_i] \right). \quad (5)$$

For the other dimension layers, the output for the $m_{th}$ neuron in the dimension layer $D_k$, with $k = 2,\ldots,5$, being $I_{D_2},\ldots,I_{D_5}$ the sets of outputs $\{s_{ij}\}$ connected to each layer with lengths $n_{D_2}^{I_1},\ldots,n_{D_5}^{I_26}$, we have

$$d_{km} = f \left( \sum_{i=1}^{n_{D_k}} w_{im}^{(k)} s_i + [b_i] \right). \quad (6)$$

We point out that $D_5$ has an additional connection from one of the inputs (see Figure \ref{2}) and $D_5$ must be updated starting from (6), $x_{86}$ is corresponding with the first item of MOS-SSS, which is directly connected to the dimension
layer as can be shown in Figure 2.

\[ d_{D,n,m} = d_{D,n,m} + w_{(n ID_5 + 1)m} x_{86} + [b_{n ID_5}]_i. \]  

(7)

Finally, the last hidden layer in all of our proposed schemes of D-SDNN’s has only one neuron. The output can be written as

\[ y = f \left( w_1 x_1 + \sum_{i=1}^{n D_1} w_{i+1} d_{D,i} + \sum_{i=1}^{n D_2} w_{i+1+n D_1} d_{D2,i} + \sum_{i=1}^{n D_3} w_{i+1+n D_1+n D_2} d_{D3,i} + \right. \]

\[ + \sum_{i=1}^{n D_4} w_{i+1+n D_1+n D_2+n D_3} d_{D4,i} + \sum_{i=1}^{n D_5} w_{i+1+n D_1+n D_2+n D_3+n D_4} d_{D5,i} + [b] \right) \in [0, 1]. \]

(8)

The regression layer \((H)\) provides a value in \([0, 1]\). With \(\{2\}\) we can denormalize and obtain values \(\hat{y} \in [0, 18]\). Goodness of the fitting will be evaluated according to

\[ G_T = \sum_{i=1}^{n_T} \frac{(y_i - \hat{y}_i)^2}{n_T}. \]

(9)

The testing deviation from the original results will be measured according to

\[ \delta_t = \sum_{i=1}^{n_t} \frac{(y_i - \hat{y}_i)^2}{n_T}, \]

(10)

where \(n_T\) is the training set size and \(n_t\) is the testing set size.

Let it be \(n_{inp}\) the number of inputs of one neuron of the layer \(L\). In order to measure the global importance of the inputs, we propose the following metrics regarding to weights for each \(j_{th}\) neuron in the layer \(L\)

\[ L^{(j)}_i = \sum_{i=1}^{n_{inp}} \frac{|w_{ij}|}{n_{inp}}, \]

(11)

and the positivity or negativity of the relationship is determined by

\[ \text{sgn} \left( L^{(j)}_i \right) = \text{sgn} \left( \sum_{i=1}^{n_{inp}} w_{ij} \right). \]

(12)
4. Experimental Results

4.1. Training, validating and testing the deep neural networks

For each participant we construct a column vector with the inputs for the deep neural network. The first element represents a numeric identifier for the interviewer. From the 2nd to the 5th elements we have the socio-demographic data about the interviewee. The rest of inputs (from the 6th to the 105th) are the responses to the items that conform the standardized psychometric scales.

We have used 578 instances (column vectors) of the total sample, approximately the 70%, for training the 4 tentatives D-SDNNs. Regarding to the other 30%, a 15% has been used for validating and the last 15% for testing.

The fitting with the training data is better for networks with the same number of neurons as incoming inputs (net2 and net2b). This implies that we get a better adaptability of multi-neuron layers networks. Besides, within these 2 networks, we can observe that the biased network learns so quickly that it falls into over-fitting problems [58]. So as to, these results raise the suspicion that the best network for the database used in the present study is net2.

4.2. Comparison of D-SDNNs against Multivariate Linear Regression

4.2.1. Multivariate Linear Regression

Multivariate Linear Regression (MLR) models are used to predict the value of one or more responses from a set of predictors. MLR’s are often used to rate emotional prediction through music [59], effects of colors [60], or neuroimaging [61]. We have constructed a model based on MLR using the inputs of the D-SDNNs as predictors with the purpose of comparison between our D-SDNN’s against MLR.

4.2.2. D-SDNNs vs MLR

For the construction of the regression model, we proceed in the same way as in Section 4.1. We choose the same sample used for training the neural networks proposed (approx. 70%) and we have then calculated the predicted values for the other 245 participants (approx 30%). In the same way, we have evaluated
our 4 deep neural networks for the 245 cases excluded of the training set with
the purpose of comparison against the same cases predicted by MLR (see Figure
3). We have obtained the Mean Square Error (MSE) for each model as shown
in Table 4.

Figure 3: Figure (a) presents the comparison of \textit{net2} network against MLR. The points have
the value observed as $x$ coordinate, and the predicted value as $y$. The straight line is $g(x) = x$
which represents the accurate prediction. Figure (b) shows the real, MLR and best fitting
D-SDNN color spectrum as indicated in Figure 1. Note that MLR color spectrum produces
out of range colors.
Table 4: MSE of the models. The percentage of improvement has been calculated taking as basis MLR. Both observed and predicted values used for the calculus of the MSE were normalized between [0,1] according to \( \text{(1)} \).

As it can be seen in Table 4, the models that best behaved were those generated by deep neural networks. Among them, net2 stands out, presenting an improvement of 37% taking as basis MLR. It is worth noting here again the significant depletion of MSE in the case of net2b. The outstanding performance results of net2 may be considered as a sign suggesting that the bias added to net2b originates an over-training that leads to over-fitting issues causing a detriment in the performance test (i.e. and undermined predictive accuracy).

The predictions obtained by using the D-SDNN net2 and Regression produced a MSE for each possible score as shown in Table 5.

<table>
<thead>
<tr>
<th>SDHS score</th>
<th>Count of cases</th>
<th>MSE net2</th>
<th>MSE Regression</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>1</td>
<td>4.43 \times 10^{-4}</td>
<td>1.95 \times 10^{-4}</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>3.55 \times 10^{-4}</td>
<td>2.65 \times 10^{-4}</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>3.39 \times 10^{-5}</td>
<td>8.96 \times 10^{-5}</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>5.90 \times 10^{-5}</td>
<td>6.24 \times 10^{-7}</td>
</tr>
<tr>
<td>7</td>
<td>5</td>
<td>10^{-3}</td>
<td>1.5 \times 10^{-3}</td>
</tr>
<tr>
<td>8</td>
<td>4</td>
<td>1.73 \times 10^{-4}</td>
<td>1.32 \times 10^{-4}</td>
</tr>
<tr>
<td>9</td>
<td>6</td>
<td>3.87 \times 10^{-4}</td>
<td>6.46 \times 10^{-4}</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>1.80 \times 10^{-3}</td>
<td>1.80 \times 10^{-3}</td>
</tr>
<tr>
<td>11</td>
<td>16</td>
<td>1.80 \times 10^{-3}</td>
<td>2.60 \times 10^{-3}</td>
</tr>
<tr>
<td>12</td>
<td>13</td>
<td>1.20 \times 10^{-3}</td>
<td>1.90 \times 10^{-3}</td>
</tr>
<tr>
<td>13</td>
<td>30</td>
<td>1.20 \times 10^{-3}</td>
<td>1.90 \times 10^{-3}</td>
</tr>
<tr>
<td>14</td>
<td>19</td>
<td>7.53 \times 10^{-4}</td>
<td>1.70 \times 10^{-3}</td>
</tr>
<tr>
<td>15</td>
<td>28</td>
<td>5.37 \times 10^{-4}</td>
<td>1.40 \times 10^{-3}</td>
</tr>
<tr>
<td>16</td>
<td>41</td>
<td>1.20 \times 10^{-3}</td>
<td>3.10 \times 10^{-3}</td>
</tr>
<tr>
<td>17</td>
<td>43</td>
<td>1.90 \times 10^{-3}</td>
<td>3.00 \times 10^{-3}</td>
</tr>
<tr>
<td>18</td>
<td>24</td>
<td>1.80 \times 10^{-3}</td>
<td>2.80 \times 10^{-3}</td>
</tr>
</tbody>
</table>

Table 5: Best model and MLR MSE for each possible score. It is also shown the number of participants who obtained the score. Nobody obtained scores less than 3.
It can be observed in Table 5 that these scores with more frequency are better predicted by net2, i.e. all the scores from 8 to 16—which represent approximately the 94%—are predicted with more accuracy by net2. Besides, those scores that are less frequent present better results for net2 in cases 5, 6 and 7 improving the percentage of best prediction against MLR up to 97.5%.

In the same way, the regression predictions often produce the highest deviations from the expected value, even exceeding the output range (see Figure 3). This situation is produced by the little adaptability to data of linear models, which is improved using non-linear methods such as the proposed D-SDNN’s in the present study.

Finally, we have calculated the differences between the values obtained from each prediction model against the ones observed in order to compare the symmetry and the dispersion of the differences. As shown in Figure 4, the plot corresponding to the differences between net2 and the observed values is the one with the narrowest box and with the closest outliers.

![Figure 4: Box-and-whisker plots of differences between predictive models and expected value.](image)

4.3. The last layer weights metrics

The weight of each conceptual dimension quantifies its influence in the prediction. Therefore, weights comprehend all the arriving inputs to the last hidden
layer. In order to pinpoint the importance that each psychological factor has on the purpose (happiness degree), we have computed metrics (11) and (12) over each dimension of the best fitting net (net2). The results are displayed in Table 6. We observed two key values: the weight of the conceptual dimension’s influence in absolute terms ($L(l)_{32}$), and the direction of the influence ($\text{sgn} \left(L(l)^{ij}_{32}\right)$).

Accordingly, the most influential dimension in a positive direction for H-DP appeared to be Social Support, whilst the most influential dimension in a negative direction was Coping Strategies. The significantly less influential dimensions were the Interviewer and Socio-demographic Data.

<table>
<thead>
<tr>
<th>Conceptual dimensions</th>
<th>$L(l)_{32}$</th>
<th>$\text{sgn} \left(L(l)^{ij}_{32}\right)$</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interviewer</td>
<td>0.0311</td>
<td>-</td>
<td>Small negative influence</td>
</tr>
<tr>
<td>Socio-demographic data</td>
<td>0.1403</td>
<td>+</td>
<td>Small positive influence</td>
</tr>
<tr>
<td>Coping Strategies</td>
<td>0.4476</td>
<td>-</td>
<td>Most negatively influential</td>
</tr>
<tr>
<td>Personality</td>
<td>0.4186</td>
<td>+</td>
<td>Positively influential</td>
</tr>
<tr>
<td>Emotional Distress</td>
<td>0.3897</td>
<td>-</td>
<td>Negatively influential</td>
</tr>
<tr>
<td>Social Support</td>
<td>0.5025</td>
<td>+</td>
<td>Most positively influential</td>
</tr>
</tbody>
</table>

Table 6: Influence metric values in the best prediction.

5. Discussion

5.1. Impact

The aim of the present study was the construction of an intuitive D-SDNN based on a set of psychological factors and their sub-components for supervised learning in order to improve traditional methods for H-DP, which are based on linear relationships [62–64]. As expected, when compared with MLR, D-SDNN’s show consistent superiority regardless of their configuration (i.e., number of neurons per layer, and presence or absence of bias). They also allow us to estimate the weight of each psychological factor on the prediction accuracy of the target. According to the best fitting net (net2), the psychological factors least influential in the emergence of Happiness were, as expected, the Interviewer and the Socio-demographic data, whereas the most influential ones were Social Support and Coping Strategies. Although the obtained weights might appear
weak, they are not. Indeed, for psychological features, it is not only expected to obtain smaller weights than those from artificial devices, but also desirable. This fact prevents people from psychological determinism, i.e. that psychological factors only explain between a 30 and 50% of the variance allows people to compensate their deficits and to achieve happiness in spite of them.

5.2. Contributions

The contributions of the proposed method for H-DP can be summarized in two key points:

(1.1) An intuitive neural network architecture taking advantage of the data conceptual structure which provides the possibility of drawing conclusions about the importance of each conceptual dimension in the outcome measured.

(1.2) Two metrics that allow us to evaluate and quantify the importance of each conceptual dimension on the outcome in absolute terms as well as in which direction (positive or negative).

It is also worth mentioning that the results shown in Section 4.1 raised the suspicion that multiple-neuron layer network without bias (net2) was the one that would yield better performance because of:

(2.1) It provides enough adaptability to changes within sub-dimensions and dimensions, achieving a better fit to the training dataset.

(2.2) The learning rate was controllable enough to fall into problems of overfitting what shows the importance of determining under what circumstances it is beneficial or detrimental the use of bias.

After the evaluation and comparison of the chosen test set against MLR (see Section 4.2), our results demonstrate a consistently superior performance (for the task in hand) for any neural network. We also point out that:

(3.1) MLR may predict out of range values.
(3.2) The best performance for testing set is achieved by net2. As shown in Table 4.

Using the metrics proposed in (11) and (12), we have been able to determine the influence of psychological factors in H-DP. The results can be summarized in two main findings:

(4.1) As expected, the people who were in charge of the data collection (i.e. the interviewers) and the socio-demographic characteristics of the participants were the least influential factors for what it concerns H-DP. This means that no matters who asks you, or what your gender, age, marital status or level of education is, your degree of happiness is not likely to be affected.

(4.2) Regarding the role that the studied psychological factors play in the emergence of happiness, we can emphasize:

a. It can be considered congruent with common sense expectations the significantly high and negative influence of Emotional Distress in the degree of happiness.

b. By the same token, it is also consistent with literature the significantly high and positive influence of the perceived Social Support in the degree of happiness. According to these findings, the perceived Social Support may be seen as a buffer for the deleterious effect of the Emotional Distress.

c. The interpretation of the results becomes more controversial for the case of Personality and Coping Strategies. While all the sub-dimensions of the previous factors were in the same direction, is not the case for those of Personality and Coping Strategies (i.e. the influence of some sub-dimensions is expected to be positive, and of some others negative). Concluding that Personality or Coping Strategies, as a whole, have a positive and negative effect, respectively, would very likely be hazardous. One potential explanation is that sub-dimensions, with a positive direction in the case of Personality and with a negative
direction in the case of Coping Strategies, have substantially higher weights in absolute terms. However, their respective directions prevail when estimating the general influence of broader dimensions. This would mean that, for example, in the case of Coping Strategies, the adverse effect of Substance abuse or Self blame would be remarkably stronger than the beneficial effect of Humour or Planning.

5.3. Limitations

In the case of multi-neuron layer, the proposed metrics for the evaluation of the inputs’ influence, eqs. (11) and (12), can only be conceptually evaluated at the last layer due to the loss of the conceptual scheme within the multi-neuron layers.

By forcing the conceptual structure, the D-SDNNs is not allowed to learn other possible structures that could provide information about the definition of the psychometric scales.

In order to assure the results presented in the present study, the use of the non-abbreviated version of the psychometric scale that measures the personality (EPQR) in the collection of a new data base should be carried out.

5.4. Future work

Insights for future works may be arranged in two main points, in order of priority:

(1) In case of multi-neuron layer D-SDNNs, to look for weights characterizations that allow to measure and monitor inputs’ influence into each sub-dimension. Besides, it would be interesting to analyze how outputs of the sub-dimensions influence each dimension until reaching the output of the network.

(2) Applying D-SDNN to longitudinal datasets would allow to monitor the variation of weights over time and hence to underpin whether the influence of psychological factors under study changes through the lifespan.
6. Conclusions

This paper presented a D-SDNN architecture for H-DP from Socio-Demographic Data and a set of psychological factors (Social Support, Personality, Emotional Distress, and Stress Coping Strategies). The four network configurations used showed better results in comparison with MLR, obtaining an improvement of 37% in the best case.

The best predictor was that employing as many neurons –without bias– as questions endorsed in the sub-dimension or dimension. This prediction obtained a best accuracy in the 97.5% of cases of the population studied in comparison with MLR. It only showed a worst performance –compared to MLR– in SDHS scores with low frequency. The most frequent SDHS score that raised lower MSE for MLR was the value 8 with a relative frequency $\frac{4}{823} \approx 0.4\%$.

Furthermore, this method opens the possibility for conceptual interpretations regarding the importance of each predictor considered: in our study results have shown that socio-demographic characteristics such as gender, age or marital status are not likely to affect the degree of happiness whilst other psychological factors as perceived social support or coping strategies play a major role in the emergence and/or maintenance of happiness.

Based on this, it can be concluded that this study is a new approach of a predictive method, which relies on deep learning architectures by mimicking the conceptual data structure, that presents a consistently superior predictive accuracy together with a better conceptual interpretation.
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