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ABSTRACT 8 

Mound breakwater design is evolving owing to rising sea levels caused by climate change and social 9 

concern regarding the visual impact of coastal structures. The crest freeboard of coastal structures 10 

tends to decrease while overtopping hazard increases over time. Pedestrian safety when facing 11 

overtopping events on coastal structures has been assessed considering the overtopping layer thickness 12 

(OLT) and overtopping flow velocity (OFV). This paper proposes a new method to estimate the OLT 13 

and OFV on mound breakwater crest during extreme overtopping events, based on 123 2D small-scale 14 

physical tests of conventional low-crested mound breakwaters with a single-layer Cubipod® and 15 

double-layer rock and cube armors. The new method to estimate OLT exceeded by 2% of incoming 16 

waves is based on formulas given in literature for dikes, but adapted and calibrated for mound 17 

breakwaters. The formula to estimate the OFV exceeded by 2% of incoming waves is based on the 18 

correlation between the statistics of the OLT and OFV, considering an empirical coefficient calibrated 19 

for each type of armor layer. Exponential and Rayleigh distribution functions are proposed for 20 

estimating the OLT and OFV with exceedance probabilities under 2%. Although the statistics of OLT 21 

and OFV depend on similar variables, contrary to intuition, specific OLT and OFV corresponding to 22 

the same overtopping event appear to be independent.   23 

Keywords: mound breakwater, overtopping, overtopping layer thickness, overtopping flow velocity, 24 

Cubipod®, low-crested structures 25 
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1. Introduction 26 

Crest elevation is a key factor in the design of mound breakwaters, as it affects the economic cost of 27 

the structure and its visual impact. The mean wave overtopping rate is typically considered for this 28 

end [1]; however, maximum individual volumes associated with the largest overtopping events are not 29 

directly characterized by the mean overtopping discharge. These extreme overtopping events are 30 

critical for the hydraulic stability of the breakwater crest and rear side [2], as well as for pedestrian 31 

safety when standing on the structure. 32 

Increasing social pressure to diminish the visual impact of coastal structures, and the sea level rise and 33 

stronger wave conditions caused by climate change [3] result in a reduction of the design dimensionless 34 

crest freeboard. Thus, overtopping rates and hazards to humans are expected to increase over time.  35 

The overtopping layer thickness (OLT) and overtopping flow velocity (OFV) have been considered to 36 

estimate the overtopping hazard for humans (see [4] and [5]). Fig. 1 shows the thresholds for the OLT, 37 

hc (m), and OFV, uc (m/s), on the breakwater crests proposed by Bae et al. [4] for pedestrian safety, as 38 

well as the experimental results of pedestrian failure from different authors [6, 7, 8 and 9]. The referred 39 

limits were obtained from physical experiments using anthropomorphic dummies. In this figure, closed 40 

symbols correspond to overtopping flow observations, while the open symbols represent experiments 41 

conducted under constant flow conditions (floods).  42 
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 43 

Fig. 1. Overtopping flow velocity, uc and overtopping layer thickness, hc limits for pedestrian 44 

stability given by Bae et al. [4] and other authors data. 45 

The estimation of extreme OLT and OFV on breakwater crests is crucial to assess the hydraulic 46 

stability of the structure crest and pedestrian safety. Some studies in the literature are focused on the 47 

estimation of the OLT and OFV on dikes, but not on conventional mound breakwaters [10]. The 48 

objective of this study is to provide a method to estimate the OLT and OFV on conventional mound 49 

breakwaters during extreme overtopping events. 50 

2. Literature review 51 

Van Gent [11] proposed a method to estimate the wave run-up height exceeded by 2% of the incoming 52 

waves (Ru2%), estimated using Eqs. (1) to (4). 53 

⎩
⎪
⎨

⎪
⎧𝑹𝒖𝟐%
𝑯𝒔

= 𝒄𝟎	𝝃𝒔,1𝟏														𝒊𝒇								𝝃𝒔,1𝟏 ≤ 𝒑

𝑹𝒖𝟐%
𝑯𝒔

= 𝒄𝟏 −	
𝒄𝟐
𝝃𝒔,1𝟏

								𝒊𝒇							𝝃𝒔,1𝟏 ≥ 𝒑
 (1) 
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where c0 = 1.35, c1 = 4.0, c2 is given by Eq. (2), p is given by Eq. (3), Ru2% is the wave run-up height 54 

exceeded by 2% of the incoming waves, Hs=4(m0)1/2 is the incident significant wave height at the toe 55 

of the structure, and xs,-1 is the surf similarity parameter or Iribarren number given by Eq. (4), based 56 

on the spectral period 𝑇:1;,< =
:=>
:?

, where mi is the i-th spectral moment, 𝑚A = ∫ 𝑆(𝑓)𝑓A𝑑𝑓
H
< , S(f) 57 

being the wave spectrum. 58 

𝒄𝟐 = 𝟎. 𝟐𝟓	
𝒄𝟏𝟐

𝒄𝟎
 (2) 

𝒑 = 𝟎. 𝟓
𝒄𝟏
𝒄𝟎

 (3) 

𝝃𝒔,1𝟏 =
𝒕𝒂𝒏	𝜶

O
𝟐	𝝅	𝑯𝒔
𝒈	𝑻𝒎1𝟏,𝟎𝟐 	

 
(4) 

Later, Van Gent [12] and Schüttrumpf et al. [13] performed physical tests focusing on the measurement 59 

of OLT and OFV on dike crests. Subsequently, Schüttrumpf and Van Gent [14] integrated the results 60 

of the two studies and described the overtopping flow on the dike crest using two variables: (1) the 61 

OLT on the crest exceeded by 2% of the incoming waves, hc,2%, and the OFV on the breakwater crest 62 

exceeded by 2% of the incoming waves, uc,2%. Schüttrumpf and Van Gent [14] also proposed a method 63 

to estimate the OLT and the OFV on dike crests based on the wave run-up height exceeded by 2% of 64 

the incoming waves (Ru2%), estimated using Eqs. (1) to (4), given by Van Gent [11]. According to 65 

Schüttrumpf and Van Gent [13], Ru2% is required to estimate the OLT and OFV on the seaside edge of 66 

the crest of the dike; hA,2%(Rc) = hA(zA=Rc) and uA,2%(Rc) = uA(zA=Rc). Fig. 2 shows the key parameters 67 

and variables considered in the model given by the aforementioned authors, where MWL is the mean 68 

water level.  69 
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 70 

Fig. 2. Cross section defined by Schüttrumpf and Van Gent [14] to estimate overtopping layer 71 

thickness on dikes. 72 

The OLT and OFV on the seaside slope of the dike (0 ≤ zA ≤ Rc) can be estimated using Eq. (5) and 73 

Eq. (6), respectively.   74 

𝒉𝑨,𝟐%(𝒛𝑨)
𝑯𝒔

= 	 𝒄𝑨,𝒉∗ 	X
𝑹𝒖𝟐% 	−	𝒛𝑨

𝑯𝒔
Y (5) 

𝒖𝑨,𝟐%(𝒛𝑨)
Z𝒈	𝑯𝒔

= 	 𝒄𝑨,𝒖∗ 	O
𝑹𝒖𝟐% 	−	𝒛𝑨

𝑯𝒔
 (6) 

where hA,2%(zA) and uA,2%(zA) are the run-up layer thickness and velocity on the seaward slope 75 

exceeded by 2% of the incoming waves, respectively; zA is the elevation on the MWL; cA,h* and cA,u*  76 

are the empirical coefficients given in Table 1.  77 

According to Schüttrumpf and Van Gent [14], the formulas to estimate the OLT and OFV on the crest 78 

of the dike (0 ≤ xc ≤ B) are, respectively:  79 

𝒉𝒄,𝟐%(𝒙𝒄)
𝒉𝑨,𝟐%(𝑹𝒄)

= 	𝒆𝒙𝒑 ]−𝒄𝒄,𝒉∗
𝒙𝒄
𝑩_ (7) 

𝒖𝒄,𝟐%(𝒙𝒄)
𝒖𝑨,𝟐%(𝑹𝒄)

= 	𝒆𝒙𝒑`−𝒄𝒄,𝒖∗
𝒙𝒄	𝝁

𝒉𝒄,𝟐%(𝒙𝒄)
b (8) 

where hc,2% and uc,2% are the overtopping layer thickness and overtopping flow velocity on the crest 80 

exceeded by 2% of the incoming waves, respectively; xC is the distance to the intersection of the crest 81 

hA(zA=0)
zA

Rc
uA(zA)

uc(xc)
hA(zA=Rc)=hc(xc=0) hc(xc=B/2)

MWL
B

xc
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and seaward slope; B is the crest width; 𝜇 is a friction coefficient; cc,h* and cc,u* are the empirical 82 

coefficients given in Table 1. Schüttrumpf et al. [13] discussed the influence of the bottom friction 83 

coefficient, 𝜇, on the OFV on the dike crest, and provided some guidelines for 𝜇.  84 

Regarding the empirical coefficients, Van Gent [12] and Schüttrumpf et al. [13] proposed different 85 

coefficients, based on their own experimental results. Table 1 shows relevant differences in 86 

coefficients cA,h* and cc,h* used in Eqs. (5) and (7), respectively, while minor differences can be 87 

observed for coefficients cA,u* and cc,u* used in Eqs. (6) and (8), respectively. The range of applicability 88 

for dikes when using these coefficients is also listed in Table 1.  89 

Table  1. Range of applicability and empirical coefficients for dikes. 90 

 Van Gent [12] Schüttrumpf et al. [13] Van der Meer et al. [16] 

Slope (V/H) 1/4 1/3, 1/4, 1/6 1/3 

Rc/Hs 0.7 - 2.2 0.0 - 4.4 0.7–2.9 

Hs/hs 0.2 – 1.4 0.1 – 0.3 0.1 – 0.3 

cA,h* 0.15 0.33 0.13 

cA,u* 1.30 1.37 - 

cc,h* 0.40 0.89 - 

cc,u* 0.50 0.50 - 

 91 

The range of applicability of the empirical coefficients given by Van Gent [12] falls within the range 92 

of application of the coefficients given by Schüttrumpf et al. [13]. However, hc,2%(B/2) calculated with 93 

Eqs. (5) and (7) using cA,h*=0.15 and cc,h*=0.40 proposed by Van Gent [12] is 58% ([0.15/0.33]×[exp(-94 

0.40*1/2)/ exp(-0.89*1/2)]) of the hc,2%(B/2) calculated with the same equations using cA,h*=0.33 and 95 

cc,h*=0.89 proposed by Schüttrumpf et al. [13]. Although the tested dikes were similar, the estimations 96 

of hc,2%(B/2) given by Schuttrumpf et al. [13] are almost twice the estimations given by Van Gent [12]. 97 

Different experimental designs (e.g. bottom slope) and different experimental ranges (see, structure 98 
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slope and Rc/Hs ranges in Table 1) may explain some differences. Further discussion on slope angle 99 

influence can be found in Bosman et al. [15]. Nevertheless, this significant difference is hard to explain 100 

because both refer to dikes in similar conditions. 101 

Van der Meer et al. [16] conducted physical tests on a dike with a V/H = 1/3 slope and measured the 102 

OLT and OFV at the seaward crest edge, and at the landward crest edge. The range of variables in 103 

these tests is shown in Table 1.  104 

Van der Meer et al. [16] combined their experimental results with the observations obtained by Van 105 

Gent [12] and Schüttrumpf et al. [13]. Based on this new data base, Van der Meer et al. [16] proposed 106 

a new method for dikes also based on the difference between the run-up height exceeded by 2% of the 107 

incoming waves, Ru,2%, and the crest freeboard, Rc. Eq. (9) was proposed to estimate the OLT exceeded 108 

by 2% of the incoming waves at the seaward crest, hA,2%(Rc). Considering zA=Rc in Eq. (5), Eq. (9) 109 

leads to cA,h*=0.15 given in Table 1. Eqs. (10) and (11) describe the OFV exceeded by 2% of the 110 

incoming waves at the seaward crest, uA,2%(Rc), and the OFV decay along the crest, uc,2%(xc), 111 

respectively: 112 

𝒉𝑨,𝟐%(𝑹𝒄) = 	𝟎. 𝟏𝟑	(𝑹𝒖𝟐% 	−	𝑹𝒄) (9) 

𝒖𝑨,𝟐%(𝑹𝒄) = 	𝟎. 𝟑𝟓	 𝐜𝐨𝐭𝜶	Z𝒈	(𝑹𝒖𝟐% 	−	𝑹𝒄) (10) 

𝒖𝒄,𝟐%(𝒙𝒄)
𝒖𝑨,𝟐%(𝑹𝒄)

= 	𝒆𝒙𝒑 `−𝟏. 𝟒
𝒙𝒄

𝑳𝒎1𝟏,𝟎
b (11) 

where 𝛼 is the seaward slope angle, g is the gravity acceleration, and Lm-1,0 is the wave length based 113 

on the spectral period Tm-1,0. Van der Meer et al. [16] proposed a Rayleigh distribution to describe the 114 

distribution functions of the OLT and OFV. 115 

Lorke et al. [17] performed physical model tests on dikes (V/H = 1/3 and 1/6), focusing on the effect 116 

of wind and currents on the overtopping on dikes with 0.33≤Rc/Hs≤2.86 and 0.13≤Hs/hs≤0.3. These 117 

authors measured the OLT and OFV at the landward crest edge, using conventional wave gauges and 118 

miniature propellers. Based on their experimental observations, they proposed new values for the 119 
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empirical coefficient cc,h* of Eq. (7) given by Schüttrumpf and Van Gent [14] as a function of the 120 

seaside slope of the dike: cc,h* = 0.35 for V/H = 1/3 slope and cc,h* = 0.54 for V/H = 1/6 slope. It is 121 

noteworthy that these empirical coefficients were close to cc,h* = 0.40  proposed by Van Gent [12] for 122 

V/H=1/4. 123 

Hughes et al. [18] analyzed the small-scale measurements on slightly submerged levees from Hughes 124 

and Nadal [19] within the range -0.32≤Rc/Hs≤-0.11 and Rc = -0.29 m at the prototype scale (scale 125 

factor 1:25). During these tests, the OLT was measured on the crest close to the seaward side edge and 126 

landward edge using pressure cells, while the OFV was recorded using fiber-optic laser Doppler 127 

velocimeters at the same locations. From Eqs. (9) and (10) given by Van der Meer [16], Hughes et al. 128 

[18] derived a relationship between hA,2%(Rc) and uA,2%(Rc) and proposed the Eq. (12) using the 129 

landward side edge measurements: 130 

𝒖𝑨,𝟐%(𝒛𝑨 = 𝑹𝒄) = 	𝟏. 𝟓𝟑	Z𝒈	𝒉𝑨,𝟐%(𝒛𝑨 = 𝑹𝒄) (12) 

Hughes et al. [18] also investigated the correlation between the OLT and OFV corresponding to the 131 

same overtopping event. No correlation was found between the OLT and OFV corresponding to the 132 

same overtopping event. Additionally, the distribution functions for the overtopping variables were 133 

studied and their coefficients were fitted utilizing the 10% upper values to better describe the most 134 

extreme overtopping events. The Rayleigh distribution was recommended to describe the OLT and 135 

OFV distributions. 136 

EurOtop [1] proposed a method for dikes to estimate hA,2% and hc,2% based on the difference between 137 

the estimated wave run-up (Ru2%) and the crest freeboard (Rc). The OLT on the seaside slope edge of 138 

the dike, hA,2%(Rc), was estimated by Eq. (5) using the coefficient cA,h* given in Table 2. Ru2%, was 139 

estimated by Eqs. (13) 140 

𝑹𝒖𝟐%
𝑯𝒔

= 𝟏. 𝟔𝟓		𝜸𝒇	𝜸𝜷	𝜸𝒃	𝝃𝒔,1𝟏 (13a) 

with a maximum value of  141 
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𝑹𝒖𝟐%
𝑯𝒔

= 𝟏. 𝟎	𝜸𝒇	𝜸𝜷 	`𝟒	 −	
𝟏. 𝟓

Z𝜸𝒃	𝝃𝒔,1𝟏	
b (13b) 

where 𝛾p is the influence factor for an existing toe berm, 𝛾q	is the roughness factor, 𝛾r is the influence 142 

factor for oblique wave attack, and 𝜉t,1; is the breaker parameter given by Eq. (4). EurOtop [1] 143 

provided the roughness factors, 𝛾q.  144 

Table  2. Empirical coefficient cA,h* for Eq. (5) given by EurOtop [1]. 145 

Slope (V/H=1/3 and 1/4) Slope (V/H=1/6) 

0.20 0.30 

Once Ru2% is estimated using Eqs. (13), hA,2%(Rc) is calculated using Eq. (5) with the coefficient cA,h* 146 

given in Table 2. Finally, hc,2%(xC) is assumed to be constant after an initial turbulent zone and 147 

approximately equal to hc,2%(xC>>0)=(2/3)hA,2%(Rc) on the crest of the dike not close to the seaside 148 

slope.  149 

3. Experimental Methodology 150 

Two-dimensional small-scale physical tests were conducted in the wave flume (30 m ´ 1.2 m ´ 1.2 m) 151 

of the Laboratory of Ports and Coasts of the Universitat Politècnica de València (LPC-UPV), using a 152 

piston-type wavemaker and a gentle bottom slope (m = 1/50). Fig. 3 shows a longitudinal cross-section 153 

of the LPC-UPV wave flume as well as the location of the wave gauges utilized in this study. 154 

The cross section of the model depicted in Fig. 4 corresponds to a mound breakwater with V/H = 2/3 155 

slope and toe berms, protected with a single-layer Cubipod® armor, double-layer rock armor, and 156 

double-layer randomly-placed cube armor. In this study, the nominal diameters or equivalent cube 157 

sizes of the armor units were Dn = 37.9 mm for the Cubipod® units, Dn = 31.8 mm for rocks, and Dn= 158 

39.7 mm for cubes. The range of variables in the tests is listed in Table 3; the test matrix is shown in 159 

Appendix A. 160 
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 161 

Fig. 3. Longitudinal cross section of the LPC-UPV wave flume (dimensions in meters). 162 

 163 

Fig. 4. Cross section of models tested in the LPC-UPV wave flume (dimensions in mm). 164 

Table  3. Range of variables of 2D physical tests at the LPC-UPV wave fume. 165 

 Cubipod® (1L) Rock (2L) Cube (2L) 

Rc/Hs 0.43–1.38 0.80–1.75 0.34–1.67 

Hs/hs 0.30–0.73 0.29–0.61 0.20–0.64 

Hs/Dn 0.15–0.19 0.13–0.16 0.13–0.16 

B (mm) 240 259 265 

Dn (mm) 37.9 31.8 39.7 

One thousand random waves were generated following the JONSWAP spectra (𝛾= 3.3). The active 166 

wave absorption system AWACS was activated to avoid multireflections. 167 

6.3

30.0

G1    -   G5 G10 G11

9.0

1/25 1/50

5.5

G6 - G9

Bottom slopes

Model
location

Wave gaugesWave
maker

3.3 2.0 5.0 hs
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Each test series was associated to the water depth at the toe of the structure (hs). For a given hs, the 168 

significant wave height at the wave generation zone (Hsg) and peak period (Tp) were calculated such 169 

that the Iribarren number was maintained approximately constant along each test series of wave runs 170 

(Irp=Tp/cota(2pHsg/g)1/2≈ 3 or 5). For each Iribarren number, Irp, the values of the significant wave 171 

height at the wave generating zone (Hsg) were increased, from no damage to failure of the armor layer, 172 

or wave breaking at the generation zone. Hsg was increased within the range 80 ≤ Hsg(mm) ≤ 240 in 173 

steps of 10 mm. The water depth at the toe of the model was hs= 200 and 250 mm for the Cubipod® 174 

and rock armored models, and hs = 250 and 300 mm for the cube armored model. Owing to the 175 

importance of the crest freeboard of the structure when studying overtopping, two corrections have 176 

been considered: (1) the accumulated overtopping volumes extracted during the test series on a 177 

working day, and (2) the natural evaporation and facilities leakages that resulted in a small increase in 178 

the crest freeboard. The correction was 9.9 mm in the worst case. Neither pilling-up (wave gauge G11) 179 

nor low-frequency oscillations were significant during the tests. 180 

The water surface elevation was measured using 11 capacitive wave gauges. Wave gauges G1 to G5 181 

were placed close to the wavemaker following Mansard and Funke [20] recommendations, and were 182 

used to separate incident and reflected waves in the wave generation zone. Wave gauges G6 to G9 183 

were located along the flume near the model, where depth-induced wave breaking occurs and existing 184 

methods to separate incident and reflected waves are not reliable. Wave gauge G10 was placed on the 185 

model crest and G11 was located behind the model. The distances from G6, G7, G8, and G9 to the toe 186 

of the model were varied with the water depth at the toe, hs. G6, G7, G8, and G9 were placed at 187 

distances 5hs, 4hs, 3hs, and 2hs from the toe of the structure, respectively, according to Herrera and 188 

Medina [21].  189 

Armor damage was analyzed after each test by comparing the photographs captured perpendicular to 190 

the armor slope, using the Virtual Net method (Gómez-Martín and Medina [22]) in order to consider 191 

armor-unit extractions, sliding of the armor layer as a whole, and Heterogeneous Packing failure modes 192 
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simultaneously (see Gómez-Martín and Medina [23]). Overtopping discharges were measured using a 193 

weighing system located in a collection tank behind the breakwater model during the test. 194 

3.1. Measurement of overtopping layer thickness (OLT) and overtopping flow velocity (OFV) 195 

As mentioned previously, the OLT was measured in the middle of the model crest using the capacitive 196 

wave gauge G10. These capacitive wave gauges must be partially submerged and they are calibrated 197 

with a certain reference level daily. To allow G10 to measure the OLT on the model crest, this wave 198 

gauge was introduced into a void vertical cylinder inserted in the model. This cylinder was 85 mm in 199 

diameter and 120 mm in length, and was filled up with water before the tests. Its upper part was closed 200 

with a lid covering the cylinder except for a slot to pass the wave gauge. Aeration was considered 201 

negligible because visual inspection of the overtopping events did not show significant aeration, but a 202 

clear water surface. The performance of the wave gauge G10 was excellent when measuring the OLT; 203 

low noise as well as low variations in the base level were observed (see Fig. 5). In this study, the 204 

maximum measured OLT of each overtopping event is considered the measured hc(B/2). 205 

 206 

Fig. 5. Raw record of the OLT given by wave gauge G10. 207 

The OFV were recorded in 66 out of 123 physical tests (13 tests with Cubipod®-1L armor, 14 test with 208 

rock-2L armor and 39 tests with cube-2L armor) using three miniature propellers installed on the model 209 

O
LT
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crest in three different positions: (1) seaward edge of the crest, (2) middle of the crest, and (3) landward 210 

edge of the crest. These propellers (11.6 mm in diameter) could measure the velocities within the range 211 

0.15 m/s to 3.00 m/s. From the propeller measurements, the maximum measured values of the OFV of 212 

each overtopping event were obtained. Fig. 6 shows pictures of the aforementioned equipment. 213 

 214 

Fig. 6. Oblique view of the model in the LPC-UPV wave flume: (a) general view, (b) micro 215 

propellers and (c) wave gauge G10. 216 

3.2. Wave analysis 217 

Using wave gauges G1 to G5 located at the wave generation zone, incident and reflected waves were 218 

separated using the LASA-V method (see Figueres and Medina [24]). Although the LASA-V method 219 

is valid for nonlinear and nonstationary irregular waves, it is not valid for breaking waves. According 220 
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to Battjes and Groenendijk [25], Composite Weibull distribution describes the wave height distribution 221 

on shallow foreshores. This distribution function is the one implemented in SwanOne software (see 222 

Verhagen et al., [26]). The incident significant wave height in the depth-induced breaking zone was 223 

estimated using the incident waves at the wave generation zone and the SwanOne numerical model 224 

(Verhagen et al. [26]). This methodology was validated by Herrera and Medina [21], who compared 225 

the numerical SwanOne estimations with measurements in the wave flume without any structure. A 226 

similar comparison was also performed in this study; the results are depicted in Fig. 7.  227 

The relative Mean Squared Error (rMSE) given by Eq. (14) was used to measure the goodness of fit. 228 

0≤rMSE ≤1 estimates the proportion of variance not explained by the prediction technique; therefore, 229 

the lower rMSE, the better are the predictions. In this case, rMSE = 4.1%.  230 

𝒓𝑴𝑺𝑬 =
𝑴𝑺𝑬
𝑽𝑨𝑹 =

𝟏
𝑵𝒐

∑ (𝒕𝒊 − 𝒆𝒊)𝟐
𝑵𝒐
𝒊}𝟏

𝟏
𝑵𝒐

∑ (𝒕𝒊 − 𝒕̅)𝟐
𝑵𝒐
𝒊}𝟏

 (14) 

where MSE is the Mean Squared Error, VAR is the variance in the measured target values, No is the 231 

number of observations, ti is the target value, ei is the estimated value, and t ̅is the average measured 232 

target value. 233 
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 234 

Fig. 7. Comparison of measured Hs without structure in the model zone and estimation given by 235 

SwanOne. 236 

4. Comparison of the existing methods for estimating the overtopping layer thickness (OLT)  237 

As mentioned in section 2, several methods are given in the literature to estimate the OLT exceeded 238 

by 2% of the incoming waves on the crest of a dike, hc,2%. Although they were proposed for dikes and 239 

not for conventional mound breakwaters, a comparison was performed between the OLT observed in 240 

this study on mound breakwater crests and the predictions by the aforementioned methods for dikes. 241 

To apply the EurOtop [1] formulas, the roughness factors recommended in the manual were used: 𝛾q= 242 

0.49, 𝛾q= 0.40, and 𝛾q = 0.47 for single-layer Cubipod® armors, double-layer rock armored structures 243 

with a permeable core, and double-layer randomly-placed cube armors, respectively. However, it 244 

should be taken into account that Molines and Medina [27] pointed out that the roughness factors 245 
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depend on the formula and experimental database; thus, 𝛾q	should be calibrated specifically for each 246 

formula and database.  247 

Fig. 8 compares the measured OLT exceeded by 2% of the incoming waves at the middle of the 248 

breakwater crest, hc,2%(B/2), and the estimations given by Eqs. (5) and (7) (Schüttrumpf and Van Gent 249 

[14]) with coefficients cA,h* and cc,h* given in Table 1 (Van Gent [12], data in white, and Schüttrumpf  250 

et al. [13], data in blue) considering Ru2% calculated with Eqs. (1) to (4) given by Van Gent [11]; and 251 

Eqs. (5) with coefficient cA,h* given in Table 2 and hc,2%(B/2)=(2/3)hA,2%(Rc), proposed by EurOtop 252 

[1], considering Ru2% given in Eqs. (13) (EurOtop [1], data in red and black).  253 

 254 

Fig. 8. Comparison of measured and estimated overtopping layer thickness, hc,2%(B/2).  255 
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As mentioned in Section 2, estimations of hc,2%(B/2) given by Eqs. (5) and (7) with coefficients cA,h* 256 

and cc,h* proposed by Schüttrumpf et al. [13] are almost twice the estimations obtained when 257 

considering the coefficients proposed by Van Gent [12], due the differences in the empirical 258 

coefficients shown in Table 1. 259 

Using Eqs. (1) to (4) proposed by Van Gent [11] to estimate Ru2% and hc,2%(B/2) calculated using Eqs. 260 

(5) with cA,h*=0.20 and hc,2%(B/2)=(2/3)hA,2%(Rc) proposed by EurOtop [1], hc,2%(B/2) would be similar 261 

than that given by Eqs. (5) and (7) (Schüttrumpf and Van Gent [14]) with coefficients cA,h*=0.15 and 262 

cc,h*=0.40 proposed by Van Gent [12] (0.20/0.15×[(2/3)/exp(-0.40/2)]=1.09). As shown in Fig. 8, if 263 

Eqs. (13) proposed by EurOtop [1] with 𝛾q =1.00 are used to estimate Ru2% (data in red), the estimation 264 

of hc,2%(B/2) given by EurOtop [1] is also similar to that proposed by Van Gent [12]. However, if Eqs. 265 

(13) with 𝛾q proposed by EurOtop [1] are used to estimate Ru2% (data in black), the estimation of 266 

hc,2%(B/2) given by EurOtop [1] is much lower than hc,2%(B/2) given by Van Gent [12].  267 

To show the differences in estimating Ru2%/Hs when roughness factors [1] are used, calculations are 268 

given for Test #1 in Table A.2. (double layer rock armored model). In this case, Hs= 104 mm, Tm-1,0 = 269 

1.23s, 𝛾r = 𝛾p = 1, 𝛾q = 0.40 and 𝑡𝑎𝑛𝛼 = 2 3⁄ . 270 

𝜉t,1; = (2 3⁄ ) Z	[(2	 × 	𝜋	 × 	0.104) (9.81	 ×	1.23�)⁄ ]⁄ = 3.18. 271 

Using Eqs. (1) to (4) proposed by Van Gent [11] with c0 = 1.35 and c1 = 4.0. 272 

 𝑐� = 0.25	 ×	4.0� 1.35⁄ = 2.96 and 𝑝 = 0.5	 ×	4.0 1.35⁄ = 1.48. 273 

𝜉t,1; > 𝑝 and 𝑅𝑢�% 𝐻t⁄ = 4.0 − 2.96 3.18⁄ = 3.07. 274 

 Using Eqs. (13) proposed by EurOtop [1], 275 

𝑅𝑢�% 𝐻t⁄ = 1.65 × 1 × 1 × 0.40 × 3.18 = 2.06 276 

With a maximum value of 277 

𝑅𝑢�% 𝐻t⁄ = 1.0 × 0.40 × 1 × �4 − 1.5 √1 × 3.18⁄ � = 1.26 278 

𝑅𝑢�% 𝐻t⁄  (Van Gent [11]) = 3.07 >> 1.26 = 𝑅𝑢�% 𝐻t⁄  (EurOtop [1]) 279 
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None of the existing estimators for dikes compared in Fig. 8 represent the OLT on mound breakwaters 280 

satisfactorily. Furthermore, significant differences are found between some methods given in the 281 

literature for dikes. 282 

5. A new method to estimate the overtopping layer thickness (OLT) on mound breakwater crests  283 

5.1. OLT exceeded by 2% of the incoming waves, hc,2% (B/2) 284 

The formulas proposed by Schüttrumpf and Van Gent [14] and EurOtop [1] to estimate the OLT 285 

exceeded by 2% of the incoming waves on the crest of dikes (smooth impermeable slope) are not 286 

directly applicable to typical mound breakwaters (rough permeable slope where infiltration occurs).  287 

The methods proposed by EurOtop [1], Van Gent [12] and Schüttrumpf et al. [13] to calculate the OLT 288 

on the crest of the dikes are based on the estimation of Ru2%. In this study on mound breakwaters, it is 289 

reasonable to use Eqs. (15) to estimate Ru2%, as indicated by EurOtop [1] for mound breakwaters, 290 

calibrating the roughness factor 𝛾q	to the formula and experimental observations recorded in this study. 291 

𝑹𝒖𝟐%
𝑯𝒔

	= 	𝟏. 𝟔𝟓	𝜸𝒇	𝜸𝜷	𝜸𝒃	𝝃𝒔,1𝟏 (15a) 

with a maximum value of  292 

𝑹𝒖𝟐%
𝑯𝒔

	= 	𝟏. 𝟎𝟎	𝜸𝒇,𝒔𝒖𝒓𝒈𝒊𝒏𝒈𝜸𝜷	𝜸𝒃 `𝟒. 𝟎	 −	
𝟏. 𝟓

Z𝝃𝒔,1𝟏	
b (15b) 

where gf,surging [-] is a coefficient that increases linearly up to 1.0 following  293 

𝜸𝒇,𝒔𝒖𝒓𝒈𝒊𝒏𝒈 	= 	𝜸𝒇 	+	�𝝃𝒔,1𝟏 	− 	𝟏. 𝟖�
𝟏	 −	𝜸𝒇
𝟖, 𝟐  (15c) 

The maximum Ru2%/Hs is 2.0 for permeable core. In this case, 𝛾r = 𝛾p = 1. 294 

It is convenient to point out that roughness factors, 𝛾q, is a fitting parameter and 𝛾q is different 295 

depending on the formula and database [27]. It is also reasonable to use Eqs. (5) and (7) proposed by 296 

Schüttrumpf and Van Gent [14], calibrating the empirical coefficient cA,h* with the experimental 297 

observations of this study. 298 
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 Since OLT has been only measured in one site of the crest (xC=B/2), cc,h* cannot be calibrated in this 299 

study and the highest value of cc,h* (maximum decay along the crest) found in the literature for dikes 300 

(cc,h* = 0.89) is assumed. If cc,h* was calibrated in the future (for mound breakwaters), the optimum 301 

cA,h* given in Table 4 should be modified to keep constant cA,h* ´ exp(-cc,h*/2). 302 

Considering a specific estimator and a given dataset, the rMSE could be used to estimate the optimum 303 

values of the roughness factors and empirical coefficients. However, no information would be obtained 304 

regarding the uncertainty of their estimations. Hence, a bootstrap resample technique was applied in 305 

this study to assess the uncertainty of the estimations. This technique consists of the random selection 306 

of N data from N original datasets. The probability of each datum to be selected each time is 1/N; 307 

therefore, some data were selected once, or more than once while some other data were absent in a 308 

resample.  309 

First, using the results from 123 physical tests performed at the LPC-UPV wave flume, 1,000 310 

resamples were performed optimizing both the roughness factors and the empirical coefficient cA,h*. 311 

Thus, 1,000 values of roughness factors and empirical coefficients that minimize the rMSE were 312 

obtained, and they were used to statistically characterize the parameters using percentiles 5%, 50%, 313 

and 95% (see Table 4).  314 

Table  4. First level bootstrap resample results. 315 

 P5% P50% P95% 

cA,h* 0.49 0.52 0.54 

Subsequently, the empirical coefficient value was fixed to their 50% percentile (cA,h* = 0.52), and 1,000 316 

bootstrap resamples were performed varying only the roughness factors, 𝛾q. The optimum roughness 317 

factors can be obtained for the model proposed using the 50% percentile for the empirical coefficients 318 

and the existing database. Using the obtained 1,000 values of each roughness factor, they were 319 

statistically characterized using the referred percentiles. Tables 4 and 5 show the results from both 320 

bootstrap resample levels. 321 
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Table  5. Second level bootstrap resample results using cA,h* = 0.52 and cc,h* =  0.89. 322 

  P5% P50% P95% rMSE 

Roughness 

factor (𝛾q) 

Cubipod® (1L) 0.32 0.33 0.34 0.149 

Rock (2L) 0.46 0.48 0.50 0.183 

Cube (2L) 0.33 0.35 0.36 0.159 

Fig. 9 shows the measured OLT at the middle of the breakwater crest, hc,2%(B/2), as compared to the 323 

estimations given by Eqs. (15) and Eqs. (5) and (7) using the 50% percentile for the roughness factors 324 

and empirical coefficients given in Tables 4 and 5, as well as the 90% confidence interval. The rMSE, 325 

used to measure the goodness of fit, is given in Table 5.  326 
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Fig. 9. Comparison of measured and estimated overtopping layer thickness, hc,2%(B/2), and 90% 328 

confidence interval.  329 

5.2. Distribution of OLT, hc (B/2) 330 

Extreme overtopping events are critical to assess the hydraulic stability of the breakwater crest and 331 

overtopping hazard to humans. Hence, it is necessary to describe not only the OLT exceeded by 2% 332 

of the incoming waves but also the OLT distribution in the most severe wave storms. As indicated by 333 

Hughes et al. [18], the extreme tail of the distribution of the overtopping variables is described better 334 

when only considering the low exceedance events. Therefore, in this study, only the OLT values 335 

associated with exceedance probabilities below 2% are used for calibration purposes. 336 

As presented in section 2, in previous studies, a Rayleigh distribution was suggested for describing the 337 

overtopping variable distributions. Nevertheless, in this study, the best results were obtained with an 338 

Exponential distribution, given by Eq. (16). 339 

𝑭`
𝒉𝒄(𝑩/𝟐)
𝒉𝒄,𝟐%(𝑩/𝟐)

b = 	𝟏 − 	𝒆𝒙𝒑 `−𝑲𝟏
𝒉𝒄(𝑩/𝟐)
𝒉𝒄,𝟐%(𝑩/𝟐)

b (16) 

where hc(B/2) is the value of the OLT with exceedance probabilities under 2%, hc,2%(B/2) is the OLT 340 

not exceeded by 2% of the incoming waves, and K1 is an empirical coefficient to be calibrated. K1 is 341 

estimated for each physical test based on the 20 (1,000 ´ 2%) highest measured values of the OLT. 342 

The exceedance probability assigned to each OLT value was obtained as m/(N+1), where m is the rank 343 

of the OLT observation and N the number of waves. Based on 2,460 (20 ´ 123) values obtained from 344 

123 physical model tests, the best estimation is K1 = 4.2. This coefficient was calculated as the 50% 345 

percentile of the 123 values that minimize the rMSE for each of the 20 OLT datasets. Fig. 10 shows 346 

the variability of the best fit values for K1. Fig. 11 presents three example datasets of the proposed 347 

Exponential distribution in probability plot, while Fig. 12 shows the measured OLT distribution for 348 

each test against the proposed distribution, as well as the 90% confidence interval. As a result, rMSE 349 

= 0.162, indicating a good agreement with the experimental observations. 350 



 

 
22 

 351 

Fig. 10. 95%, 50%, and 5% percentile of K1. 352 
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Fig. 11. Typical sample of cumulative distribution functions of OLT in equivalent probability 354 

plot. 355 

 356 

Fig. 12. Measured and estimated distribution of OLT in the middle of the breakwater crest, hc 357 

(B/2), for each test and 90% confidence interval. 358 
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statistics of the OLT and the statistics of the OFV (see Eqs. (8) and (12)). In this study, a new formula 363 

is proposed to estimate the OFV in the middle of the breakwater crest exceeded by 2% of the incoming 364 

waves, based on the relationship given by Eq. (17). It is noteworthy that the OLT exceeded by 2% of 365 

the incoming waves and OFV exceeded by 2% of the incoming waves do not always correspond to the 366 

same overtopping event. 367 

𝒖𝒄,𝟐%(𝑩/𝟐) = 	𝑲𝟐Z𝒈	𝒉𝒄,𝟐%(𝑩/𝟐) (17) 

where uc,2%(B/2) is the OFV at the middle of the breakwater crest exceeded by 2% of the incoming 368 

waves, K2 is an empirical coefficient to be calibrated that depends on the armor unit, and hc,2%(B/2) is 369 

the OLT at the middle of the breakwater crest exceeded by 2% of the incoming waves. 370 

To obtain the best K2 for each armor layer, the bootstrap resample technique was applied similarly to 371 

that described in section 4.1. Note that only the measured velocities within the operation range of the 372 

propellers (see section 3) have been used. First, 1,000 bootstrap resamples were created using the 66 373 

OFV values. The optimum K2 was determined for each sample as the one that minimizes the rMSE. 374 

Hence, 1,000 values of K2 were obtained for each armor layer, such that they could be characterized 375 

statistically. The 5%, 50%, and 95% percentiles were used to this end and they are presented in Table 376 

6 as well as rMSE values when using P50% of K2. Fig. 13 compares the measured overtopping flow 377 

velocity exceeded by 2% of the incoming waves in the middle of the breakwater crest and the 378 

estimation given by Eq. (17) when using the 50% percentile of the K2 coefficient.  379 

Table  6. Statistical characterization of K2 and rMSE values when using 50% percentile. 380 

K2 P5% P50% P95% rMSE 

Cubipod® (1L) 0.56 0.57 0.59 0.228 

Rock (2L) 0.46 0.47 0.49 0.114 

Cube (2L) 0.57 0.60 0.63 0.233 

 381 
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 382 

Fig. 13. Comparison of measured and estimated overtopping flow velocity, uc,2%(B/2), and 90% 383 

confidence interval. 384 

6.2. Distribution of OFV, uc (B/2) 385 

Eq. (17) shows a 1/2-power relationship between the OLT and OFV, and an Exponential distribution 386 

for the OLT has been proposed in section 5.2. Thus, a Rayleigh distribution is expected for the OFV, 387 

which is given by Eq. (18). 388 
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𝒖𝒄(𝑩/𝟐)
𝒖𝒄,𝟐%(𝑩/𝟐)
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£
𝟐
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where uc(B/2) is the value of the OFV with an exceedance probability under 2%, uc,2%(B/2) is the OFV 389 

not exceeded by 2% of the incoming waves, and K3 is an empirical coefficient to be calibrated. K3 is 390 

estimated similarly as described in section 4.2. Based on 1,320 (66 ´ 20) values from 66 physical tests, 391 

the empirical coefficient is K3 = 3.6, calculated as the value that minimizes the rMSE. The variability 392 

of K3 values is presented in Fig. 14. Fig. 15 presents three example datasets of the proposed Rayleigh 393 

distribution in probability plot, while Fig. 16 compares the measured distribution of the OFV for each 394 

test versus the proposed distribution, as well as the 90% confidence interval. 395 

 396 

Fig. 14. 95%, 50%, and 5% percentile of K3. 397 
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 398 

Fig. 15. Typical sample of cumulative distribution function of OFV in equivalent probability 399 

plot. 400 
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 401 

Fig. 16. Measured and estimated distribution of OFV in the middle of the breakwater crest, uc 402 

(B/2), and 90% confidence interval. 403 
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selected, and the OFV values corresponding to the same overtopping event were determined, hc(B/2) 412 

and uc,h(B/2). The pairs of values where the velocity measurement is under 0.15 m/s were removed, as 413 

they were out of the operational range of the micro propellers (see section 3). Thus, not each physical 414 

test contains 20 pairs of hc(B/2) and uc,h(B/2). Fig. 17 shows the hc(B/2) values of each physical test 415 

compared to uc,h(B/2).  416 

 417 

Fig. 17. Comparison of hc(B/2) and uc,h(B/2) corresponding to the same overtopping event. 418 
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Fig. 17 shows no clear correlation between measured hc(B/2) and uc,h(B/2). This result agrees with that 419 

of Hughes et al. [18], where no correlation was found between the OLT and OFV corresponding to the 420 

same overtopping event. It is noteworthy that the OLT and OFV (peak values) of the same overtopping 421 

event may not be simultaneous in time.  422 

In this study, a statistical analysis was conducted to analyze the possible dependency of the OLT and 423 

OFV in the same overtopping event. In this case, the data were not Gaussian distributed; therefore, 424 

nonparametric statistical methods were used. 425 

First, a hypothesis test based on the nonparametric Wald–Wolfowitz randomness test was used [28]. 426 

The null hypothesis (H0) corresponds to the independency of the maximum values of the OLT, hc(B/2), 427 

and the OFV corresponding to the same overtopping event, uc,h(B/2). To apply the Wald–Wolfowitz 428 

randomness test, a minimum of eight pairs of values is required; therefore, it is applicable only to 47 429 

physical tests. Using the level of significance of 𝛼 = 0.10, H0 was only rejected in five cases. The 430 

number of rejected cases has a binomial distribution with N = 47 and probability of rejection of the 431 

null hypothesis p = 0.1 (q = 0.9). The mean value is 𝑁𝑝 =	4.7 and the standard deviation is Z𝑁𝑝𝑞 =432 

	2.1. Using a significance level of 𝛼 = 0.10, H0 should be rejected only if the number of rejected tests 433 

is higher than seven cases (4.7 + 1.28 ´ 2.1); five (less than seven) rejected cases implies that the 434 

independence between hc(B/2) and uc,h(B/2) (H0) is not rejected in this nonparametric test. 435 

An additional nonparametric correlation test is proposed in this study to verify the independency of 436 

hc(B/2) and uc,h(B/2). This second test is based on the idea that if a significant correlation exists between 437 

hc(B/2) and uc,h(B/2) corresponding to the same overtopping event, the mean value of their product is 438 

significantly higher than the one obtained randomly reordering uc,h(B/2) within each test. In this 439 

hypothesis test, the H0 corresponds to the independence between hc(B/2) and uc,h(B/2). A scheme of 440 

the test is depicted in Fig. 18. 441 

The N highest OLT values of each physical test hc(B/2)i,j, with the corresponding OFV values, 442 

uc,h(B/2)i,j were selected, where i = 1,...,66 is the test order number and j = 1,...≤20 is the data rank. 443 
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They were multiplied to obtain a fictitious overtopping discharge, qi,j, and the average of these 444 

fictitious overtopping discharges within the same physical test was calculated 𝑞§A. Subsequently, 445 

uc,h(B/2)i,j values were randomly re-arranged within each test and associated to hc(B/2)i,j; this re-446 

arrangement was repeated 100 times to obtain (uc,h(B/2)i,j)k, where k = 1,2,...,100 is the resample order 447 

number. New fictitious overtopping discharges were obtained, (qi,j)k, and 100 new average fictitious 448 

overtopping discharges were calculated (𝑞§A)¨ for each physical test. Consequently, 6,600 (66 ´ 100) 449 

new average fictitious overtopping discharges (𝑞§A)¨ were obtained and compared to 𝑞§A obtained from 450 

the 66 tests without any re-arrangement. 451 

If the OLT and OFV were correlated, 𝑞§A would be higher than (𝑞§A)¨ frequently. If hc(B/2) and uc,h(B/2) 452 

are independent (null hypothesis H0), the number of cases where 𝑞§A 	> (𝑞§A)¨ is a binomial distribution 453 

with N = 6,600, and the probabilities of acceptance and rejection of the hypothesis p = q = 0.5. The 454 

mean value is 𝑁𝑝 =3,300 and the standard deviation is Z𝑁𝑝𝑞 =	41. The null hypothesis will be 455 

rejected if the number of cases with 𝑞§A 	> (𝑞§A)¨ exceeds 3,352 (3,300 + 1.28 ́  41), using a significance 456 

level 𝛼= 0.10. From 6,600 cases, only 3,172 (<3,352) cases have 𝑞§A 	> (𝑞§A)¨.  Subsequently, the H0, 457 

i.e., independence between hc(B/2) and uc,h(B/2), is not rejected. 458 
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 459 

Fig. 18. Scheme of the correlation test. 460 

According to these results, the OLT and OFV corresponding to the same overtopping event are not 461 

correlated. This implies that the wave conditions and structure geometry determine the magnitude of 462 

the overtopping event (see sections 4 and 5); therefore, the OLT and OFV statistics tend to increase or 463 

decrease with similar variables. Nevertheless, contrary to intuition, a relatively high OLT during a 464 

specific overtopping event do not necessarily correspond to a relatively high OFV, and vice versa.  465 
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8. Conclusions 466 

The increasing social concern on the visual impact of coastal structures and climate change effects on 467 

the coast (e.g., sea level rise) tends to reduce the crest freeboards and increase overtopping rates. The 468 

overtopping hazard must be considered in the design and adaptation of the existing coastal structures. 469 

The mean overtopping rate is typically considered to design the crest of mound breakwaters. The OLT 470 

and OFV on the crest are also relevant for the hydraulic stability of the armored crest and rear side, as 471 

well as pedestrian safety when standing on the breakwater crest.  472 

In this study, 123 physical tests of conventional mound breakwaters using a single-layer Cubipod® 473 

armor, a double-layer rock armor, and a double-layer randomly-placed cube armor were performed on 474 

the LPC-UPV wave flume. 66 tests measured both the OLT and OFV, while 57 additional tests 475 

measured only the OLT. The OLT on the model crest was measured with a conventional capacitance 476 

wave gauge, providing reliable measurements with a low level of noise. The OFV on the crest was 477 

measured using three miniature propellers. 478 

A new method is proposed to estimate the OLT exceeded by 2% of the incoming waves at the middle 479 

of the breakwater crest, hc,2%(B/2). It is based on Eqs. (15) to estimate the run-up Ru2% proposed by 480 

EurOtop [1] for mound breakwaters, but using roughness factors calibrated with the experimental 481 

results given in this study:  𝛾q= 0.33 (Cubipod®-1L), 0.48 (rocks-2L), and 0.35 (cubes-2L). The new 482 

method estimated hc,2%(B/2) with Eqs. (5) and (7) proposed by Schüttrumpf and Van Gent [14] for 483 

dikes, but using the empirical coefficients cA,h* = 0.52 and cc,h* = 0.89 calibrated in this study. The 484 

relative Mean Squared Error was 0.149<rMSE <0.183. 485 

To describe the OLT distribution at the middle of the breakwater crest hc(B/2) with exceedance 486 

probabilities under 2%, an exponential distribution function (K1 = 4.2) was proposed, as shown in Eq. 487 

(16). K1 was calibrated using experimental observations (rMSE = 0.162).  488 

A new method was also proposed to estimate the OFV exceeded by 2% of the incoming waves at the 489 

middle of the breakwater crest, uc,2%(B/2). The formula to estimate uc,2%(B/2) is given by Eq. (17). The 490 
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empirical coefficient of the proposed model was calibrated using the experimental observations for 491 

each armor layer: K2 = 0.57 (Cubipod®-1L), 0.47 (rocks-2L) and 0.60 (cubes-2L): 0.114<rMSE< 492 

0.233.  493 

The OFV distribution with exceedance probabilities under 2%, uc(B/2), was described with a Rayleigh 494 

distribution function (K3 = 3.6), according to Eq. (18).  K3 was calibrated with the experimental data 495 

(rMSE = 0.271). 496 

Finally, the correlation between OLT and OFV corresponding to the same extreme overtopping event 497 

was analyzed using two nonparametric tests. The statistics of the OLT and OFV were clearly related; 498 

however, contrary to intuition, the OLT and OFV values corresponding to the same overtopping event 499 

appeared to be independent; the null hypothesis of independence was not rejected at a significance 500 

level of 10%.  501 

The results are valid for mound breakwaters (0.34≤Rc/Hs≤1.75) with armor slope V/H = 2/3 on a gentle 502 

sea bottom (m = 1/50).  503 
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APPENDIX A. Test matrix 512 

This appendix shows the test matrix used in this study. Wave runs of NW=1,000 waves following a 513 

JONSWAP spectra (𝛾 = 3.3) were generated. Rc is the crest freeboard, hs is the water depth at the toe 514 

of the structure, Hsg is the significant wave height in the generation zone, Tm-1,0 is the spectral mean 515 

wave period, Hs=4(m0)1/2 is the significant wave height at the toe of the structure, H1/10 is the average 516 

wave height of the highest tenth waves, H2% is the wave height exceeded by 2% of the waves and 517 

POL=NOL/NW, where NOL is the number of OLT events. 518 

 519 

Test # Rc (mm) hs (mm) Hsg (mm) Tm-1,0(s) Hs (mm) H1/10/Hs (-) H2%/Hs (-) POL 
1 120.4 200.4 99.8 1.14 92.3 1.38 1.51 5.0% 
2 120.5 200.5 108.6 1.22 100.0 1.39 1.53 8.2% 
3 120.6 200.6 117.5 1.23 106.2 1.40 1.54 15.7% 
4 120.8 200.8 125.6 1.22 110.6 1.41 1.55 21.1% 
5 121.3 201.3 134.5 1.29 117.1 1.42 1.56 27.4% 
6 121.5 201.5 145.2 1.32 122.1 1.43 1.57 33.1% 
7 121.6 201.6 152.6 1.35 125.2 1.44 1.58 39.4% 
8 121.7 201.7 161.8 1.41 129.4 1.45 1.59 45.0% 
9 121.9 201.9 168.7 1.42 130.7 1.45 1.59 50.1% 
10 122.1 202.1 180.2 1.39 131.2 1.45 1.59 58.4% 
11 122.3 202.3 189.4 1.54 136.0 1.46 1.60 61.0% 
12 120.0 200.0 198.4 1.53 136.1 1.46 1.60 68.4% 
13 120.4 200.4 206.5 1.56 136.9 1.46 1.60 68.9% 
14 120.1 200.1 86.0 1.60 89.0 1.35 1.48 5.2% 
15 120.3 200.3 97.9 1.73 102.5 1.40 1.54 13.1% 
16 120.4 200.4 108.3 1.73 110.9 1.41 1.55 23.5% 
17 120.6 200.6 117.4 1.79 117.9 1.43 1.57 34.9% 
18 120.9 200.9 127.2 1.79 124.5 1.44 1.58 42.2% 
19 121.3 201.3 136.9 1.91 131.5 1.45 1.59 52.4% 
20 121.8 201.8 143.8 2.05 134.3 1.45 1.60 61.2% 
21 122.6 202.6 153.5 2.06 137.7 1.46 1.61 68.0% 
22 120.0 200.0 158.3 2.08 139.2 1.46 1.61 74.7% 
23 121.0 201.0 167.1 2.09 141.2 1.47 1.61 77.1% 
24 122.0 202.0 176.1 2.08 142.6 1.47 1.62 83.0% 
25 123.2 203.2 184.8 2.21 145.0 1.47 1.62 86.4% 
26 70.2 250.2 81.49 1.02 74.7 1.32 1.45 6.3% 
27 70.3 250.3 90.75 1.13 84.7 1.33 1.47 12.1% 
28 70.4 250.4 98.59 1.14 91.8 1.34 1.48 20.8% 
29 70.4 250.4 108.82 1.21 101.7 1.36 1.49 29.3% 
30 70.6 250.6 118.04 1.19 108.8 1.37 1.50 42.2% 
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Test # Rc (mm) hs (mm) Hsg (mm) Tm-1,0(s) Hs (mm) H1/10/Hs (-) H2%/Hs (-) POL 
31 70.7 250.7 126.89 1.22 116.2 1.38 1.52 54.6% 
32 71.0 251.0 136.09 1.27 124.3 1.39 1.53 65.6% 
33 71.3 251.3 145.16 1.37 132.7 1.40 1.54 73.8% 
34 71.8 251.8 152.58 1.36 137.9 1.41 1.55 83.9% 
35 72.8 252.8 162.74 1.44 143.6 1.42 1.56 87.6% 
36 73.8 253.8 173.02 1.49 149.3 1.43 1.57 98.9% 
37 75.0 255.0 182.62 1.52 153.8 1.43 1.58 100.0% 
38 76.7 256.7 192.63 1.58 158.3 1.44 1.58 100.0% 
39 78.2 258.2 198.21 1.57 159.2 1.44 1.58 100.0% 
40 79.9 259.9 205.67 1.60 161.3 1.45 1.59 100.0% 
41 71.3 251.3 76.27 1.55 76.5 1.32 1.45 11.9% 
42 71.6 251.6 87.19 1.65 88.6 1.34 1.47 26.6% 
43 70.0 250.0 95.99 1.76 99.7 1.36 1.49 38.8% 
44 70.3 250.3 106.51 1.75 110.2 1.37 1.51 54.3% 
45 70.8 250.8 114.58 1.83 118.4 1.38 1.52 65.1% 
46 71.9 251.9 125.29 1.87 128.8 1.40 1.54 82.9% 
47 70.0 250.0 133.68 2.01 136.9 1.41 1.55 100.0% 
48 71.9 251.9 142.18 2.11 144.6 1.42 1.56 98.6% 
49 74.0 254.0 150.71 2.00 148.7 1.43 1.57 100.0% 
50 70.0 250.0 160.75 2.09 154.0 1.43 1.58 100.0% 
51 70.3 250.3 168.62 2.17 158.0 1.44 1.58 100.0% 
52 70.6 250.6 177.19 2.14 161.7 1.45 1.59 100.0% 
53 71.3 251.3 181.92 2.24 164.4 1.45 1.59 100.0% 
54 120.0 200.0 62.78 0.91 57.0 1.31 1.44 <2% 
55 120.2 200.2 71.75 1.00 65.9 1.33 1.46 <2% 
56 120.3 200.3 80.79 1.03 74.3 1.35 1.48 <2% 
57 120.3 200.3 90.65 1.14 84.8 1.37 1.50 <2% 
58 120.0 200.0 75.22 1.54 77.3 1.35 1.48 <2% 
59 70.0 150.0 62.13 0.96 56.7 1.29 1.42 <2% 
60 70.1 150.1 72.71 0.94 66.1 1.31 1.44 <2% 

Table A. 1. Test matrix for single-layer Cubipodâ armored model.  520 

 521 
Test # Rc (mm) hs (mm) Hsg (mm) Tm-1,0(s) Hs (mm) H1/10/Hs (-) H2%/Hs (-) POL 

1 151.4 200.3 113.9 1.23 103.9 1.40 1.54 6.40% 
2 151.8 200.7 121.9 1.22 108.5 1.41 1.55 7.90% 
3 151.1 200.0 130.9 1.27 114.9 1.42 1.56 12.80% 
4 151.3 200.2 83.5 1.60 86.9 1.37 1.50 3.20% 
5 151.3 200.2 94.2 1.73 99.3 1.39 1.53 8.80% 
6 151.5 200.4 104.6 1.73 108.0 1.41 1.55 18.20% 
7 151.9 200.8 113.2 1.79 116.5 1.42 1.56 29.60% 
8 152.1 201.0 121.8 1.79 121.9 1.43 1.57 37.90% 
9 102.1 251.0 79.0 1.02 72.5 1.32 1.45 2.30% 
10 101.1 250.0 87.8 1.13 81.2 1.33 1.46 5.64% 
11 101.7 250.6 96.6 1.14 89.7 1.34 1.47 9.83% 
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Test # Rc (mm) hs (mm) Hsg (mm) Tm-1,0(s) Hs (mm) H1/10/Hs (-) H2%/Hs (-) POL 
12 101.1 250.0 104.6 1.21 97.3 1.35 1.49 19.54% 
13 101.2 250.1 115.5 1.19 108.1 1.37 1.50 26.14% 
14 101.3 250.2 123.8 1.22 113.9 1.38 1.51 36.33% 
15 101.7 250.6 130.5 1.27 120.5 1.39 1.52 43.50% 
16 101.1 250.0 74.2 1.55 74.4 1.32 1.45 6.30% 
17 101.2 250.1 84.8 1.65 86.2 1.34 1.47 15.80% 
18 101.4 250.3 95.4 1.76 99.2 1.36 1.49 30.10% 
19 101.1 250.0 105.2 1.75 109.0 1.37 1.50 51.40% 
20 101.2 250.1 111.9 1.83 117.2 1.38 1.52 60.40% 
21 101.3 250.2 122.5 1.87 126.6 1.39 1.53 69.50% 
22 151.1 200.0 62.7 0.89 57.0 1.31 1.44 <2% 
23 151.4 199.7 71.1 1.00 65.4 1.33 1.46 <2% 
24 151.7 199.5 79.7 1.00 73.1 1.34 1.48 <2% 
25 151.1 200.0 86.9 1.10 80.7 1.36 1.49 <2% 
26 151.2 199.9 96.5 1.16 89.8 1.37 1.51 <2% 
27 151.3 199.8 105.0 1.20 97.0 1.39 1.52 <2% 
28 151.1 200.0 73.1 1.54 75.2 1.35 1.48 <2% 
29 101.1 250.0 60.4 0.91 55.1 1.29 1.42 <2% 
30 101.6 249.6 69.4 0.96 63.3 1.30 1.43 <2% 

Table A. 2. Test matrix for double-layer rock armored model. 522 

 523 
Test # Rc (mm) hs (mm) Hsg (mm) Tm-1,0(s) Hs (mm) H1/10/Hs (-) H2%/Hs (-) POL 

1 111.7 249.4 81.7 1.09 75.6 1.32 1.45 2.8% 
2 111.9 249.2 91.0 1.16 84.9 1.33 1.47 4.4% 
3 112.0 249.1 97.9 1.15 91.2 1.34 1.48 7.3% 
4 112.3 248.8 107.9 1.19 100.3 1.36 1.49 10.6% 
5 112.4 248.7 116.4 1.21 108.1 1.37 1.50 14.0% 
6 111.1 250.0 126.1 1.29 117.3 1.38 1.52 21.8% 
7 111.3 249.8 137.1 1.37 127.0 1.40 1.53 27.1% 
8 111.5 249.6 146.4 1.36 132.4 1.40 1.54 32.5% 
9 111.8 249.3 155.0 1.45 140.0 1.41 1.55 36.9% 
10 112.1 249.0 163.4 1.49 145.2 1.42 1.56 41.9% 
11 112.5 248.6 175.3 1.49 150.0 1.43 1.57 48.9% 
12 112.9 248.2 182.2 1.52 153.6 1.43 1.58 51.8% 
13 111.1 250.0 186.6 1.57 156.5 1.44 1.58 55.8% 
14 111.5 249.6 190.4 1.57 157.6 1.44 1.58 58.0% 
15 111.1 250.0 69.3 1.55 69.5 1.31 1.44 2.2% 
16 111.6 249.6 80.2 1.70 82.3 1.33 1.46 6.4% 
17 111.9 249.2 91.7 1.72 94.7 1.35 1.48 12.9% 
18 112.0 249.1 101.2 1.77 105.1 1.36 1.50 22.1% 
19 111.1 250.0 107.9 1.95 114.3 1.38 1.51 30.7% 
20 111.5 249.6 118.3 1.88 123.0 1.39 1.53 44.8% 
21 111.9 249.2 126.9 2.04 132.1 1.40 1.54 52.9% 
22 112.4 248.7 135.5 2.08 139.7 1.41 1.55 61.5% 
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Test # Rc (mm) hs (mm) Hsg (mm) Tm-1,0(s) Hs (mm) H1/10/Hs (-) H2%/Hs (-) POL 
23 113.2 247.9 141.5 2.08 144.0 1.42 1.56 100.0% 
24 114.6 246.5 151.2 2.10 148.7 1.43 1.57 80.3% 
25 116.1 245.0 162.0 2.24 155.3 1.44 1.58 87.4% 
26 111.1 250.0 173.4 2.25 160.9 1.44 1.59 92.3% 
54 61.2 299.9 72.7 0.91 66.8 1.29 1.42 2.4% 
28 61.3 299.8 81.7 0.97 74.9 1.30 1.43 8.7% 
29 61.4 299.7 89.3 1.04 82.4 1.31 1.44 16.1% 
30 61.5 299.6 98.9 1.09 91.8 1.32 1.45 21.9% 
31 61.9 299.2 107.6 1.12 99.9 1.33 1.46 27.7% 
32 62.1 299.0 115.6 1.18 108.4 1.34 1.47 29.4% 
33 62.2 298.9 124.2 1.23 114.8 1.35 1.48 32.6% 
34 62.5 298.6 131.8 1.13 123.5 1.36 1.50 34.4% 
35 62.7 298.4 137.3 1.28 128.7 1.37 1.50 38.4% 
36 63.2 297.9 147.0 1.34 138.3 1.38 1.51 41.2% 
37 63.7 297.4 154.7 1.40 143.3 1.38 1.52 43.8% 
38 61.1 300.0 164.7 1.38 151.6 1.39 1.53 50.3% 
39 62.5 298.6 173.4 1.55 160.0 1.40 1.54 50.3% 
40 64.0 297.1 180.9 1.54 163.8 1.41 1.55 48.9% 
41 65.8 295.3 190.1 1.55 169.0 1.42 1.56 45.8% 
42 68.4 292.7 199.4 1.62 175.1 1.42 1.56 47.2% 
43 61.1 300.0 70.5 1.54 69.5 1.29 1.42 10.0% 
44 61.2 299.9 81.1 1.65 80.9 1.31 1.44 21.5% 
45 61.3 299.8 90.8 1.76 92.5 1.32 1.45 34.5% 
46 62.0 299.1 99.6 1.77 101.6 1.33 1.47 43.3% 
47 62.7 298.4 108.6 1.92 112.9 1.35 1.48 59.9% 
48 61.1 300.0 116.6 1.90 120.7 1.36 1.49 72.6% 
49 62.0 299.1 126.0 2.05 131.5 1.37 1.51 82.2% 
50 111.1 250.0 54.4 0.95 49.6 1.28 1.41 <2% 
51 111.3 249.8 62.6 0.95 57.0 1.29 1.42 <2% 
52 111.1 250.0 72.9 1.04 66.9 1.31 1.44 <2% 
53 61.1 300.0 64.3 0.91 59.0 1.28 1.41 <2% 

 524 
Table A. 3. Test matrix for double-layer cube armored model. 525 

  526 
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