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Abstract

Currently, there are some scenarios, such as search and rescue operations,where
the deployment of manually guided swarms of UAVs can be necessary. In such
cases, the pilot’s commands are unknown a priori (unpredictable), meaning that
the UAVs must respond in near real time to the movements of the leader UAV
in order to maintain swarm consistency. In this paper we develop a protocol for
the coordination of UAVs in a swarm where the swarm leader is controlled by
a real pilot, and the other UAVs must follow it in real time to maintain swarm
cohesion. We validate our solution using a realistic simulation software that we
developed (ArduSim), testing flights with multiple numbers of UAVs and differ-
ent swarm configurations. Simulation results show the validity of the proposed
swarm coordination protocol, detailing the responsiveness limits of our solution,
and finding the minimum distances between UAVs to avoid collisions.

Keywords: UAV; swarm; multicopter; flight coordination; ArduSim.

1. Introduction

Currently, the adoption of UAVs has been steadily increasing, being these
devices used for many different tasks. In fact, they are able to optimize some
tasks that previously relied on other approaches (e.g. aerial recordings, where
helicopters where replaced by camera-equipped UAVs), and also to perform new5

tasks (e.g. automated sensing). In general, they are acknowledged as being a
very useful tool in a wide range of real scenarios, and their set of features keeps
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increasing at a steady pace, meaning that new applications can be envisioned
for these devices, many more being expected in the future.

In this sense, the use of more than one air vehicle opens up new possibili-10

ties, especially when these aircrafts are used as a whole, a solution known as
a "swarm" of UAVs. So, the applicability of these swarms expands their capa-
bilities and utilities in a scalable manner, while introducing a low cost solution
compared to their potential. Among the new use-cases for UAV swarms we
have: applications for large-scale agriculture in search of pests or weeds [1, 2],15

search for missing persons in wide areas and/or with poor accessibility [3, 4],
prevention and control of forest fires [5], border surveillance, and acting as re-
lays for Internet distribution, among others. Additionally, using swarms allows
accelerating sensing tasks within a target area by enabling each UAV to load a
different sensor, while they all act on the same area simultaneously [6].20

Technically, a "swarm" is a group of UAVs powered by artificial intelligence
algorithms. UAVs in a swarm communicate with each other while they are in
flight, and can dynamically respond to changing conditions autonomously. In
particular, this paper focuses on those applications where drone guidance must
be manual, not following a pre-planned mission. In this particular case, the25

different UAVs that make up the swarm have to dynamically adjust their routes
in order to follow the master UAV acting as the leader of the swarm. Such
a solution may be required in scenarios such as search & rescue, fire tracking,
or the monitoring of disaster areas. In these cases, the pilot must respond to
visual stimuli in real-time, and adapt the UAV course accordingly. In addition,30

our focus on UAV swarms addresses situations where, in addition to manual
guidance, there is a need to carry multiple items or sensors that go beyond the
lifting capacity of a single UAV. An example would be a rescue scenario where
different UAVs carry food, water, medicine, or shelter. Thus, our proposed
application becomes very useful in these situations, by allowing the pilot to35

control the leader UAV following the usual manual procedures, while seamlessly
dragging along the rest of the UAVs conforming the swarm.

One of the main problems to address when creating swarms is communica-
tions reliability; whenever a cluster leader is present, such master UAV must
maintain an almost real-time synchronization with slave UAVs. The distance40

separating neighboring UAVs must also maintain consistency to avoid collision
problems. Finally, the swarms can also experience a slight lag between the
different UAVs, an issue associated to distance and communication disruption,
which at times difficults synchronization throughout the whole process.

In this paper, we propose the FollowMe protocol to define and maintain the45

formation of UAVs in a swarm in the specific case where a real pilot controls
the swarm leader, and the other UAVs must follow it in real time. Our protocol
allows three types of swarm layouts, such as configurations following a line, a
matrix, or a circle around the leader. Our solution has been validated using
ArduSim [6], a realistic simulation software that we developed, testing different50

numbers of UAVs in the swarm, different distances between UAVs, different
message update intervals, and the three aforementioned swarm formations.

Experimental results under different conditions show that the proposed pro-
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tocol is able to adequately maintain the swarm formation and dynamically re-
spond to the pilot’s commands, with a lag of only a few seconds in the worst55

case, avoiding collision between UAVs as long as some minimal distances towards
neighboring UAVs are maintained.

The rest of this paper is organized as follows: Section 2 presents some related
papers on this topic. In Section 3 we introduce ArduSim, the simulation tool
used to implement and test the proposed protocol. Then, in Section 4, we detail60

the proposed FollowMe protocol. The data source and methodology used to
measure the performance and precision of the FollowMe protocol are described
in section 5. A comprehensive validation of the protocol is included in section
6. Finally, in Section 7, we present our conclusions and refer to future work.

2. Related Works65

Currently, the reduction of costs, along with different technological advances,
have made drones accessible as a work tool in our society. In the beginning,
drones had mainly military uses, but over the years their adoption has become
widespread, especially among the research community. Below we describe some
related works focusing on the use of drones for the creation of UAV swarms.70

In [7] authors present a topology that adopts ad-Hoc networks as mecha-
nisms that could be applied to controlling the mobility of UAV swarms. Its
main features are focused on connectivity and coverage area. Later, Bekmezci
et al. [8] introduced extensive studies on the use of Flying Ad-Hoc Networks
(FANETs), describing the main problems of deploying ad-hoc networks based75

on UAVs. They describe features such as topology changes, radio propagation
model, adaptability, scalability, latency, UAV platform constraints, and band-
width.

In [9, 10] the authors propose to control swarms using the Dynamic Data-
Driven Application System (DDDAS) [11]. These techniques are used in [9] for80

testing with real data, which are then injected into a simulation environment
having multiple UAVs. The solution described uses the MASON library to
simulate swarms. DDDAS allows the different nodes in a swarm simulation to
receive location and other types of information from either real-world UAVs or
simulated UAVs, and in return the swarm simulation environment is able to85

steer these UAVs. In [10], the authors use these frameworks to test different
scenarios, and determine if a region can be cleaned or not using swarms.

In [12] the authors propose the use of microdrones equipped with Zigbee
modules for communication purposes. The solution supports complex mobility
patterns, although it does not cover the needs of an autonomous swarm in90

the open field since the synchronization of the different aircrafts is given by a
sensor network installed in a test laboratory. It also presents details about the
algorithm and the implementation of the hardware used.

Palat et al. [13] propose an algorithm to create swarms of robots. The
control algorithm is based on the indirect pheromone communication typical95

of social insects, such as ants. The authors implemented two mobile software

3



agents: i) ant agents, and ii) pheromone agents. The first one generates and
maintains the local information about the formation that serves to guide the
others and determine the target location. The second pheromone agents clone
themselves and move to other robots to find the target ant. When ant agents100

receive pheromone agents, which have information to guide the ant agents, the
ant agents move to the locations that the pheromone agents point to.

In [14] authors propose using swarm clouds as multiple Ground Control Sta-
tions (GCS). The idea of this work is to reduce the efficiency problem in several
missions, being controlled by a GCS. The communication and accessibility of105

the different UAVs are improved since each UAV has a single connection to
an individual cloud. The problem with this solution is that it needs a ground
station that is in charge of synchronizing the aircraft.

In [15] the authors propose a New Structure Particle Swarm Optimization
(nPSO) algorithm that is applied successfully to achieve optimal separation110

between UAVs in the presence of obstacles. The algorithm used adjusts the
standard PSO algorithm in such a way that the UAVs tend to converge towards
the global optimum quickly. The experimental results were made by simulation
using Matlab. This solution presents two problems: (i) the simulation does
not use a real simulation system like our Ardusim [16], and (ii) it assumes the115

existence of a base station for communication where the best location for the
UAV swarms is calculated.

In [17] the authors analyze the problem of area coverage by a swarm of UAVs
in a military context. Authors exploit the deterministic properties of chaotic
dynamics to produce mobility models that allow monitoring the behavior of the120

swarm from a GCS while generating UAV movements that are unpredictable for
any external observer. The results obtained improve the response of the system
compared to previously proposed theoretical models.

Our research work fills-in a gap by focusing on applications where drones
must be manually guided, instead of following a planned mission. This is ap-125

plicable to situations where the drone pilot must respond to visual stimuli in
real time, and in such a way that the other drones in the swarm that follow the
leading drone have to adapt to these unexpected movements dynamically. So,
our proposed protocol is able to define and maintain the formation of unmanned
UAVs in a swarm managed by a real pilot, who remotely controls the swarm130

leader in real time, while the other UAVs constantly adapt their trajectories to
follow it. We use our own Ardusim [16] simulator, and validate our proposal
with three types of swarm layouts - linear, matrix and circular - under different
conditions.

3. Ardusim Simulator: an overview135

The FollowMe protocol has been developed in ArduSim, a novel multi-UAV
flight simulator developed by Fabra et al. [6], and available online [16] under
the Apache License 2.0. ArduSim is able to simulate the physics of up to
256 multicopters with great accuracy, and it also simulates the communication
among them through virtual Wi-Fi links.140
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Figure 1 shows the main window of ArduSim. On the upper left corner (1),
the log of the application provides feedback about the progress of the protocol
and the simulation. On the upper right corner (2), several buttons give con-
trol over the simulation. Finally, most of the window (3) is used to show the
movement of the virtual multicopters. In this case, the 72 UAVs shown are145

performing an elliptical planned mission. Lines are drawn to show the path
already followed by the UAVs, using different colors to make it easy to identify
the route of each particular UAV.

Figure 1: ArduSim main window: 72 multicopters performing elliptical missions.

The virtual multicopters have the firmware of a real flight controller, which
enables to communicate with them using MAVLink [18], a de facto standard150

used by current open source flight controllers. This way, any protocol imple-
mented in ArduSim can be ported to real multicopters seamlessly, if the devel-
oper follows the recommendations included with the simulator.

The most relevant characteristics of ArduSim are:

• Easy protocol deployment on real UAVs.155

• Soft real-time simulation, which speeds up the protocol testing.

• High scalability and stability, enabling to simulate up to 100 virtual UAVs
in near real-time, or up to 225 UAVs if hard real-time is not required.

• Realistic communication simulation, based on experiments with real mul-
ticopters, and including a model of the wireless channel occupancy.160

• Easy control of multicopters with a comprehensive API.
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• PC Companion. ArduSim can be executed (i) as a simulator, (ii) in a
real multicopter to deploy a protocol, and also (iii) as a PC Companion
in order to control the deployment of a protocol on real multicopters.

• Collision detection. ArduSim detects when two virtual UAVs collide, so165

that the developer can stop a test if the protocol is failing.

• Comprehensive data logging. The parameters of each experiment are
stored so that it can be repeated later on if necessary. The path followed
by the multicopters is also stored for later analysis, and can be exported
to file formats compatible with the OMNeT++ [19] and NS2 simulators170

[20].

Using our proposed simulation platform, in this paper we develop a new
protocol to coordinate the flight of a swarm following a multicopter manually
controlled with a remote. In order to use ArduSim, we needed to extend its
capabilities with a simulated remote controller.175

A custom hexacopter was equipped with a Raspberry Pi 3B+, connected to
the flight controller, and a program was written in Java to capture the commands
received by the flight controller from the pilot’s remote control. The value of
the channels used for throttle, yaw, pitch, and roll were recorded to later on
replicate a real trace of the path followed by the UAV. Finally, this trace was180

used as an input to ArduSim to control the leader multicopter in the scope of
the FollowMe protocol, which will be detailed in the next section.

4. Overview of the FollowMe protocol

In this section we detail the implementation of the FollowMe protocol, which
was designed to allow a swarm of multicopters to follow the leader when the185

latter is manually guided by a pilot using a standard remote control.

4.1. Architecture
The proposed protocol uses the master-slave model, where a single UAV is

manually controlled by a pilot (master), and several UAVs follow the former
automatically (slaves). Figure 2 shows the scheme of the FollowMe protocol190

operation using a matrix formation.
The multicopter acting as swarm leader (master) requires two threads to

communicate with the slaves. The MasterTalker thread allows commands to
be sent to the slaves, and the MasterListener thread gathers state information
from them. When running the protocol in simulations, an additional thread195

(MasterRemote) is used to simulate the input of a remote control, using the
trace of a real flight performed with a quadcopter model GRCQuad from Quater-
nium [21]. This thread is in charge of controlling the virtual multicopter the
same way the remote control does in a real deployment of the protocol.

On the other hand, the slaves receive commands through the SlaveListener200

thread, and send feedback about the progress of the protocol to the master
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Figure 2: FollowMe protocol operation using a matrix formation.

UAV through the SlaveTalker thread. In order to achieve the fastest possible
response to the commands received from the master multicopter, each slave
UAV is controlled from the SlaveListener thread, reacting immediately each
time a new command is received.205

4.2. Finite state machine
Figure 3 represents the finite state machine that rules the behavior of the

master and slave UAVs. The upper and lower lines show the progress of the
protocol in the master and the slave multicopters, respectively. Above each
step, a curve line shows the action performed by the talker thread on the UAV,210

while the lower line shows the message the UAV is waiting for at each particular
state.

The master multicopter starts by waiting until the flight controller is ready
to accept commands (UAV s ready) in the Start state. Then, it waits for the
slaves to signal their presence (message ID) in theWait slaves state. When the215

master detects all the slaves, the user can press the setup button (Setup started),
going to the Wait takeoff state. The TakeOff message is issued with enough
information to let the slaves know their location in the flight formation. The
master UAV is ready to fly when all the slaves reach their formation location
(message Ready received from all of them). The master UAV starts the flight220

when the user presses the start button (Test started). Once it reaches enough
altitude, it changes to the Follow me state, and then it starts to issue messages
(Coordinates) that allow the slaves to follow the leader flight pattern. Finally,
the flight ends by changing to the Landing state, sending the slaves the Land
message to finish their flight. In simulation, this happens when the real recorded225

trace used to feed the master finishes, and in a real multicopter when the user
changes the flight mode to Land. The master UAV only waits for messages
from the slaves during the initial steps. Since the master-slave model gives
this multicopter full control over the rest of the UAVs while they are flying,
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Figure 3: FollowMe protocol finite state machine.
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type IDID

type ID

type ID x y z

x y heading

heading

n id1, id2, ... , idn

type ID

type ID

Takeoff

Ready

Coordinates

Land

Figure 4: Follow Me message types.

the listener thread becomes useless when reaching the Ready state, and so it is230

terminated.
Regarding the slave UAVs, they also start by waiting in the Start state until

the flight controller is ready to receive commands (UAV s ready). Then, they
remain in the Hello state, signaling their presence with their own message ID
until the takeoff command (TakeOff message) is received from the master UAV.235

All slaves remain silent until they reach the target location in the formation with
respect to the master UAV, and then they switch to the Wait master state,
meaning that they are ready to follow the master (Ready message). When an
UAV receives commands to follow the master (Coordinatesmessage), it changes
to the Following state, going after the master UAV until the landing command240

(Land message) is received. Notice that the talker thread is not needed once
the UAV starts to follow the master (Following state), and it is terminated,
similarly to the listener thread, when the land command is received.

4.3. Messages
Several messages are needed to coordinate the behavior of the master and245

the slave multicopters. Figure 4 shows the format of these messages. Fields
type and ID are common to all messages, and represent the message type, and
the identifier of the sender UAV, respectively.

The message ID is used by slave UAVs to inform the master UAV about
their presence, in order to join to the protocol at the beginning of the process.250

When all the slaves are detected by the master UAV, and the user starts
the setup step of the simulation, the TakeOff message is issued by the master
UAV. It adds its current coordinates and heading using the Universal Transverse
Mercator (UTM) coordinate system, as well as an ordered list of the UAV
identifiers of the slaves that were previously detected. This information allows255

a slave k to know its theoretical position in the flight formation
−−−→
Pki+1 , besides

the current location of the master
−−→
PMi . Then, the offset between the target

location of the UAV and the master (see Figure 5) is calculated considering
the current heading of the master h, and the slave takes off and moves to the
designated location in the formation

−−−→
Pki+1

.260

Message Ready is sent by the slaves to the master UAV when the takeoff
process finishes. The master UAV cannot start the flight until all the slaves
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y2
y1

x1

x2

h 

offsetk  
offsetk  

PM i 

Δx2 

Δy2 

Pk i+1 

P'k i y1  

x1  

Figure 5: FollowMe protocol: target location calculation.

have taken-off and are ready at their expected relative positions, surrounding
its current location. Only then can the manually controlled flight start.

Once the master UAV reaches the same altitude as the rest of the UAVs265

in the swarm, it periodically broadcasts message Coordinates during its flight,
which includes the current 3D location and heading of the master. Each time a
slave receives this message, it calculates a new target location

−−−→
Pki+1 , and issues

a command to the flight controller to move to the designated location in the
formation.270

−−−→
Pki+1

=
−−→
PMi

+
−−→
∆ki

(1)

where−−→
∆ki

= (∆x2,∆y2)
∆x2 = offsetkx1

· cos(h) + offsetky1
· sin(h)

∆y2 = offsetky1 · cos(h)− offsetkx1 · sin(h)
On each iteration i, the offset of a slave k with respect to the master UAV275

remains constant to achieve swarm cohesion, while the target coordinates of
that slave (

−−−→
Pki+1) at instant t+1 are calculated considering the current location

of the master UAV (
−−→
PMi) at instant i, and a translation relative to the master

UAV (
−−→
∆ki), calculated with the theoretical relative location of the UAV to the

master (offset), and the current heading (h) of the master. The slave will need280

time to reach the target location at instant i + 1, as calculated for the current
location of the master at instant i, so a slight delay between the master and its
slaves is expected.

Finally, message Land is sent by the master to all the slaves at the end of
the experiment to force them to land in a coordinated manner.285

4.4. Swarm formation
Three different swarm patterns have been implemented in the protocol for

testing purposes:
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• Linear. The UAVs are arranged by forming a straight line, perpendicular
to the heading of the master, and with a fixed distance between contiguous290

multicopters.

• Matrix. The UAVs are ordered in a square matrix with the same distance
between contiguous multicopters.

• Circular. The slaves are surrounding the master forming a circle, and
with a defined minimum distance between them, and to the master.295

Notice that the main parameter used on each formation is the distance be-
tween multicopters, as it affects the probability of collision during flight.

Figure 6 shows the three different formations created. In general, the master
drone (UAV #0) is always located in the central position of the formation to
optimize performance.300

Notice that the chosen patterns are quite representative, as they provide
different trade-offs. For a same number of UAVs in a swarm, and for a same
minimum separation distance between UAVs, the linear scenario can be consid-
ered the worst-case situation as the average distance between the leader UAV
the other UAVs in the swarm is the highest. In particular, UAVs in edge po-305

sitions will be quite far away from the leader, meaning that messages coming
from the leader are prone to be lost more often, making them suffer from coor-
dination problems. On the contrary, the matrix pattern having the leader UAV
located at a central position represents the opposite case, being that pattern the
one that allows a more compact pattern to be generated, minimizing the dis-310

tances between the leader UAV and the remaining UAVs, and thus minimizing
distance-related losses. Finally, the circular pattern, having the leader UAV in
the center, represents a situation in-between the previous two cases regarding
distance from the leader to the rest of UAVs, with the particularity that this
distance is the same for all UAVs, meaning that they are expected to experience315

similar message loss levels.

5. Data sources and error assessment

Once the FollowMe protocol was introduced, we now proceed to validate its
correctness. To this end, we will first provide details about the source data used,
as well as the process followed to achieve data synchronization. Then, we will320

describe the method followed to determine the errors associated to our tests.
Next, we present the details of the data source used, and the methodology for
estimating the error.

5.1. Data source
For the proposed protocol to come into operation, a real data source is325

needed so that the master drone can guide the swarm. To this purpose, an UAV
assembled by our own research group was used, which allowed us to capture the
commands issued by the pilot along the flight path. The captured dataset stores
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UAV 1
UAV 2

UAV 3

UAV 4 UAV 0 UAV 5

UAV 6

UAV 7

UAV 8

UAV 1 UAV 2 UAV 3

UAV 4 UAV 0 UAV 5

UAV 6 UAV 7 UAV 8

UAV 1UAV 2 UAV 3UAV 4 UAV 0

Figure 6: Different swarm layouts tested: i) matrix with 9 UAVs, ii) linear with 5 UAVs, and
iii) circular with 9 UAVs.

approximately 11 flight minutes. The UAV was piloted in manual mode, making
several turns in order to obtain a more realistic data set. The flight tests were330

made on the premises of our institution. Figure 7 (a) shows the trajectory of
the data source used in the simulation, and Figure 7 (b) shows the actual flight
trajectory in a real map.

As complementary information, to gain further insight into the flight pattern
generated, Figure 8 shows how different variables have evolved throughout time.335

It is noteworthy that, in Figure 8 (top and down), there are several variations
regarding speed and acceleration, respectively. This is due to the different turns
the pilot made when generating the trace. Figure 8 (left) also shows the three
changes of altitude taking place in our reference dataset.

Once the dataset was obtained and used as input, different simulations were340

performed. Notice that ArduSim generates a set of data for each drone in the
simulation. The information generated by Ardusim allows us to obtain UTM
coordinates, height, speed, acceleration, heading, and time. In our evaluation
set, the location registered at the beginning of the experiment is taken as the
origin. Then, we use the range of time for which flight data is available for all the345

drones in the simulation, and afterward we proceed to perform the interpolation
for the simulated dataset.

5.2. Error analysis
Having obtained a simulated and synchronized dataset, we now proceed to

describe the methodology for calculating the error. We measured two types of350

errors: (i) the swarm formation error (σ), and (ii) the global error (ε). Figure 9
illustrates the error regarding the stability of the formation (left), as well as the
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Figure 7: Real-time data source.
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Figure 9: FollowMe protocol: Formation stability error (left), and global error (right).

global error (right). The point marked asX (light blue) represents the calculated
theoretical value for the different UAV positions, and the yellow line represents
the calculated errors regarding the positions of the slave UAVs (black), and the355

master UAV (red colour). Below we provide details about the calculations we
made.

The formation error (σ) refers to the theoretical UAV layout centered on the
mean location for all the slave UAVs mi, where the formation is built around
mi taking as reference the heading for the master UAV.360

mi = (mxi
,myi

), where

{
mxi

=
∑n

k=1 xk

n

myi =
∑n

k=1 yk

n

(2)

In equation 2, i represents the current time step, k represents the different
slave UAVs, and n is the total number of slave UAVs.

The theoretical position of a slave UAV
−−−→
Tki+1 calculated for time instant

i+ 1 is obtained at instant i, as shown in Figure 5, using equation 1:

−−−→
Tki+1

= (xki+1
, yki+1

), where

{
xki+1 = mxi

+ ∆x2

yki+1 = myi + ∆y2

(3)

The actual position of a specific UAV is
−→
Rki

= (x′ki
, y′ki

) on the period of365

time i. Notice that x′ki
is the real value obtained by the simulator in x, and

y′ki
is the real value obtained in y, for each slave UAV.
Finally, the equation to calculate the error of a single UAV in the swarm

layout is defined as:

σki
=

√(
xki+1

− x′ki

)2
+
(
yki+1

− x′ki

)2 (4)

To calculate the global swarm layout error (ε), we replace the mean location370

of the slaves mi with the current location of the master UAV
−−→
RMi in equation

3, using the master heading to calculate the theoretical formation with equation
1. Finally, ε is calculated the same way as σ through equation 4.
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6. Validation of the proposed protocol

Once the data source and the methodology used to calculate the errors were375

described, we proceeded to evaluate our proposed protocol. To achieve this,
we conducted an extensive set of experiments using different numbers of UAVs,
different distances between UAVs, different formations, and different update
intervals of the information sent from the master UAV. In this sense, we will
describe our evaluation set in 4 parts: i) Swarm with linear formation, ii) swarm380

with matrix formation, iii) swarm with varying communication settings, and fi-
nally iv) swarm comparing the different proposed formations. Below we provide
details about the results obtained.

6.1. Swarm with linear formation
We used the default settings of the ArduSim simulator to evaluate two dif-385

ferent linear approaches: i) formation evaluation using nine UAVs, and ii) for-
mation evaluation using a different number of UAVs.

6.1.1. Formation evaluation using nine UAVs
In this first evaluation, we launched nine drones with the speed set to 15m/s,

and a separation distance between multicopters equal to 75 meters. Several390

simulations were made, and the average of the whole set of all the tests was
taken. Figure 10 shows both the stability error in the swarm formation (a), and
the global error (b), for each of the slaves of the formation. (a) shows that, most
of the time, the values do not exceed the average obtained of 3.85m, while the
behavior in (b) is very similar, being that, at specific times, some values may395

approach the maximum distance threshold established for the simulation. The
global average error is 22.61 meters.

In general, it is observed that many of these high error values occur when
there are changes in speed, and the UAVs take several turns along their path,
thus representing worst-case conditions. Also, both figure 10 (a) and (b) show400

that the UAV IDs that are the furthest away the master UAV tend to experience
higher errors. For this reason, we decided to evaluate the behavior of each of
the slave drones in more detail, as shown below.

Figure 11 shows the linear formation that the drones perform in the sim-
ulation according to the UAV ID. The leading (master) drone received ID=0.405

It is worth noticing that, the greater the distance towards the master, the big-
ger the error values become. Specifically, slave drones number 7 and 8 present
a more significant error from those that are closer to the master drone. The
reason why the errors experienced by UAVs increase as we move away from
the master is that the slave UAVs experience a considerable delay time with410

respect the master, as the latter reacts immediately to the pilot’s commands,
while all remaining UAVs in the swarm following experience delays of different
magnitude.
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Figure 10: Error on a swarm of 9 UAVs using a linear formation, and with a separation
between neighbors of 75m.
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Figure 11: Box and whisker plot of the formation error (σ) of the 9 UAVs of the swarm.
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Figure 12: Mean error for all the UAVs in a swarm of n drones using a linear formation, and
a neighbor separation of 75m.

6.1.2. Formation evaluation using different numbers of UAVs
In the second analysis, we wanted to compare formation and global errors415

for different numbers of drones. The same separation distance and default con-
figurations established in the previous evaluation were used. Seven simulations
were performed with 3, 5, 7, 9, 11, 13, and 15 drones respectively. Figure 12
shows the formation and global errors for these numbers of UAVs. Figure 12
(a) evidences that, as the number of UAVs increases, higher the formation error420

tends to grow. Figure 12 (b) shows that most of the route has an average error
of 22.84 meters, although higher values (above 40 meters) can take place in
simulations with 13, and 15 UAVs.

Regarding the evaluations discussed above, we find that our developed pro-
tocol is capable of achieving the desired flight pattern. In terms of swarm forma-425

tion errors, they are due to the following factors: i) Slave drones calculate their
target position accounting for the current location of the master drone, taking
a few seconds to reach that new position (up 4 seconds), which introduces a
delay; ii) It was evidenced that the greater distance from the slave drones to
the master, the higher the error becomes, an issue that is mostly due to small430

fluctuations in the heading parameter of the master UAV.

6.2. Swarm with matrix formation
In this section, we evaluate the swarm performance when adopting a matrix

layout for the swarm. To this aim we use three approaches: Evaluation of (i)
formation errors when simulating nine UAVs, (ii) Matrix formation error when435

adopting different distances between UAVs, and (iii) using different numbers of
UAVs.

6.2.1. Formation evaluation using nine UAVs
We used the same configuration described in the linear formation, but chang-

ing the swarm layout to a matrix formation. Figure 13 shows the results re-440
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(b) Global swarm layout error (ε).

Figure 13: Error on a swarm of 9 UAVs using a matrix formation, and for an inter-UAV
separation of 75 m.

garding distance errors in the swarm. In general, the results show that, for the
matrix formation, the errors are much lower than those previously obtained for
the linear formation. In particular, Figure 13 (a) shows that the errors are less
than 10 meters for most part of the route traveled in the simulation. Specifi-
cally, the average error obtained with this formation is 1.83 m. Figure 13 (b)445

shows that the global distance error is far from the distance between UAVs we
have set, having an average of 21.67 meters throughout the whole path.

6.2.2. Evaluating swarm cohesion when varying the inter-UAV distances
After the previous analysis, we proceeded to evaluate the error by varying

the distance between UAVs, and using the same configuration of 9 drones. In450

this test, we used several separation distances: 25, 50, 75, 100, 125, 150, 160, and
225 meters. We consider the maximum distance of the master drone equivalent
to the maximum in the linear formation previously analyzed.

Figure 14 (a) shows that the formation error magnitude is directly related
to the separation distance, but, at the distances evaluated, the values do not455

exceed 14 meters in general. Figure 14 (b) shows that the behavior does not
vary much with distance, and the average value of the error obtained is 21.82
meters.

6.2.3. Formation evaluation using different number of UAVs
In the previous results, it has been proven that, for larger inter-UAV dis-460

tances, the formation error grows, being the matrix swarm more unstable. Start-
ing from this point, we now want to check the swarm performing for a matrix
layout when having 9, 25, and 49 UAVs, while maintaining the same distance
between them (75 meters).

In Figure 15 (a) we observe that the errors in this formation do not exceed465

18m, becoming higher when a matrix formation having 49 UAVs is used. In
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Figure 14: Error on a swarm of 9 drones using a matrix formation, varying the distance of
separation between drones.
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Figure 15: Mean error for all the UAVs in a swarm of n drones using a matrix formation and
an inter-UAV distance of 75 m.

Figure 15 (b) the variability detected can be considered small, and the average
error found is 21.58 m.

In general, experimental results so far show that the matrix formation ap-
proach is more effective in reducing formation errors compared to the linear470

formation pattern. The reason is that the matrix pattern allows minimizing the
distance between the master and the different slaves, provided that the master
occupies a central position with respect to the slaves. In addition, since the slave
drones are closer to the master, the delays associated to the transmission and
processing of information are lower than those obtained in the linear formation.475

6.3. Formation error when varying the position refresh period
In this part, we want to evaluate how our protocol behaves if we vary the

position update period in terms of communications. For this analysis we used
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Figure 16: Mean error for all the UAVs in a swarm of 9 drones using a matrix formation,
varying the network refresh period.

the matrix formation. Different simulations were performed using nine UAVs
for a distance between them of 75 m. The refresh time values evaluated were:480

250ms, 500ms, 750ms, 1000ms, 1250ms, 1500ms, 1750ms, and 2000ms.
Figure 16 shows the results obtained. In general we observe that, the shorter

the update period, the higher the evaluation error becomes. In particular, Fig-
ure 16 (a) shows that, with a refresh period of 1000ms, the performance is
optimal. Figure 16 (b) shows that, when using update values between 1000ms485

and 1500ms, the error tends to decrease in those peaks that correspond to sit-
uations where the UAVs slow down.

Table 1 shows the results of the average formation errors obtained, evi-
dencing the maximum values in this evaluation.The results show that having
the master UAV announcing its current position more than once per second is490

counterproductive, and is prone to increase errors. Also, it becomes evident that
refresh rates of 1250 ms allow us to optimize performance, having a maximum
general error value of 23.61, and a mean value of 21.67. Overall, we find that
the longer it takes for slave UAVs to receive the information, the longer it will
take for them to react and place themselves in their expected location in the495

formation. So, in general, the error tends to be greater.

6.4. Formation error for the three available formations
Finally, we decided to assess the effectiveness of our protocol when comparing

the three formations: linear, matrix and circular. In addition, the collision
control system of Ardusim was enabled. The idea is to check if, at a considerable500

distance, our proposal presents UAV collision problems. The previous validation
tests do not include results for the circular formation because the behavior
along each experiment was quite similar to the matrix formation results. The
distance adopted for this set of simulations was 50 meters. Thus, the parameters
established for the collision system were: the distance threshold was set to 10505

meters, and the altitude threshold to 20 meters.
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Table 1: Errors values using different refresh periods.

Refresh
period (ms)

σ(m) ε(m)
mean max std mean max std

250 5.31 8.60 2.19 37.85 44.80 5.02
500 3.07 5.01 1.22 26.57 30.87 2.89
750 2.18 3.09 0.70 22.74 25.45 1.97
1000 1.84 2.52 0.54 21.70 23.87 1.60
1250 1.75 2.30 0.47 21.67 23.61 1.50
1500 1.70 2.15 0.43 22.06 23.87 1.44
1754 1.74 2.18 0.43 22.74 24.54 1.46
2000 1.77 2.21 0.43 23.43 25.42 1.47
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Figure 17: Mean error for all the UAVs in a swarm of 9 drones at a separation distance of 50
m, varying the formation type.

Figure 17 (a) and (b) show the results obtained for both these types of errors.
In general, a smaller distance error is observed when the circular and matrix
formations were used, compared with the linear formation, where higher error
values are expected. As explained before, the results obtained for matrix and510

circular formations are quite similar.
Table 2 shows the results obtained for the formation and global swarm layout

errors. The results obtained favor swarms adopting a matrix formation, as
distances towards the master UAV are minimized. We found that the matrix
approach was more effective in reducing formation errors compared to linear or515

circular patterns.

7. Conclusions and future work

In this paper we proposed the FollowMe protocol, a solution to coordinate
UAV swarms where the leader UAV is manually controlled by a pilot, and the
remaining UAVs (slaves) must attempt to follow its mobility pattern in real520
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Table 2: Errors values using different refresh periods.

Formation σ(m) ε(m)
mean max std mean max std

Linear 2.48 4.42 1.18 21.76 24.96 1.90
Matrix 1.20 1.60 0.35 21.31 22.70 1.06
Circle 1.34 1.77 0.31 21.67 23.30 1.14

time. To validate and assess the performance of the proposed protocol, we
first recorded a real trace of control inputs when a real pilot was controlling an
UAV. Then, this trace was used as input to ArduSim, our multi-UAV simulation
platform. Our results have shown that the developed protocol is able to achieve
the desired functionality, as expected. Regarding the swarm formation errors,525

we found that these errors are mainly due to two causes: first, the lag between
the master and the followers, expectable due to the different delays involved
in transmission and information processing, which can be of up to 4 seconds;
and second, due to the fluctuations associated to the heading parameter for
the master UAV, which where amplified for the slave UAVs, especially those530

located far away from it. In terms of position updates, we also found that
having the master UAV advertise its current position more than once a second is
counterproductive, being prone to increase errors. In terms of swarm formations,
we found that the matrix approach was more effective at reducing formation
errors when compared to linear or circular formation patterns. As future work535

we plan to reduce the swarm formation error by introducing predictions in the
future UAV position estimations.
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