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Abstract

Even though full autonomy in Cyber-Physical Systems (CPSs) is a challenge that has been confronted in different
application domains and industrial sectors, the current scenario still requires human intervention in these autonomous
systems in order to accomplish tasks that are better performed with human-in-the-loop. Humans, machines, and
software systems are required to interact and understand each other in order to work together in an effective and
robust way. This human integration introduces an important number of challenges and problems to be solved in
order to achieve seamless and solid participation. To manage this complexity, appropriate techniques and methods
must be used to help CPS developers analyze and design this kind of human-in-the-loop integration. The goal of
this paper is to identify the technological challenges and limitations of integrating humans into the CPSs autonomy
loop and to break new ground for design solutions in order to develop what we call HiL-ACPS systems. This work
defines a conceptual framework to characterize the cooperation between humans and autonomous CPSs and provides
techniques for applying the framework in order to design proper human integration. The emergent autonomous car
domain is considered as a running example. It covers some of the current limitations of involving drivers into the
autonomous functionalities. Finally, to validate the proposal, an autonomous car prototype was built applying the
conceptual framework. This prototype was evaluated to check whether the human integration implemented behaves
as defined in its specification.

Keywords: Cyber-Physical Systems, Autonomous Systems, Human-in-the-Loop, Human-Computer Interaction,
Autonomous Cars

1. Introduction

The future “smart world” is being designed as a complex eco-system that is made up of a wide variety of physical
devices and distributed services that interact each other and that are controlled by a great number of computing
elements. The physical devices have been empowered with computing and communications capabilities to provide
them with some sort of intelligence that allows them to be connected to the digital world [1]. This has opened up a wide
variety of possibilities in different application domains such as Smart Cities, Factories of the Future and Autonomous
Vehicles. Systems of this kind are broadly referred to as Cyber-Physical Systems (CPS) in which both the physical
and the digital worlds are intertwined to provide smart physical services.

These systems are required to be capable of autonomously adapting themselves at run time to new environment
conditions, unpredictable situations, changing user needs and intentions, new types of devices, new technologies
to interact with and new services to consume. A lot of work has been done in the Autonomic Computing field of
research to design systems with self-managing capabilities. These systems apply control theory principles to make
use of control loops [2, 3]. In this context, CPSs can be considered as autonomous systems that are engineered and
designed to be capable of self-managing the relation between the physical and the digital worlds in order to provide
smart services that are adapted to the current context conditions. Systems of this kind must continuously monitor
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themselves and their surrounding environment in order to identify events or patterns that require taking action, decide
how to react, design an action plan, and proactively execute that plan. In this work, we use the term ACPS to
emphasize the autonomous nature of the CPS.

Future software systems are going to gradually and widely introduce autonomous capabilities in everything [4].
Different application domains and industrial sectors (such as autonomous cars, robots, or drones) face the challenge
of achieving full autonomy. Nevertheless, the diversity of systems, domains, environments, context situations, and
social and legal constraints, all point to a world where this full autonomy is a utopia within the short or medium
term [5, 6]. This scenario leads software engineers to face the challenge of developing ACPSs that support the
concept of autonomous levels [4], with the realization that an autonomous system cannot be fully automated and that
human involvement is required to execute some tasks.

Therefore, humans are required for intimate collaboration with ACPSs in the execution of certain tasks that
cannot be performed autonomously (“human-in-the-loop”’). Humans, machines and software must interact and under-
stand each other in order to work together in an effective and robust way. Even in full autonomous scenarios (fully
autonomous cars, robots at factories of the future, etc.), ACPSs are required to explain their behavior to humans,
provide them with feedback, and to allow them to override system actions. A trust-based relationship must be built
between humans and machines so they can work together and achieve effective human-machine integration. A new
vision of this relationship is required, because complete integration is necessary [7]. This Human-in-the-Loop & Au-
tonomous CPS (HiL-ACPS) interaction differs from current HCI models, which fail in providing proper constructs
and models to design and validate such interactions. Unfortunately, while many CPSs are human-centric applica-
tions where humans are an essential part of the system, most of these systems still consider humans to be an external
and unpredictable element in the control loop [1]. Human integration into the ACPS must be natural, robust, and
non-intrusive. Therefore, in addition to the functional and autonomous facets of the ACPS, human factors, such as
training level, stress, or fatigue must also be taken into account. These factors influences the likelihood of succeeding
at carrying out specific tasks [8].

To manage this complexity, system designers should engineer their systems to support human integration and
maximize their chances of performing their tasks successfully [9]. From an engineering point of view, the involvement
of humans in ACPSs introduces an important number of challenges and limitations to be solved in order to achieve
seamless and robust participation, even in those situations where the humans have their attentional, cognitive, and
physical resources limited to perform the interaction [10]. Some works have identified the problem of how to involve
humans within the adaptation loop of an autonomous system, but there is no engineering proposal that helps software
designers to design this human participation [8, 1].

This work aims at identifying the technological challenges for HiL-ACPSs and breaking new ground for design
solutions in the Software Engineering and Human-Computer Interaction (HCI) fields. It analyzes the foundations
for performing Human-Autonomous System integration, and it presents a conceptual framework to characterize the
cooperation and integration between humans and ACPSs. The goal of this framework is to provide a design theory
to analyze and design the involvement of humans in ACPSs in order to improve system performance and under-
standability and to avoid developing intrusive and annoying systems. We provide a method and a notation to apply
the framework and describe the Human-ACPS integration. Also, we propose an execution model that provides the
operational support for guiding the implementation of the Human-ACPS integration described with the conceptual
framework. Finally, this paper instantiates the proposal to design and develop a functional prototype of an autonomous
car with HiL-ACPSs capabilities. The prototype was validated using a set of tests that checked whether the car pro-
totype behaves as defined in its specification. Moreover, the prototype can be viewed as a tool for helping to improve
Human-ACPS integration designs since it serves to test and refine them until a suitable interaction design is achieved.

The rest of the paper is structured as follows. Section 2 shows the related work. Section 3 identifies the challenges
to involve humans in ACPSs and defines three design principles to follow based on these challenges. In Section 4,
we introduce the case study of the autonomous car, which is used throughout the paper. Section 5 analyzes how to
open the ACPS control loop to human participation. Section 6 defines the conceptual framework for designing human
collaboration within HiL-ACPS. Section 7 introduces an execution model that defines how this human collaboration
should be operationalized. Section 8 validates the proposal by means of a functional prototype of the autonomous car
described in the case study. Finally, Section 9 presents conclusions and future work.
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Figure 1: Partially overlapping areas of human and machine abilities in the area of road vehicle systems [12]

2. Related work

Human Integration within CPSs is a matter that concerns several disciplines and applies to many domains. Thus,
the related work covers a wide-spread of works. In order to better organize this related work, first we focus on previous
works that analyze the role of humans in Autonomous Systems, which allows to contextualize our proposal. Then, we
introduce some works that deal with how to integrate humans into CPSs, identifying problems and challenges. Finally,
we review some works that address human integration from the point of view of the Human-Computer Interaction.

2.1. The role of humans in Autonomous Systems

The system autonomy represents the capability of the system to make decisions, act or understand its context “by
itself” without human participation [11]. According to [4], we are gradually moving into a world of autonomous
systems where systems will have different autonomy levels. Full autonomy is the capacity of systems to act in
whatever situation and for all their capabilities in an autonomous way. However, this scenario will only be achieved
in the very long term, as stated in [4]. Meanwhile, autonomous systems will require human support to guarantee their
complete and correct behavior in all situations. Machines can react faster than humans when they are able to properly
evaluate the situation and have a programmed response. Humans have the capability to assess and respond to novel
situations that may be beyond the capabilities of a system. Therefore, a dynamic sharing of control will provide the
scope for the greatest total safety [12].

In the middle of the last century, [13] stated which processes, tasks, and functions can be more efficiently per-
formed by a human or by a machine. This work identified functions that can be better performed by humans (detection,
perception, judgement, induction, improvisation or long-term memory, etc.) versus others that can be better solved
by machines (computing power, replication capacity, operation simultaneity, short-term memory, etc.). According to
this work, the functions that are better performed by machines should be automated, while the other functions should
be allocated to the human operator. Despite the contemporary technological limitations and the paradigm shift in
computation, this work continues to be a reference [14, 15]. For example, in the vehicle automation domain, [12]
identified the superior abilities of humans over machines and vice versa (see Fig. 1). In the autonomous car domain,
[12] gives an example of a cyclist that has fallen at speed fast moving object difficult to characterize by the system
and the system would likely to find ambiguous and difficult to resolve, but where the human would have little trouble
in assessing the situation. Other examples in this domain in which the car cannot perform the autonomous driving
without a human is in the case of driving in a city, driving with adverse weather, or in case that any sensor used in the
autonomous driving fails [16].

The roadmap to achieving fully autonomous systems involves a progressive shift in the control and supervision
by humans and machines [17]. The shift in the responsibility for planning, executing, and actively monitoring to a
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Table 1: Sheridan & Verplank’s (1978) Levels of Automation [19]

| Level | Description

1 Human does the whole job up to the point of turning it over to the computer to implement
2 Computer helps by determining options

3 Computer helps to determine options and suggests one, which human need not follow

4 Computer selects action and human may or may not do it

5 Computer selects action and implements it if human approves

6 Computer selects action, informs human in plenty of time to stop it

7 Computer does whole job and necessarily tells human what it did

8 Computer does whole job and tells human what it did only if human explicitly asks

9 Computer does whole job and decides what the human should be told

10 Computer does whole job if it decides it should be done, and tells the human (if it decides)

supervisory role allows for reduction in the cognitive responsibilities of the human operator and the stress caused by
these tasks, and it also provides the possibility of enhancing time response, security levels, and support for multiple
tasks in parallel [18].

Several attempts have been made to create taxonomies to identify collaborative scenarios where humans and
systems could cooperate to complement tasks, processes, and functions. Both general scope proposals and specific
domain proposals (space, air or land unmanned vehicles, machines and robots in factories, etc.) have been defined.
Each approach is made up of different numbers of automation levels (approaches that provide four autonomy levels to
others that provide 10 or even more). Each level £ is associated to different actions that should be allocated to humans
to assist the system. The most widely used taxonomy was introduced by Sheridan and Verplank in [19] (see Table 1).
This taxonomy defines 10 levels of automation that refer to the locus of control (human or system) and it states how
the information is presented to the human. In low automation levels (below £L5), control is allocated to the human
and the system provides little assistance to him/her. Between L5 and L7, the control is collaborative. In higher levels
(above L7) control is allocated to the system and the human only performs supervision tasks and a few actions.

Simultaneously, in the fields of autonomous spacecraft and vehicles, several specific taxonomies have been pro-
posed based on identifying the control over the primary vehicle functions by the driver versus the unmanned vehicle
(UMV) [20, 16, 21]. In these taxonomies, as the level of automation increases, the driver’s role shifts from primary
control, passing through supervised control to full autonomy.

2.2. Efforts to integrate humans in Autonomous Systems

Several approaches for integrating humans within CPSs are surveyed in Nunes et al. [1]. In that survey, the authors
carry out an analysis on existing solutions, reviewing technologies for supporting humans in CPSs, applications in
this domain, and the social networking impact on CPSs. They present a classification of the general roles of humans
in future CPSs. Several authors have also highlighted the need to distinguish the different types of user participation
on the system (roles) [22], [23], [24]. The role taxonomy presented in [1] is based on the previous work of Munir
et al. in [25], where a taxonomic foundation for human-in-the-loop in CPSs applications is introduced. In that work,
Munir et al. highlighted the incorporation of human behavior into the methodology of feedback control as a crucial
challenge to be addressed in the research of human-in-the-loop in CPSs.

In [8], Camara et al. provided an extension of the Rainbow framework to reason about the user’s integration
in self-adaptation. However, they only focused on the user role as executor of adaptations. Moreover, the authors
do not provide design guidelines or tools to design this integration. Shin et al. in [26] presented a proposal of
resolution of conflicts by combining the automatic resolution with the resolution directed by the user according to
her/his preferences. This solution only considers two types of participation: automatic and manual.

The problems that can arise from considering the human as an active participant in a shared or switched control
loop have also been studied in the literature. Cranor in [9] proposes a framework for reasoning about human-in-the-
loop in secure systems. This framework can be used by system designers to identify problem areas before a system
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is built and to proactively address deficiencies. However, it is domain dependent (only applicable on secure systems).
Nothwang et al. in [27] investigate the contributors to success/failure in current human-autonomy integration frame-
works and propose guidelines for the safe and resilient use of humans and autonomy with regard to performance,
consequence, and the stability of human-machine switching. This is still an unresolved issue in the work on the
human-machine collaboration. Recently, Dorn et al. in [28] introduced a framework to reason about the effects of
changes at the software level on the interactions of users and vice-versa. This approach focuses on a collaborative
topology that is capable of offering a collaborative adaptation process to allow more sophisticated adaptations. How-
ever, it does not explicitly introduce the user into the adaptation process. In [29], Evers et al. provided a solution to
take users into account in self-adaptive interfaces based on their interaction practices. However, the solution that was
presented only deals with isolated user participation types and does not consider the full range of types of participation
that the user may have.

In the field of autonomous cars, in the last years many works have emerged to deal with the problem of how to
involve humans in the car system. In [30], Mirnig et al. overcome the problem of the control transition in autonomous
cars, which is still an unresolved problem. That work focuses on interaction solutions for control transitions, which
provides a more abstract perspective. Different strategies for keeping drivers aware of the car’s status are analyzed in
Noabh et al. [31]. Solving this question directly benefits the hand-off issue. The suitability of the feedback provided to
drivers is analyzed by Kunze et al. in [32]. The authors throughly explore the impact of the kind of feedback on user
experience.

2.3. Human integration in the Human-Computer Interaction area

In the area of HCI, advances increase the strength of ACPSs with Human Integration. In [7], Farooq et al. discuss
the end of the era of human-computer interaction leading to the era of human-computer integration. To achieve this
vision, advanced technologies for human-machine communication are required. Schirner et al. [33] see the future
of HiLCPSs putting aside traditional interfaces (such as the keyboard, mouse, or joystick) to shift to transparent
interfaces that use existing electrophysiological signals such as electroencephalography (EEG), electrocardiography
(ECG), and electromyography (EMG). Lloyd et al. [34] introduced the concept of a co-adaptive human-computer
interaction system where the system benefits from the human by recognizing his/her mental states. In [35], Huang
et al. presented the preliminary results of creating a brain mouse to command actions of a software system based
on human intention. The goal was to incorporate mental state of humans in systems so that they can “feel” and
“anticipate” user intentions and put human-in-the-loop. In addition to these cited works, research on the quality
properties of human-computer interactions constitutes an important source for our proposal. Works of Lee et al. [36]
and Stanton et al. [37] encourage the development of systems that keep the human informed, provide him/her with
feedback and reduce cognitive responsibilities and stress. Related to these works, other ones that also provide insights
on this issue are the work of Nahavandi in [38], which explores trust as a main attribute of systems to be accepted in
our daily lives, and the work of Lim et al. in [39], which discusses intelligibility in context-aware applications.

The analysis of this related work confirms that collaborative integration of humans in autonomous systems will
continue to be a challenge in the long term. Next section identifies the main challenges in design of HiL-ACPSs.

3. Challenges in HiL-ACPSs

Based on the need for human participation in ACPSs and assuming that humans are required to help or to assist
in the functionality of these kinds of systems, in this section we identify three main design principles that impact the
design of efficient human integration.

The first challenge that must be confronted when involving humans in ACPSs is to complement the functionality
of ACPSs by means of the collaborative work between human and system. This collaborative work carries out the
tasks that ACPSs cannot execute on their own or that humans would rather participate in. The ACPS together with
the human (HiL-ACPS) must perform the “whole” functionality for which it was developed. This collaborative work
is expected to be performed under the functional requirements of correctness (the degree to which the system provides
the correct results with the needed level of precision) and completeness (the degree to which the set of tasks covers all
the specified objectives).

In addition, we seek to develop ACPSs that perform this human involvement in a natural, robust, and non-intrusive
way. Quality factors of this kind must also be taken into account. There are works [40, 41, 42, 43] that have identified
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Table 2: Quality properties of Human-System Integration

| Property | Description
Intelligibility | The system’s ability to communicate to the end user how the interaction is conducted in a
meaningful and representative way.
Transparency | The extent to which the user can understand system actions and/or s/he has a clear picture of
how the system works.
Observability | The system’s ability to make perceivable its state in a relevant way for the end user.
Controllability | The extent to which a user can control the system. It involves that the user brings about or
prevents specific actions or states of the system if s/he has the goal of doing so.
Obtrusiveness | The extent to which the system places demand on the user’s attention which reduces the user’s
ability to concentrate on her/his primary tasks.
Perceptibility | The system’s ability to perceive domains or adaptation actions achieved by the end user.
Feedback Any entity’s ability to provide other entity with any information in return to an action exe-
cuted by the other entity.
Feedforward | Any entity’s ability to provide other entity with any information before this last entity exe-
cutes any action.

quality properties that are relevant to design user interactions for intelligent and autonomous systems. Table 2 depicts

a description of these relevant properties.

By analyzing the above requirements, we state that the human involvement in HiL-ACPSs introduces an important
number of challenges to be solved in order to achieve seamless and solid participation, especially when considering
situations where human attentional, cognitive, and physical resources are limited. These challenges lead to three

design principles:

1. Complement ACPS functionality. Humans are integrated in an intimate collaboration with the system to

assist in the execution of certain tasks in a correct and complete manner. In order to involve humans, ACPSs
must manage the control flow from the system to the user, and vice-versa [30]. This shared-control relationship
defines a space for human-system integration, in which the control of the task is transferred dynamically be-
tween the human and the system. Controllability is a key issue since we must manage to what extent a user can
get in control of the system. Also, perceptibility is a required system property since the system must perceive
the user’s actions and reactions. For example, in the case of the autonomous car, when the car cannot drive in a
city, the human needs to complement this functionality.

. Achieve understandability. A human must understand how the ACPS operates and what is happening at the
current moment or even the moment before, otherwise, the human may mistrust the system. It is necessary
to make use of mechanisms that provide relevant feedback and feedforward to the human. Also, feedback
and feedforward actions allow systems to improve observability and intelligibility and make systems more
transparent to the users. For example, the car should give the adequate feedback to the human in order that the
human can understand the car’s behavior and participate in a correct way when required.

. Manage user attention. Getting or maintaining a human’s attention to ACPSs is not a trivial task. The human
can be distracted or focused on another tasks at the moment the ACPS could require her/his participation.
The human can even lose attention to the task while collaborating with the ACPS. The ACPS must perform
effective actions in order to get the human involved and to help him/her to maintain a suitable level of attention.
However, at the same time, the system must avoid disturbing or overwhelming the user with unnecessary actions
that can require too much attention or cause undesired results or bad user experiences. Therefore, the ACPS
must perform actions to get human attention in accordance with the level of human involvement require, using
the correct level of obtrusiveness for this task. For example, the car should get human attention when human
has to complement its functionality.

In summary, we address human-system integration to complement ACPS functionality with shared control be-
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Figure 2: Design principles of human involvement

tween humans and systems, thus guaranteeing functional suitability (correctness and completeness) as well as human-
automation interaction properties that involve human reliability and system obtrusiveness. Proper human involvement
in an ACPS is constructed by layering the three principles as shown in the pyramid in Fig. 2. The pyramid expresses
the HiL-ACPS design principles arranged in a hierarchy. At the bottom of the pyramid is the basic principle Com-
plement ACPS functionality. This is the most important principle since, in order to integrate humans into systems,
ACPSs must manage the control flow between the human and the system. In the middle of the pyramid is the Achieve
understandability principle, since in order for humans to be able to perform their actions, they must understand how
to participate. During this human-ACPS collaboration, it is desirable to avoid disturbing the user in order to achieve
a good user experience. Therefore, the Manage user attention principle is placed at the top of the pyramid. The con-
ceptual framework proposed in this paper aims at providing a basis for designing techniques and methods that allow
designers to achieve these three principles.

4. Case study: the autonomous car

The best way to intuitively understand the proposal is through a real case study. One of the most well-known
and popular HiL-ACPSs today is the case of autonomous cars. The autonomous car technology is ready and a
many car units are already driving autonomously on the roads (with minimal driver intervention) under controlled
situations (e.g. “motorways in clear weather”). This level of autonomy is expected to increase gradually in the next
few years [16, 21], but, in the meantime, the driver must stay attentive to the steering wheel and to the road in what is
being called delegated driving. Autonomous driving is expected to reach maturity by 2030 [21], when cars reach L5
and abandon delegated driving to move on their own without a driver. Until then, all autonomous cars are required to
drive with an assistance driver (Human-in-the-Loop).

One representative example of these autonomous cars is the Google car, which is ranked at £3 [44] and is one
of the first industrial autonomous cars. This car is capable of traveling thousands of kilometers without human
intervention under restricted conditions: specially marked roads and good weather. The driver is required to be
prepared to intervene at any moment in case of conflictive situations [45]. Although the car is designed to have
full autonomous driving capabilities under certain circumstances, it still has some limitations that require human
supervision and control in complex driving situations or emergencies [46].



4.1. Autonomous car limitations

In the last few years, the news about some fatal accidents involving autonomous cars has been widely spread,
intensifying the debate on safety to levels that threaten to harm the adoption of the technology. In 2016, a Tesla car
crashed into a truck while driving in £3 AutoPilot mode. In 2018, an Uber/Google Car vehicle struck a pedestrian that
was crossing the road, also while driving in £3 AutoPilot mode. NTSB reports of these accidents [47, 48] stated that,
among other technical questions, the cars failed in providing good integration of the human with the driving tasks.
Some of the known limitations are:

e “Hand-off” problem: This describes a situation in which the car can no longer perform the automated driving
task and requires the driver to take control of the car in a short period of time. It must deal with situations in
which the driver may be distracted by texting, reading email, talking, etc. [49].

¢ Inadequate (or lack) of feedback: This refers to scenarios in which the car does not properly notify the human
of what is happening. It can cause the driver to misunderstand why the car is performing certain actions and
potentially become distrustful of the system’s reactions. Consequently, the driver’s situation awareness could be
inadequate, resulting in control problems in critical situations [50]. Feedback should be transparent enough so
that the driver not only knows what the system is doing but is also prepared to (quickly) intervene and override
the car’s behavior (if required).

o Issues of mental workload: With autonomous cars, the driver changes the task from only monitoring the situa-
tion to also monitoring the automation functions. It has also been suggested that a proliferation of driver support
systems could overload the driver [50] (fatigue, stress, attention, etc.). For this reason, all driver interaction must
be in a clear and timely fashion in order not to overload users.

This is not a full list of the known limitations. These are the limitations that are closely related to human integration
within autonomic functions. There are other limitations that are more related to functional or technical aspects. The
following section introduces the strategy that we present to mitigate these problems.

4.2. Facing autonomous car limitations

The problems described above are aligned with the design principles introduced in Section 3. The hand-off prob-
lem is about how to involve the human in the driving task so that s/he is ready to take over the car at any moment if
required. This problem can be mitigated with the Complement ACPS functionality design principle, which deals with
the shared-control issue between the user and the system. However, this problem also has the challenge of getting the
human’s attention in any human situation (s/he may be distracted). This challenge can be faced by applying the man-
age user attention principle. To perform a safe and effective control transition, the human must also understand the
car’s behavior, which can be overcome with the achieve understandability design principle. The inadequate (or lack
of) feedback problem can be faced with the achieve understandability design principle, which encourages designers
to enhance system understandability by providing feedback and feedforward with explanations about what the system
is doing or what is happening. Finally, the problem of mental workload could be mitigated if designers apply the
manage user attention design principle to achieve getting human attention but avoiding disturbing and overwhelming
him/her.

The case of the autonomous car at £.3 is used as a case study in this work. In order to illustrate our proposal seven
tasks that require human integration have been selected among the tasks that are usually performed in an autonomous
car. These tasks are the following:

o 71 Supervised Autonomous Driving: represents the collaborative work that the system and the human do in
AutoPilot mode. The AutoPilot is responsible for performing the automated driving task (lane keeping with
adaptive cruise control). However, the £3 AutoPilot mode requires a driver to always be in attentive mode and
ready to take over (if required). This scenario is used to illustrate the Tesla (2016) and Uber (2018) accidents.
Most of the reports related to these two accidents agree that the drivers were not attentive to the driving task
at the time of the accidents. Even though the cause of the accidents can be blamed on the drivers’ misuse of
the AutoPilot mode, we consider that a good design of human participation in this task would have reduced the
likelihood of these accidents.



Table 3: Control Transfer Tasks in the Autonomous Car
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o 72 Supervised Manual Driving: represents the collaborative work that the system and the human do in Manual
mode. The human is responsible for performing the driving task. However, the £3 Manual mode requires the
system supervises the state of the human (and takes the appropriate actions when necessary).

These two tasks are the basic ones that are performed in an autonomous car in order to accomplish the main goal
of the car, which is safety traveling between destinations. Each task represents a different driving mode. In order to
perform the control transition between autonomous and manual mode, additional tasks are required. Based on [30],
the transition of control from the autonomous system to driver is called takeover, while the transition from driver to
the system is called handover. Both takeover and handover can be initiated by the system or by the human. This
casuistic of transitions leads to the quadrants shown in Table 3, where the different tasks to perform the transition of
control are placed. These tasks are the following:

e 7 3 Handover: the driver gives the order to the system for it takes over control of the car.
e 74 Driver Reassumming Control: the human requests control of the car.

o 75 Emergency Handover: the system realizes that the human cannot continue driving (e.g., it realizes the driver
has fallen asleep) and takes control of the car in a rush.

e 76 Takeover: the system transfers control of the car to the human in a situation that does not require hurry (e.g.
the car is approaching a city and the car cannot continue autonomously driving).

e 77 Emergency Takeover: the system must leave the car in a safety situation while transfers control of the car
to the human. This task takes place in emergency situations (e.g. a sensor fails and the system cannot continue
autonomously driving).

Note that based on [16] we distinguish two types of takeover initiated by the system: one corresponds to a situation
that does not require a rushed transition and the other represents an emergency situation. This distinction is important
as it impacts on the design of the transition.

5. Opening the loop to human integration

This section analyzes how humans can be integrated within ACPSs taking into account the design principles
identified in Section 3. This analysis aims at recognizing the main aspects that have to be considered in the design
of human integration and extending the behavior of ACPSs (based on a closed feedback loop) in order to integrate
humans into some of their tasks, which is called “opening the loop” .
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5.1. Main aspects of the HiL-ACPS design

We applied the “Six Serving Men Questions” analysis method [22] to study the human integration problem. The
questions helped us to identify the aspects to be taken into account when designing an HiL-ACPS. The analysis
through the questions is presented below and illustrated in Fig. 3.

o Why is human integration necessary within the ACPS? A human should be integrated into an ACPS in order
to complement its functionality for two possible reasons: (1) the ACPS by itself cannot solve a specific task
completely or correctly; or (2) the human requests the control of the system because of her/his wish to collab-
orate in a specific task. For example, in the case of an autonomous car at £3, the car requires the human’s
collaboration when it approaches a city, since it cannot continue driving autonomously. Another reason for
integrating a human into this car would be the human’s request for control of the vehicle during autonomous
driving by turning the steering wheel when s/he faces a dangerous situation.

o Where is the human integrated within the ACPS? This question is related to which tasks could require human
integration because the system cannot autonomously perform them or which tasks allow the control of the
system to be transferred when the human requests it. Human integration into these tasks complements ACPS
functionality. Examples of these tasks for the case of the autonomous car are enumerated in Section 4.2. For
example, in the case of 7 1 Supervised Autonomous Driving, it requires human integration for safety reasons.

o Who is the human that can be integrated in the task? The task needs a human with a specific kind of capa-
bility, knowledge, background, etc. to correctly complement the ACPS functionality. For example, 74 Driver
Reassumming Control requires a human with driving capabilities to achieve the control transition.

e When is it feasible to do the collaboration? This question is related to which context situations maximize
an optimal task execution or which situations allow the task to be performed in a safe manner. An optimal
context situation allows to correctly complement the ACPS functionality since if the task were executed in an
inappropriate situation, the success of the task could be threatened. For example, if the human is not seated
in the driver’s seat when the car requires her/his collaboration to take control of the car, the task cannot be
performed since the human is not ready to drive. In those situations when the system, its environment, or the
human are not prepared at the moment of the collaboration, it is necessary to provide the human with relevant
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feedback to inform him/her of the situation (understandability) and to execute actions to acquire the correct
human attention in order to engage him/her in the task.

e What do the human and the system have to do collaboratively? In other words, which work have to do the
human and the system in order to achieve the task’s goal? For example, 7 6 Takeover involves that the system
notifies the human that sfhe is required to take over control of the car, the human confirms the takeover (that is,
the human makes the system aware of s/he accepts the takeover) and the system transfers control to the human.
But also, some feedback or feedforward information has to be provided to the human to achieve understandabil-
ity. For example, in the previous task, after the system transfers control of the vehicle to the human, the system
should inform him/her about the achieved driving mode. Moreover, it is important to introduce mechanisms to
manage the user’s attention in order not to overwhelm him/her when it is not necessary. For example, if the
human is already paying attention to the driving task at the moment that s/he is requested to take over control,
the system should not warn him/her in a noteworthy way.

e How is the human-HiL-ACPS collaboration performed? Tasks usually operate under specific conditions or
limitations that must be fulfilled throughout the execution of the task. These limitations help the HiL-ACPS to
correctly complement the ACPS functionality. For example, the control of the car must be taken over by before
10 seconds after the system notifies the human. Otherwise, the task will be considered as failed.

5.2. Extending ACPSs to become HiL-ACPSs

Traditionally, canonical models of human-computer interaction are based on a feedback loop in which information
flows from a system (e.g., a computer or a car) through a person and back through the system again [51]. The person
acts to achieve a goal in an environment (provides input to the system); the person measures the effect of her/his action
on the environment (interprets output from the system, feedback) and then compares the result with the goal. This is a
simple first-order cybernetic system. Taking this traditional feedback loop into consideration and based on the aspects
identified to integrate the human into the ACPS, we propose a redesign of the ACPS behavior in order to include the
steps required for performing human collaboration. These steps are depicted in Fig. 3:

Step 1: Monitoring. The ACPS is continuously monitoring its environment to identify situations in which human
integration is required. In this case, it raises an event that triggers the need for a human to provide help or to
carry out a task.

Step 2: Requesting human. The system requests a human with specific capabilities to perform the task.

Step 3: Checking context. The system verifies that the conditions for integrating the human into the task are
accomplished.

Step 4: Human collaboration. The system and the human initiate their collaborative work in a shared-control
manner.

Some of these steps could hinder the correct execution of the task. For example a human with the required profile
may not be available; or the human may not be prepared to collaborate in the task; or the human interaction may
not be as expected. In those cases, the task should leave the system in a consistent and safe state. After the human
collaboration, the system returns to the autonomous mode until a new collaboration is required.

This section has identified the aspects to be taken into account when designing HiL-ACPSs. The outcomes of this
section are used in Section 6 to define a conceptual framework for the design of human integration.

6. Conceptual framework to design human collaboration within HiL- ACPSs

This section presents a conceptual framework to help in designing Human-in-the-loop integration within an ACPS.
This framework states the concerns that an interaction designer must deal with in order to design proper human
integration within ACPS, and it provides a design theory that explains the foundations for HiL-ACPS design. The
conceptual framework is constituted by a set of concepts that define the collaborative work between the human and
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the ACPS, which are introduced in Section 6.1 and Section 6.2. Section 6.3 explains how to apply this conceptual
framework.

To build the framework, we identified and defined the key elements, terms, concepts, and relationships that are
essential for overcoming the challenges identified in Section 3 (Complement ACPS functionality, Achieve under-
standability, and Manage user attention). See Fig. 4 for a summary of all of the identified concepts. The following
subsections address those challenges in detail.

6.1. Complement ACPS functionality

In Section 3, the first challenge stated that “Humans must be integrated in an intimate collaboration with the
system in order to assist in the execution of certain tasks in a correct and complete manner”. The concepts required
to address this question are identified in the following subsections.

6.1.1. Tasks

Tasks describe what a human is required to do in collaboration with the system in order to complement its func-
tionality (the Task concept is the root concept in Fig. 4). A task requires a human with specific capabilities, knowledge,
and background in order to be executed. These human features constitute a human profile (Fig. 4 shows the Human
Profile concept and the requires relationship between Task and Human Profile).

The humans that fit the profile/s associated with the task are the only ones that can assist in performing that
task. For example, in the case of the autonomous car, the 76 Takeover task is associated with the driver profile,
meaning that only a person with driving capabilities (s/he has a driving license) can help in performing that task.
Fig. 5 illustrates the task throughout a notation that allows describing collaborative tasks. This diagram is named fask
diagram. It graphically represents a task by an oval linked to a human picture that represents the driver profile. A
curved arrow describes the event that triggers the task. As we introduce new concepts, we will present the rest of the
notation of the diagram.
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6.1.2. Human roles

Humans can participate in tasks by playing different roles. The role that a human performs on a task determines
the type of the task. Taking the capacities introduced in [13, 11], we abstracted the the roles that a human can play in
ACPS and proposed the following task types related with those roles:

1. Monitoring tasks: The human is in charge of performing actions to provide information or identify situations
in the context of the running task (acting as sensors). Also, the human is in charge of providing data that is
difficult or can not be monitored, or to correct and validate anomalous values that s/he identifies.

2. Decision-making tasks: The human can incorporate input into the decision-making process to provide better
insight about the best way of performing that task. Therefore, the human has to decide between a set of options
that the system has predefined or to decide by herself.

3. Control and execution tasks: The human is responsible for managing, executing, and leading the task execu-
tion and control (totally by herself or assisted by the system).

Tasks are defined within an autonomy level (represented by the corresponding concept in Fig. 4, which is related
to the Task concept throughout the defined in relationship), which impacts on the role that the human can play in the
task. In other words, a task can be placed in a different autonomy level and can require a different degree of human
collaboration. In Fig. 5, a rectangle that contains the task is labeled with the autonomy level. This example shows a
task ranked with £3 autonomy level.

6.1.3. Context situation

An appropriate context situation (defined by context properties) is required to execute a task. This context situation
can be considered as the precondition of the task (this concept is represented in Fig. 4 with the has relationship
between it and the task). The precondition represents the context in which the system, its environment, and the
human are prepared to execute the task under appropriate conditions in order to achieve proper task performance [52].
For example, when the ACPS initiates 7 6 Takeover task, the volume on the radio should be different from high to
maximize the success of a safe takeover.

The context definition that Dey introduced in [53] is used to specify the semantics of the context concept: “any
information that can be used to characterize the situation of an entity. An entity is a person, place, or object that is
relevant to the interaction between a user and an application, including the user and applications themselves”. From
this definition it is possible to derive the relevant properties of the context as the state of the physical environment (e.g.,
temperature, noise, etc.), the state of the resources regarding the system surroundings, the state of the system itself
and the user’s situation (e.g., its location, activity, etc.). The user’s situation acquires special importance for achieving
the managing user attention challenge. Section 6.2 (where this challenge is addressed) deals with this issue.

As can be seen in Fig. 5, the arrow between the human profile and the task indicates the relationship between those
concepts and this arrow is labeled with the precondition (if exists) that enables the task execution. In the example of
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that figure, there is a precondition that must be fulfilled in order the driver to be able to safely participate in that task.
The precondition includes the condition the volume of the radio not high among others, which are further explained
in Section 6.2.2.

6.1.4. Constraints

A task can have associated a constraint. Constraints are conditions that must be always fulfilled during the
execution of the task (see the corresponding concept and the has to fulfill relationship between Task and Constraint in
Fig. 4). They describe a required system state or a limit on task executing (for instance, an execution time limit). For
example, in the case of 7 6 Takeover task, it is associated with the constraint before 10 seconds, because if the human
does not take control before 10 seconds, the ACPS should cancel the task (see in Fig. 5 the arrow labeled with the
constraint that leaves the task).

6.1.5. Fallback plan

Having human-in-the-loop poses challenges related to the unexpected behavior of humans. Therefore, the design
of tasks with human integration requires a safe guard, or a fallback plan, to be executed when the task is not working
as planned (as Fig. 4 shows by means of the fallback plan concept and the associated with relationship). When
executing a task, a fallback plan can be thrown due to:

o the non-presence of a human with the specific human profile,

e the incapacity to achieve the appropriate context situation (in fact, it occurs when the appropriate context situa-
tion is not accomplished within the limits forced by the constraint), or

o the execution of actions is not as expected (that is, it does not fulfill some constraint).

Fallback plans are, in turn, tasks. Some of the fallback plans are also autonomous tasks that may or may not require
human integration. The fallback plan is represented in Fig. 5 by means of a rounded rectangle and is associated with
a task with a dashed arrow in which the task constraint is specified. In the example of that figure, the fallback plan
Drive the car to a minimal risk condition is specified with a constraint of 10 seconds for the task.

6.1.6. Actions

Tasks can be decomposed into more fine-grained units named actions (see the Action concept and composed of
relationship in Fig. 4). Each action represents a perceivable interaction performed either by the system or by the
human, or an internal function carried out by the system. Actions are inter-related to determine a partial order in
which they must be processed. Actions can also be associated with a constraint. In the same way that we have
introduced in 6.1.4, the constraints of an action must be always fulfilled during the execution of the action (see the
has to fulfill relationship between Action and Constraint in Fig.4).

For example, 76 Takeover task can be decomposed into three actions: (1) the system notifies the human that s/he
is required to take over control of the car, (2) the human confirms the takeover, and (3) the system transfers the control
to the human. We define these three actions as the core actions that allow the human and the ACPS to collaborate and
to perform the task (it is one of the types of actions as Fig. 4 shows). We propose a graphical notation to represent
the actions that compose a task. We call this notation the action diagram. Fig. 6 illustrates the actions that define
76 Takeover task. Core actions are represented by a green circle. As we introduce new concepts, we will present the
rest of the notation of the diagram.

6.2. Manage user attention & achieve understandability

Second and third challenges in Section 3 state that “ACPSs must perform actions to get human attention in
accordance with the level of human involvement required by using the correct level of obtrusiveness” and “a human
must understand how the ACPS operates and what is happening at the current moment or even the moment before”.
The concepts required to address these two issues are further explained in the following subsections.
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6.2.1. Human factors

In this work, the situation or context of the user acquires a special importance to determine whether or not the
human is “prepared to” or “can be” integrated into the task to achieve the proper task performance. The “opportunity-
willingness-capability” (OWC) model [52] is used to define the required characteristics of the human factors. The
OWC model defines a set of human elements that constraints tasks performance:

e Opportunity: This identifies the set of variables that humans need to fulfill in order to attempt a task. These
variables are related to the human’s situation, such as the user’s location, the activity that is being carried out,
etc. In the autonomous car, possible variables and states for this element are human.location = inDriverSeat,
human.hands = onWheel.

e Willingness: This indicates the human predisposition to perform the task. This factor is related to the human
attention, stress level, load, motivation, or how busy the human is at the time. It is important to note that the
user will not be able to perform the task if s/he does not have the necessary attentional resources available that
the task requires. Possible variables and states for this element are human.attention = high, human.stressLevel
= low.

e Capacity: This defines the human’s skills and abilities that are necessary to successfully execute the task. It is
related to the human’s knowledge, level of experience or training, cognitive or physical skills, required devices,
emotional states that may reduce the human’s ability, etc. Possible variables and values for this element are
human.experience = high, human.hasSmartPhone = true.

As shown in Fig. 7, to achieve proper human integration, the current human state must be the intersection of
possible human states for which OWC can be evaluated as true.

OWC conditions are included in the precondition of a task (see the includes relationship from Precondition to the
three concepts Opportunity, Willingness and Capacity in Fig. 4), which is evaluated before executing the task. Fig. 5
shows the precondition of 76 Takeover task, which includes three conditions related to human factors (the human’s
location, human’s attention and human hands’ position).

The human elements that are included in a precondition have to be perceivable by the system somehow. In the
autonomous car example, a RFID reader reads the RFID tags that the humans wear and evaluates if the human is in
the driver’s seat (the human location). The human attention is evaluated by means of a small cam that determines
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the eyes position of the driver. Finally, a contact sensor that determines if the human has her/his hands on the wheel
evaluates the human hand’s position.

6.2.2. Complementary actions

In addition to the actions that perform the task functionality, tasks include actions that aim at preparing the system,
the environment, and the human to perform the task in the required conditions. As mentioned, these conditions are
inferred from the precondition. We call these actions preparatory actions and are executed before intrinsic actions.
Thus, when a task initiates, if the precondition is not satisfied (i.e., the context is not suitable for performing the task),
this task will execute the preparatory action/s corresponding to the none satisfied condition/s.

Consider again 7 6 Takeover task. When the ACPS runs that task, if the human has no situational awareness,
or s/he is in the passenger seat, or her/his hands do not take the wheel, or the volume on the radio is too loud, the
three actions defined above for the task are insufficient to guarantee a safe takeover (the human is not likely to be
aware of the notification about taking control of the car). The context situation requires additional actions in the task.
Therefore, the task should include four preparatory actions: (1) the system warns the human to pay attention; (2) the
system asks the human to move to the driver’s seat; (3) the system asks the human to take the wheel; and (4) the
system turns down the radio volume. Taking into account the current situation, the task can select which preparatory
actions should be executed.

Moreover, tasks can include actions of another kind that aim at achieving the second challenge achieve under-
standability. These actions are intended to provide (1) feedback regarding what the task is doing, and (2) feedforward
so that the human properly receives knowledge to collaborate. We call these actions feedback actions. For example,
in 76 Takeover task, once the human takes control of the car, the system informs the driver of that situation. Also,
feedback actions can depend on specific human factors in order to avoid obtrusiveness. A condition can be attached
to the task to determine whether the action must (or must not) be executed.

Preparatory and feedback actions can be associated with constraints in the same way we have introduced in Section
6.1.4 (these are the other two types of actions as Fig. 4 shows).

Fig. 6 shows the action diagram that includes the representation of core actions together with preparatory and
feedback actions. Preparatory actions are represented by an orange square with a dashed square above it when they
are associated with a precondition; feedback actions are represented by a yellow dashed circle. The order of the
actions is not represented between preparatory actions and the other actions, since preparatory actions are executed
first and only when the precondition is not fulfilled. Initial and final actions are marked with initial and final points.
The semantics of the quadrants represents the obtrusiveness level, and are explained in detail in the following section.

6.2.3. Attention and initiative

Actions usually entail an interaction between the human and the system. The actions that involve an interaction
should be designed to manage human attention resources in order to get the human’s attention while at the same time
avoiding to overwhelm the human. The HCI has proposed solutions to manage of human attention based on levels of
automation and workload [54, 10, 55]. We analyzed and designed the actions from two points of view: 1) who initiates
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the interaction (the system or the human); and 2) the attention resources needed to assist the interaction (attentional
demand imposed on the human) (see the designed in relationship between Action and the two concepts Initiative
and Attention in Fig.4). We consider this specification of the initiative and the attention (attentional demand) to be
adequate since these are factors that vary independently. For example, an interaction of feedback (initiated by the
system) may require more attention or less depending on the importance/criticality of the information to be offered.
In the same way, a preliminary interaction could be initiated by the system (if it tries to capture the user’s attention)
or by the human (if the system waits for an answer from the human to confirm that s/he is prepared). Establishing an
initiative and an attention level help designers in selecting the most suitable interaction mechanisms.

In Fig. 6 the vertical axis places the attention dimension and the horizontal axis displays the initiative dimension.
In this example, the initiative dimension is divided into two segments according to who initiates the action: the human
or the system. The attention dimension is divided into three segments: low attention (if the user is required to make
some effort to perceive the interaction), slight attention (if the action implies slight demand of the human attentional
resources), and high attention (if the user is required to be fully conscious of the interaction). In each quadrant, the
designers should locate the different actions for performing the task. The first action in the figure is Notify takeover
action that demands high attention and is performed by the system. The second action, Confirm the takeover action,
demands slight attention and is performed by the human. Then, there are two actions performed by the system:
Transfer control to the human action that just demands low attention (from the human) and Inform about the current
state of the car action with a slight level of attention. The level of attention associated with the action will guide the
selection of the concrete interaction mechanism in further development phases, such as proposed in [56]. The levels
that demand more attention must be associated with interaction modalities more obtrusive or that draw more attention.
Conversely, levels that demand less attention must be associated with discreet interaction modalities.

6.3. Applying the conceptual framework to build HiL-ACPS designs

The concepts presented in Sections 6.1 and 6.2 constitute the conceptual framework that supports the specification
of HiL-ACPS designs. This subsection provides a guide for applying the framework in order to build these designs.
To obtain an HiL-ACPS design, the following steps must be taken (in the following order):

1. Identify and define a set of collaborative tasks. Itis necessary to determine which tasks of the ACPS require
collaboration between the system and the human. Each collaborative task is defined within an autonomy level.
This task definition involves specifying (in any order):

o the human profile, which participates in the task by playing a specific human role

o the precondition, which uses human factors for its specification

o the fallback plan, which can have an associated constraint that, if not satisfied, triggers the fallback plan
This specification is graphically represented by means of the task diagram.

2. Decompose each collaborative task into actions. The following actions must be identified (in the following
order):

e the core actions that are necessary to reach the task goal

e the preparatory actions that are required to get the proper human attention to fulfill the precondition
associated to the task

o the feedback actions that allow the user to understand how the system is operating

3. Associate each action with an obtrusiveness level. The specification of the actions and their obtrusiveness
level is graphically represented by means of the action diagram.

The proposed specification of HiL-ACPS designs, which is the main concern of our proposal, is part of a method-
ological approach to specify and build HiL-ACPS. Figure 8 illustrates the complete proposal. Specifically, Steps 2
and 3 deal with the specification of the HiL-ACPS collaboration by applying the proposed conceptual framework.
Once the HiL-ACPS collaboration is built, the specified actions should be mapped to abstract interaction mechanisms
(Step 4), according to the level of attention attached to the actions. Then, the selection of the concrete interaction
mechanisms (Step 5) is necessary to implement the collaborative tasks (since it establishes the specific devices and/or
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interaction mechanisms that support the interaction between humans and systems). Steps 4 and 5 are out of the scope
of the present work due to space constraints (an example of this mapping can be seen in [56]). Finally, a key step of
this proposal is validation and refinement (Steps 6, 7 and 8) where system prototypes are built (following the specifi-
cations of the conceptual framework) to validate the design carried out in the previous steps. The validation allows:
the refinement of the design (HiL tasks, HiL actions, attention levels, feedback messages, etc.), and the consolidation
of the specific interaction mechanisms that are most suitable.

In conclusion, the conceptual framework has been designed to provide models and techniques to allow: 1) the
specification of tasks in which a human is required to participate in order to complement the functionality of the
ACPSs; and 2) the definition of an appropriate interaction to allow a human to execute a task in collaboration with
the system, in order to minimize system obtrusiveness and maximize system understandability.

7. Operationalization of the HiL-ACPS collaboration

This section presents an execution model that defines how the human collaboration should be executed when
developing fully functional (or fully operative) solutions. This execution model is based on the extended HiL-ACPS
behavior presented in Section 5.2 and establishes the control flow that underpins the execution of collaborative tasks.

The process of involving the human can be abstracted by the following steps (See the flow chart in Fig. 9):

Step 1: Monitoring. The ACPS is continuously monitoring its environment to identify situations in which it should
take an action. If it detects that a collaborative task needs to be executed, it raises an event that triggers the need
for the human’s help in carrying out that task.

Step 2: Is the human profile available? The presence of a human that fits the human profile is verified:

o If the human exists, the system goes to Step 3.
o If the human does not exist, the system goes to Step 6.

Step 3: Is the context suitable for collaboration? The context conditions that determine the suitability of the
context for a proper human collaboration are verified:

o If the context conditions are fulfilled, it means that the context is suitable to perform the execution of the
collaborative task. The system goes to Step 5.

o If some context conditions are not fulfilled, it means that the context is not optimal to perform the task
execution. The system goes to Step 4.
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Step 4: Preparing the context for optimal configuration. The system executes actions (using interaction mecha-
nisms) to change the context in order to achieve the suitable context conditions (e.g., requiring human attention
and/or preparing the environment in a way that enables the human to carry out the task). The system goes to
Step 3.

Step 5: Human collaboration. The system and the human perform the task collaboratively. To do this, the actions
that make up the task are executed in the order specified in the action diagram. These actions can be:

o System-initiated actions. The system interacts with the human through an output interaction mechanism
that supports the attention level specified for the action.
e Human-initiated actions. The human interacts with the system by means of an input interaction mecha-

nism that supports the attention level specified for the action.

After the execution of some core actions, the system can perform feedback actions that are designed to support
a specific attention level. Feedback actions inform the humans without overwhelming them, thus facilitating
understanding of the executed/performed actions.

When all of the specified actions are executed, the system goes to Step 7.

Step 6: Fallback plan — something is not working as planned. The system executes a fallback plan or alternative
actions that leave the system in a safe state. The system goes to Step 7.

Step 7: Returning to autonomous mode. Once the task is completed, the system automatically switches to au-
tonomous mode (until it detects a new situation that requires human participation).

Each action of the task must be strictly carried out without violating the task constraints (temporary, contextual, etc.).
The HiL-ACPS is responsible for checking them at any moment during the execution of those actions (Steps 4 and
5). If these constraints are not satisfied at any time, Step 6 (the fallback plan) must be executed.
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The execution model steps provide the operational support for guiding the implementation of the collaborative
tasks in HiL-ACPS systems. The execution model is also essential in the validation of the proposal that is presented
below since it guides the implementation of the prototype of the autonomous car.

8. Evaluation of the proposal

The goal of this evaluation is to demonstrate that this solution can be used to properly design HiL-ACPS systems
in which the human co-works with the autonomous system in a way that the three design challenges are fulfilled. The
evaluation is focused on two main questions:

1. Can a functional HiL-ACPS solution actually be implemented according to the collaborative task specifica-
tions?
2. Does the functional HiL-ACPS solution meet its specification in order to achieve the three design challenges?

Therefore, we have looked for evidence that functional HiL-ACPSs can be implemented according to the specifi-
cations built by applying the proposed conceptual framework and that these systems are capable of complementing the
ACPS functionality with users, provide feedback, and avoid obtrusiveness as defined in the specification. In order to
assess these questions, we have designed and implemented a prototype of the autonomous car described in Section 4.
To do this, we used the conceptual framework and the execution model to design and implement the collaborative
tasks of the autonomous car. Then, we carried out a set of tests to check whether the car prototype behaves as defined
in the specification of the tasks. The goal of the tests was to determine whether the collaborative tasks provide support
to the design challenges in the way specified.

The test process involved the following steps, which are described in detail in the following subsections:

1. Build the prototype of the autonomous car. A prototype of the autonomous car case study was built, applying
the proposed approach.

2. Design of the test. A set of test cases was designed to determine whether the behavior of the collaborative tasks
of the autonomous car is compliant with their specifications.

3. Execution of the test. The car prototype was used to simulate driving with human collaboration and to check
the behavior of the car in the test cases.

4. Analyze the results. We analyzed the results in order to determine whether the execution of the tasks satisfied
the three design challenges identified.

8.1. Build the prototype of the autonomous car

In this subsection we apply the proposal to implement a functional prototype of the autonomous car, which is
described as the case study. This prototype is mainly focused on providing both integration and collaboration mech-
anisms within the human and the autonomous tasks. Following subsections introduce the design of the prototype and
its implementation.

8.1.1. Design of the prototype

This subsection focuses on describing the design of 7 1 Supervised Autonomous Driving and 7 6 Takeover using
the action diagram notation and fask diagram notation; the design of the rest of the collaborative tasks is performed in
the same way and is not shown due to space limitation.

e T 1 Supervised Autonomous Driving: Figure 10 shows the specification of this task. The task requires a driver
to be the human profile. The 7 1 precondition requires a car scenario in which the driver is located in the driver’s
seat, with his/her hands on the wheel, in an attentive mode (facing forward). The fallback plan defined for the
task is: Drive the car to a minimal risk condition. In addition, this task has defined a constraint to execute the
fallback plan if the driver gets distracted or removes his/her hands from the wheel for a period of 5 seconds
([47], concluding that this situation is not desirable, even for a short period of time). The specific collaboration
between the human and the car in the 7 1 Supervised Autonomous Driving task is described in Fig. 11. As the
figure illustrates, three preparatory actions will be performed (in high attention level) if the driver is not able to
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Figure 12: Car Simulator Architecture

properly collaborate with the task. Once the human is ready to collaborate, the car informs the driver about the
AutoPilot engagement in low attention level. Then, it engages the £3 AutoPilot function provided by the DAS
Module.

e 76 Takeover: Figure 5 shows the specification of this task. The required human profile is also a driver. 76
requires the same precondition as the 7/ task does, but also requires the volume of the radio not being high.
However, the 76 task defines a constraint to execute the same fallback plan if the human (driver) does not get
control of the car within 10 seconds. Figure 6 shows the specification of the action diagram for this task. It
contains three preparatory actions of the system for the high attention level. It also has another preparatory
action Turn down the radio volume, in the low attention level. Once the human driver is ready to collaborate,
the system sends him/her a Notification to take control. Then, when the Human confirms the car takeover, the
car will Transfer control to the human and confirm this through a feedback action in the slight attention level.

Once the collaborative tasks of the case study were specified, they were implemented within the car prototype as
explained below.

8.1.2. Implementation of the prototype

Figure 12 shows an overview of the prototype architecture, which is made up of two subsystems: a Physical
Platform, which monitors the car, its environment, and the human; and a Control Unit, which is responsible for the
autonomous functions, the human interaction mechanisms, and the collaborative tasks.

The Physical Platform is composed of a set of sensors and devices that allows the Control Unit to know the current
situation of the driving environment at any time, and to detect events or situations that happen to the system. This
platform also provides functional devices that allow the autonomous functions to be simulated. An Arduino MEGA
2560 acts as the physical platform device controller of the car (shown in Fig. 15). This controller is responsible for:
providing the Control Unit with the state of the different sensors and devices of the car, notifying of physical events
(relevant changes in those sensors and devices); and actuating on controllable devices. The car simulator uses the
following devices:

o a set of RFID tags representing different human profiles,

e RFID readers for the driver’s seat and the passenger’s seat, each of which monitors which human is seated by
detecting the RFID tags,
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a contact sensor that determines if the human has his/her hands on the wheel.
two small potentiometers that monitor the pressure of both the brake and the accelerator pedals,
a sound sensor that senses the sound level inside of the car,

a small cam that is used to “see” the eye position of the driver (this cam is actually connected to the Raspberry
Pi),

a speaker to provide (voice) feedback,
a microphone to recognize voice input,
a physical button to switch the autonomous driving mode,

a car console to show (visual) feedback.

This controller was developed using the Arduino Processing/C language. It mainly executes a loop that: processes
incoming requests (via Serial communications) to obtain the state and measures of the sensors (who is seated at the
driver seat?); checks the current state or measures of any connected device (what is the current sound level?); and
sends notifications (via Serial communications) if a relevant change in any device occurs (the driver has put hisfher
hands on the wheel).

The Control Unit of the car performs both the automated driving tasks and the collaborative tasks between the
driver and the car. It is executed by a Raspberry Pi 3 Model B+. This prototype was developed using Java with OSGi
and connects via UART-Serial to Arduino. It executes the DAS Module, the Interaction Module, and the HiL Module.
We describe these modules in detail below.

The DAS Module. This module implements the skeleton of the automatic functions of the car (LI Assisted
Driving and L3 AutoPilot) and offers an interface to allow the HiL. Module to activate or deactivate them. The
details of the internal implementation of these functions is out of the scope of this prototype. The module is also
responsible for detecting situations in which the autonomic tasks cannot be fully performed, according to the
identified autonomous driving limitations (see Section 4.1). In these situations, the module will require the HiLL
module to activate a collaborative task. For instance, when the car is driving in £3 AutoPilot mode and is about
to enter a city, the DAS module identifies that the car cannot continue the autonomous driving and requires the
HiL Module to trigger the corresponding collaborative task (in this case, 7 6 Takeover).

The Interaction Module. This module is responsible for implementing the communication mechanisms with
the human, which include both explicit interactions (sounds and messages) and implicit interactions (human
gestures and actions). To perform this bi-directional communication between the human and the car, this module
makes use of physical devices from the Physical Platform such as speakers, a small cam (to track the driver’s
eye position), a steering wheel contact sensor, a sound sensor, etc.

The specific interaction mechanisms available in the prototype that support each attention level are the follow-

ing!:

High Attention Level.
— Output interaction modalities: voice feedback using speakers and a highlighted text message with an
icon on the car dashboard.
— Input interaction modalities: haptic input using a physical button and voice recognition by means of
a microphone.

Slight Attention Level.

INote that output interaction modalities are used for system-initiated interactions and input interaction modalities are used for human-initiated
interactions
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— Output interaction modalities: a sound/’beep’ on the speakers and a highlighted text message on the
car dashboard.

— Input interaction modalities: pressure detection of the accelerator and brake pedals as well as the
steering wheel.

Low Attention Level.

— Output interaction modalities: a text message on the car dashboard.
— Input interaction modalities: gesture recognition using the small cam.

The Interaction Module also monitors the notifications that come from the Physical Platform devices that are
related to the human’s context situation and communicates them to the HiL Module.

Finally, the interaction module implements a small web application (using HTML/JQuery and Bootstrap) that
simulates a car dashboard (see Fig. 13). This dashboard displays the messages and the current state of the car
(i.e., the task or functionality that is being performed, who is in the car, the driver’s attention level and the
environmental sound volume).

The HiLL. Module. This module contains the implementation of the collaborative tasks. To illustrate this
implementation, we show the details of the 7 6 Takeover implementation (Fig. 6 shows the action diagram and
Fig. 5 shows the task diagram for this task):

— The task starts by checking if the required human profile (a driver) is available. This condition is evaluated
by monitoring the car seat devices (which use RFID tags to identify the human profile). If the human is
not available, the fallback plan is executed; if the human is available, the task continues its execution.

— Next, the four preconditions of the task are verified:
1. Is there a human in the driver’s seat? The RFID tag of the driver’s seat is used to validate this
condition. If this condition is false, the preparatory action Request the human to move to the driver’s

seat is executed using the voice feedback on the speakers and showing a message with an icon on the
dashboard (since the action has been specified at the high attention level).
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2. Is the human’s attention high? The small cam that tracks the driver’s eyes is used to evaluate this
condition. If this condition is false, the preparatory action Request the human to pay attention
is executed using the voice feedback on the speakers and showing a message with an icon on the
dashboard (since the action has been specified at a high attention level).

3. Are the hands of the human on the wheel? The contact sensor of the steering wheel is used to validate
this condition.If this condition is false, the preparatory action Request the human to take the wheel
is executed using the voice feedback on the speakers and showing a message with an icon on the
dashboard (since the action has been specified at a high attention level).

4. Is the radio volume high? The sound sensor volume of the speaker is used to validate the condition.
If this condition is true, the preparatory action Turn down the radio volume is executed showing a
message on the dashboard (since the action has been specified at the low attention level).

When the four preconditions are fulfilled, the task continues to the next step.

— Then, the task implements the collaboration between the car and the human to perform a safe takeover.
This is done by executing the specified actions in the action diagram as follows:

1. The task executes the core action Notify the takeover using the voice feedback on the speakers and
showing a message with an icon on the dashboard (since the action has been specified at the high
attention level).

2. The human then initiates the core action Confirm takeover by actuating the steering wheel or the
brake pedal (since the action has been specified at the slight attention level). When any of these
occur, the action is completed.

3. The task then continues to execute the core action Transfer control to the human. A text message
is shown on the dashboard (since the action has been specified at the low attention level) in order to
make the human aware of the action.

4. Finally, the task executes the feedback action Inform the driver of the current state using a beep from
the speakers and showing a message on the dashboard (since the action has been specified at the slight
attention level) in order to provide the appropriate understanding of what is currently happening.

During the execution of these actions, the preconditions are continuously being evaluated. If some pre-
condition becomes false, the corresponding preparatory action is executed.

— Simultaneously with these steps, the constraint offser time<10 sec is continuously being evaluated. If the
constraint is violated, the task is cancelled and the fallback plan is executed.

This implementation leads to a car prototype that performs its complete functionality by co-working with the
driver by means of the collaborative tasks. During the task execution, the driver receives system notifications through
one of the output interaction mechanisms (speakers or dashboard) and actuates through one of the input interaction
mechanisms (the wheel or the pedals). At all times, the car is aware of the human context situation (the human’s
location, the human’s attention, and the human’s hand position) by using the different physical sensors and devices.

8.2. Design of the test

Once the prototype was implemented, we built a set of tests to evaluate it. Since the goal is to evaluate the three
design challenges, the following questions need to be assessed:

e Q1 - Complement ACPS functionality. Do the collaborative tasks of the autonomous car prototype achieve
their goal and finalize?

¢ Q2 - Provide Understandability. Do the collaborative tasks of the autonomous car prototype provide the user
with feedback according to what was specified in the models?

¢ Q3 - Manage obtrusiveness. Do the collaborative tasks of the autonomous car prototype perform the interac-
tions/actions at the specified level of attention?
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Table 4: Test Case for 7 1 Supervised Autonomous Driving

Id Class Precondition Test Steps

TCO1 | HC&FC system.mode = manual driving, | The human requests the system to ac-
human.attention = high, tivate the autonomous driving mode,
human.hands = onWheel, The human takes the wheel
human.position = inDriverSeat

TCO02 | HC&NFC system.mode = manual driving, | The human requests the system to ac-
human.attention = low, tivate the autonomous driving mode,
human.hands != onWheel, The human takes the wheel,
human.position = inDriverSeat | The human pays attention

TCO03 | NCH&FC system.mode = manual driving, | The human requests the system to ac-
human.attention = high, tivate the autonomous driving mode
human.hands = onWheel,
human.position = inDriverSeat

TC04 | NCH&NFC system.mode = manual driving, | The human requests the system to ac-
human.attention = low, tivate the autonomous driving mode
human.hands != onWheel,
human.position = inDriverSeat

In order to obtain answers to these questions, we defined a battery of test cases to effectively test the collaborative
tasks. To ensure high testing coverage, the black box testing technique equivalence partitioning [57] was used to define
the test cases. This allowed us to test the car functionality without peering into its internal structures. Equivalence
partitioning divides the input domain of a program into equivalence classes or groups that are expected to exhibit
similar behavior. In order to define these groups, two variables that impact the behavior of the collaborative tasks
were considered: the human collaboration and the system context (which includes the human’s context situation).

The following equivalence classes were defined:

o Class HC&FC (Human Collaboration and Favorable Context). The human reacts to the system’s requests in a
situation where the system state is ready to perform the task.

e Class HC&NFC (Human Collaboration and Non-Favorable Context). The human reacts to the system’s re-
quests in a situation where the system state is not ready to perform the task.

e Class NCH&FC (Non-Collaborative Human and Favorable context). The human does not react to the system’s
requests in a situation where the system state is ready to perform the task.

e Class NCH&NFC (Non-Collaborative Human and Non-Favorable context). The human does not react to the
system’s requests in a situation where the system state is not ready to perform the task.

One test case had to be designed to explore each equivalence class, which resulted in four test cases. The four test
cases had to be applied for each collaborative task, so we had a total of 28 (4 x 7) test cases.
The following subsections describe how the input data and expected results were specified for the test cases.

8.2.1. Input data

First, the input data for each test case was defined based on its equivalence class. Table 4 shows the test cases for
71 Supervised Autonomous Driving. The table shows the data for the four equivalence classes; each class maps to a
row. The four columns of the table show: 1) the id that identifies the test; 2) the class of the test; 3) the precondition
that specifies the setup that is needed for executing the test; and 4) the test steps, which contain a list of steps that
the human and the system should perform. The list of steps is sorted according to the order in which they should be
executed. This data was used to execute the tests that belong to 7 1 Supervised Autonomous Driving.
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Table 5: Expected Results for 71 Supervised Autonomous Driving

id Question | Expected Results
- The system starts 7 I Supervised Autonomous Driving,
Q1 L
TCo1 - Autonomous dr'1V1ng is successfully performed _
Q2 - The system notifies the human the autonomous driving mode
Q3 - The system notifies the human of the autonomous driving mode by showing a text message
on the dashboard
- The system starts 71 Supervised Autonomous Driving,
Q1 S
TCO2 - Autonomous driving is successfully performed
- The system requests the human to take the wheel,
Q2 - The system requests the human to pay attention,
- The system notifies the human of the autonomous driving mode
- The system requests the human to take the wheel and to pay attention using a voice feedback
Q3 on the speakers and by showing a highlighted text message with an icon on the dashboard,
- The system notifies the human of the autonomous driving mode by showing a text message
on the dashboard
- The system starts 71 Supervised Autonomous Driving,
Q1 S
TCO3 - Autonomous dr.lvmg is successfully performed _
Q2 - The system notifies the human of the autonomous driving mode
Q3 - The system notifies the human of the autonomous driving mode by showing a text message
on the dashboard
o1 - System starts 7 1 Supervised Autonomous Driving,
TC04 - The fallback plan is activated
Q2 - The system requests the human to take the wheel,
- The system requests the huaman to pay attention
Q3 - The system requests the human to take the wheel and to pay attention using a voice feedback
on the speakers and by showing a highlighted text message with an icon on the dashboard

8.2.2. Expected results

The expected results were specified based on the specific question under study (Q1, Q2 or Q3). Table 5 shows the
expected results for 71 Supervised Autonomous Driving, which were defined manually according to the specifications
defined for the autonomous car. Similar tables were defined for the rest of the collaborative tasks.

8.3. Execution of the test

The tests cases were executed by a user playing the driver role and interacting with with the autonomous car
prototype. The drivers were asked to start in a given situation and to react or not to react to what the car was about to
ask them, according to the test case that was about to be executed.

For instance, let’s consider the execution of the 71 Supervised Autonomous Driving - TCO2 test case. The driver
was asked to start with her hands off the wheel not facing forward and to react to the car requests. The scenario
began with the car prototype in L1 “Assisted Driving”. The human requested the system to activate the autonomous
driving mode and 71 Supervised Autonomous Driving was initiated. Then, since the task precondition was initially
unsatisfied, the system asked the driver to take the wheel (Request the driver to take the wheel) and asked the driver
to pay attention (Request the driver to pay attention) by means of voice feedback on the speakers and by showing
a message with an icon on the dashboard. As requested, the driver took the wheel and faced forward. The system
notified the human the current autonomous driving mode (Notify the current autonomous driving mode) by means
of a text message on the dashboard. Then, the system activated £3 “AutoPilot” (Perform L3 “AutoPilot”) without
providing any new notification or action to the driver. Fig. 14 shows the execution trace related to this scenario. Note
that this result matches the one expected (see row 2 of Table 5).
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pi@smartcar> java —jar SmartCar.jar T1 TC02

[DAS Module] L1 Assisted Driving (HighWay Chauffer)

[Interaction Module] [Steering Wheell Detected Hands OFF the wheel ...
[Interaction Module] [Eyes Tracking] Detected DISTRACTED driver ...
[Interaction Module] [ACC Button] ACC Button pressed ...

[Event] Human requests activating autonomous driving mode

[HiL Module] T1 Supervised Autonomous Driving activation ...

[HiL Module] [Preparatory Action] Request the driver to take the wheel
[Interaction Modulel] [Speakers] Please, take the steering wheel!
[Interaction Modulel] [Dashboard] Please, take the steering wheel!

[HiL Module] [Preparatory Action] Request the driver to pay attention
[Interaction Modulel [Speakers] Please, look forward!

[Interaction Module] [Dashboard] Please, look forward!

[Interaction Modulel] [Eyes Tracking] Detected ATTENTIVE driver ...
[Interaction Module] [Steering Wheel]l Detected Hands ON the wheel ...
[HiL Module] [Feedback Action] Notify the autonomous driving mode
[Interaction Modulel] [Dashboard] AutoPilot engaged. Driving in autonomous mode
[HiL Module] [Core Action] Perform L3 AutoPilot

[DAS Module] L3 AutoPilot activated

Figure 14: Console of the Supervised Autonomous Driving for TCO2

Figure 15: Scenario of the Supervised Autonomous Driving for TCO2
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pi@smartcar> java —jar SmartCar.jar T1 TC04

[DAS Module] L1 Assisted Driving (HighWay Chauffer)

[Interaction Module] [Steering Wheel] Detected Hands OFF the wheel ...
[Interaction Module] [Eyes Tracking] Detected DISTRACTED driver ...
[Interaction Module] [ACC Button] ACC Button pressed ...

[Event] Human requests activating autonomous driving mode

[HiL Module]l T1 Supervised Autonomous Driving activation ...

[HiL Modulel [Preparatory Action] Request the driver to take the wheel

[Interaction Module] [Speakers] Please, take the steering wheel!

[Interaction Modulel [Dashboard] Please, take the steering wheel!

[HiL Modulel [Preparatory Action] Request the driver to pay attention

[Interaction Module] [Speakers] Please, look forward!

[Interaction Modulel] [Dashboard] Please, look forward!

[HiL Module] [Constraint] Constraint violation (5 seconds ellapsed)

[HiL Module] [Fallback Plan] Executing Fallback Plan: 'Driving to a minimal risk condition'

Figure 16: Console of the Supervised Autonomous Driving for TC04

For the execution of the 71 Supervised Autonomous Driving - TCO4 test case, the scenario began like the one
described above. However in this case, the driver was asked to not react to the requests of the system. Therefore, the
task precondition was unsatisfied because the human did not have her hands on the wheel and was not paying attention
to the car. Consequently, since the task precondition was initially unsatisfied, the system asked the driver to take the
wheel (Request the human to take the wheel) and to pay attention (Request the human to pay attention) by means of
voice feedback on the speakers and by showing a message with an icon on the dashboard. Nonetheless, the driver
remained inattentive (see Fig. 15). Consequently, the system notified the driver the current autonomous driving mode
(Notify the current autonomous driving mode) by means of a text message on the dashboard. After 5 seconds (task
constraint), the car executed the fallback plan. The event log that resulted from this test is shown in Fig. 16. Note that
this result matches the one expected (see row four of Table 5).

8.4. Analyze the results

The analysis of the results lies in checking whether the three design challenges are effectively pursued in the
autonomous car tasks. Specifically, we checked whether the results for each identified question (Q1, Q2, and Q3)
matched the expected results:

e Q1. The human was involved in performing the task by co-working with the system. If the collaboration was
not achieved, a fallback plan was executed. Therefore, we can state that the Complement ACPS functionality
design principle is fulfilled.

e Q2. The system performed feedback actions when they were specified. This means that the system copes with
the Achieve understandability design principle based on what was designed. Therefore, we can state that the
system implements mechanisms to help the user understand the system.

e Q3. Each interaction mechanism satisfied the initiative and attention level of the defined action. This implies
that the system copes with the Avoid obtrusiveness design principle as it has been designed. Therefore, we can
confirm that the system implements mechanisms to avoid annoying the user.

The aim of the evaluation performed is to find evidence of whether the solution obtained by applying our approach
takes into account the design challenges as they were specified. The tests performed allowed us to validate that our
proposal can be used to implement a functional HiL-ACPS according to its collaborative work specification and that it
behaves as specified in order to complement the task functionality, achieve understandability, and avoid obtrusiveness.
As our methodological proposal suggests (see Fig. 8), rapid prototyping can be used to obtain feedback from users in
order to refine the specification of the collaborative tasks and to achieve understandable and unobtrusive HiL-ACPS
systems even though they may be limited by the technology available in the solution domain.

This evaluation also provided us with knowledge that was used to improve both the design of the autonomous car
and our approach. This knowledge includes:
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e During the specification of the collaborative tasks, we detected several patterns in the specification of human-
system interactions. Most of the collaborative task interactions were nearly the same, which implied getting
very similar task and action models. Therefore, providing mechanisms that reuse the specification of common
interactions may be of great interest.

e Checking the collaborative tasks allowed us to realize that 76 Takeover required a feedback action once the
system had transferred control to the human. This action was included in the final version of the action diagram.

¢ Implementing the collaborative tasks helped us to be aware that all of the implementations adopted the same ex-
ecution model strategy. Therefore, we plan to develop an implementation framework in order to help developers
build collaborative tasks based on this conceptual framework and strategy.

9. Conclusions

This work paves the way for Human Integration design in ACPSs. We have studied how human participation
within ACPSs should be, and we have defined a conceptual framework that identifies the aspects that must be taken
into consideration in order to design this human participation from an abstract and engineering point of view. This
constitutes foundations of the design. Designing HiL-ACPSs poses tremendous additional challenges. Experts from
many disciplines must successfully solve these challenges.

As we have discussed in this paper, ACPSs are powerful enough to take over control of what used to be controlled
by people; however, they are not powerful enough to manage all of the misbehaviors that could negatively affect the
fulfillment of system requirements and user expectations. Our conceptual framework is an attempt to address this issue
by exploring the range of ways in which humans can participate and the roles they can play. This work provides a
conceptual framework and a set of tools for introducing the user into the control loop of any ACPS in order to integrate
humans into the adaptation process. By designing the framework according to our design principles, the framework
manages the trade-off between autonomy and human control and always takes into account understandability and user
attention as key aspects. The application to the case of the autonomous car shows the feasibility of applying our
solution in an existing ACPS.

Our ongoing work is devoted to validate the usefulness of the framework with system designers and to provide
methodological guidance and tools to apply the framework in existing methodologies and systems. Moreover, we
plan to extend our approach to allow different human profiles to collaborate within the same task attending to different
responsibilities. Future work will also provide more specific guidelines and design patterns for each type of user
participation.
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