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Abstract

Urbanization is a multi-dimensional process that involves economic, social and environmental changes, alters urban form and size, population density and distribution, and land-use/land-cover (LULC), ultimately affecting global sustainability. Urbanization has been rapid in recent years and this is expected to continue in the coming decades at unprecedented rates. Therefore, promoting sustainable urbanization, limiting natural land consumption and ensuring the well-being of population have become policy targets in urban areas at various levels, from local to global. The spatial structure of urban areas and their growth patterns determine how the physical, socio-economic and environmental characteristics of urban areas change over time. These interrelationships play a major role in the daily life of urban dwellers and leads decision-makers to seek better-informed choices for the sustainable planning of urban areas. Thus, a better understanding of the relationships between the spatial structure of urban areas and their socio-economic performance is of crucial relevance.

Monitoring, quantifying and characterizing the development of urban areas enriches our understanding of past and present trends, provides evidence-based information and supports decision-making processes, which allows anticipating to unsustainable patterns and their potential consequences. This is possible due to Earth observation (EO) and Geographic Information Systems (GIS) techniques. EO provides accurate and frequent data and the tools to monitor urban growth spatially and temporally at multiple levels, which can be further analyzed by means of GIS. Spatial metrics have been increasingly used to monitor and quantify urban growth. However, the ever-growing availability of EO-derived data and the emergence of LULC and geospatial databases require the development of new methods and tools that leverage the growing availability of geo-data, which is becoming a valuable source of data for urban studies, enabling the comprehensive analysis of urban areas spatially, temporally and at multiple levels. In this context, the main objective of this dissertation is the development and analysis of new tools and methods for monitoring and characterizing urban growth using geo-data and LULC databases, as well as exploring their relationships with socio-economic factors, providing new evidences regarding the use of LULC data for urban characterization at different levels by means of spatial and statistical methods.

First, we reviewed and compiled the most common spatio-temporal metrics and more than fifty metrics and indicators were collected and tested in urban environments. These metrics were implemented within a software tool, IndiFrag, which computes the metrics using LULC vector databases as input.
Then, we present a methodology based on spatio-temporal metrics and propose a new index (Population and Urban Growing Imbalance, PUGI), that quantifies the inequality of growth between population and built-up areas, to analyze and compare urban growth patterns at different levels. We computed spatio-temporal metrics at local level in a testing sample of six urban areas in Europe from the Urban Atlas LULC database, then uncorrelated metrics were selected and the data were interpreted at various levels. This allowed for a differentiation of growing patterns, discriminating between compact and sprawl trends. The index proposed complemented the analysis by including demographic dynamics, being also useful for assessing the growing imbalance between the progression on residential areas and the population change at multiple levels. The analysis at various levels (i.e., functional urban areas, urban and peri-urban sectors and administrative units) contributed to a better understanding of urban growth patterns and their relation to sustainable policies.

We quantified the two-way relationship between the urban structure in cities and their socio-economic status. Therefore, we measured spatial patterns of 31 cities in North Rhine-Westphalia, Germany, using spatial metrics derived from a Local Climate Zone classification obtained by classifying remote sensing and open geo-data with machine learning techniques. Based on these data, we quantified relationship between spatial metrics and socio-economic indicators related to education, health, living conditions, labor, and transport by means of multiple linear regression models, explaining the variability of the socio-economic variables from 43% up to 82%. Then, we grouped cities according to their level of quality of life using the socio-economic variables, and found that the spatial pattern of low-dense built-up types was different among socio-economic groups. The proposed method is transferable to other datasets, levels, and regions. The limitations and needed considerations when conducting such studies were discussed.

We assessed the use of spatio-temporal metrics derived from LULC maps to identify urban growth spatial patterns. For this, we applied LULC change models to simulate different long-term scenarios of urban growth following various spatial patterns (i.e., expansion, compact, dispersed, road-based and leapfrog) on diverse baseline urban forms (i.e., monocentric, polycentric, sprawl and linear). Then, we computed spatio-temporal metrics for the simulated scenarios, selected the most explanatory by applying a discriminant analysis and classified the growth patterns using clustering methods. Two metrics, which account for the densification, compactness and concentration of urban growth, were the most significant for classifying the five growth patterns, despite the influence of the baseline urban form. These metrics have
the potential to identify growth patterns to be used for monitoring the
development and evaluating the management of urban areas.

Finally, we identified empirical relationships between income, inequality, GDP,
air pollution and employment indicators and their change over time with the
spatial structure of the built and natural elements in up to 600 urban areas
from 32 countries. We measured the spatial structure by means of spatio-
temporal metrics extracted from geo-information available at the global level.
We employed random forest regression models and these metrics were able to
explain between 32% and 68% of the variability of socio-economic variables.
This confirms that spatial patterns and their change are linked to socio-
economic indicators. We identified the most relevant spatio-temporal metrics
in the models: we found that urban compactness, concentration degree, the
dispersion index, the densification of built-up growth, accessibility, and LULC
density and change, could be used as proxies for some socio-economic
indicators. This is a fundamental step for the identification of such
relationships on a global scale. The proposed methodology is highly versatile,
the inclusion of new datasets is straightforward, and the increasing availability
of multi-temporal geospatial and socio-economic databases is expected to
boost the study of these relationships from a multi-temporal perspective in the
near future.

This work contributes to a better understanding of urban growth patterns and
improves knowledge about the relationships between urban spatial structure
and socio-economic factors, providing new tools and methods for monitoring
and assessing urban sustainability by means of LULC databases, which could
be used by researchers, urban planners and decision-makers to ensure the
sustainable future of urban environments pursued by the Sustainable
Development Goals (SDGs).
Resumen

La urbanización es un proceso multidimensional que implica cambios económicos, sociales y ambientales y además altera la forma y el tamaño de las ciudades, la densidad y distribución de la población y los usos y coberturas del suelo (LULC, por sus siglas en inglés), afectando a la sostenibilidad global. La urbanización ha aumentado considerablemente en los últimos años y se espera que continúe a un ritmo sin precedentes en las próximas décadas. Por lo tanto, la promoción de pautas de urbanización sostenible, la limitación de consumo de suelos naturales y el bienestar de la población en las áreas urbanas se han convertido en objetivos políticos a distintos niveles, desde el nivel local hasta el nivel mundial. La estructura espacial de las áreas urbanas y sus patrones de crecimiento determinan la forma en que sus características físicas, socioeconómicas y ambientales cambian con el tiempo. Estas interrelaciones desempeñan un papel importante en la vida diaria de los ciudadanos y su conocimiento ayuda a los responsables políticos a tomar decisiones sensatas e informadas para la planificación sostenible de las áreas urbanas. Así pues, es de crucial importancia entender las relaciones que existen entre la estructura espacial de las áreas urbanas y su comportamiento socioeconómico.

Monitorizar, cuantificar y caracterizar el desarrollo de las áreas urbanas mejora la comprensión de los procesos pasados y actuales, además, proporciona información basada en evidencias y respalda los procesos de toma de decisiones, lo cual permite anticiparse a patrones poco sostenibles y a sus posibles consecuencias. Esto es posible gracias a las técnicas de observación de la Tierra y de los Sistemas de Información Geográfica (SIG). La observación de la Tierra proporciona datos precisos y frecuentes, así como las herramientas necesarias para monitorizar el crecimiento urbano, espacial y temporalmente a múltiples niveles, lo cual puede analizarse más a fondo mediante los SIG. Las métricas espaciales se utilizan cada vez más para monitorizar y cuantificar el crecimiento urbano. Sin embargo, la disponibilidad cada vez mayor de datos derivados de la observación de la Tierra y la aparición de bases de datos LULC y geoespaciales, requieren la elaboración de nuevos métodos y herramientas que aprovechen esta creciente disponibilidad de datos geográficos, los cuales se están convirtiendo en una valiosa fuente de información para estudios urbanos, ya que permiten el análisis exhaustivo de las áreas urbanas desde un punto de vista espacio-temporal en múltiples niveles. En este contexto, el principal objetivo de esta tesis es el desarrollo y análisis de nuevas herramientas y métodos para monitorizar y caracterizar el crecimiento urbano utilizando datos geográficos y bases de datos LULC, así como explorar sus relaciones con factores socioeconómicos, aportando nuevas evidencias sobre la utilización de los datos LULC para la caracterización urbana en diferentes niveles mediante...
métodos espaciales y estadísticos.

En primer lugar, se revisaron y compilaron las métricas espacio-temporales más comunes, en total se evaluaron más de cincuenta métricas e indicadores en entornos urbanos. Estas métricas se implementaron dentro de una herramienta software, IndiFrag, que las calcula utilizando bases de datos LULC vectoriales como dato de entrada. A continuación, se presenta una metodología basada en métricas espacio-temporales y se propone un nuevo índice (Population and Urban Growing Imbalance, PUGI), que cuantifica la desigualdad entre el crecimiento de la población y las zonas edificadas, y sirve para analizar y comparar los patrones de crecimiento urbano en diferentes niveles. Se calcularon métricas espacio-temporales a nivel local en una muestra de seis áreas urbanas en Europa a partir de la base de datos LULC Urban Atlas, a continuación se seleccionaron las métricas no correlacionadas y se interpretaron los datos a varios niveles. Esto permitió una distinción de los patrones de crecimiento, discriminando entre tendencias de compactación y dispersión. El índice propuesto complementa el análisis incluyendo la evolución demográfica, que resulta útil para evaluar la desigualdad entre el aumento de las áreas residenciales y el cambio poblacional en múltiples niveles. El análisis a diversos niveles (es decir, en zonas urbanas funcionales, sectores urbanos y periurbanos y unidades administrativas) contribuyó a una mejor comprensión de los patrones de crecimiento urbano y su relación con políticas sostenibles.

En segundo lugar, se cuantificaron relaciones bidireccionales entre la estructura urbana de las ciudades y su situación socioeconómica. Para ello, se midieron los patrones espaciales de 31 ciudades en Renania del Norte-Westfalia (Alemania), utilizando métricas espaciales derivadas de un mapa de zonas climáticas locales, obtenido de una clasificación generada a partir de datos de teledetección y datos geográficos abiertos, con técnicas de aprendizaje automático. Posteriormente, se cuantificó la relación entre las métricas espaciales y los indicadores socioeconómicos relacionados con la educación, salud, condiciones de vida, trabajo y transporte, mediante modelos de regresión lineal múltiple, explicando la variabilidad de los indicadores socioeconómicos desde el 43% hasta el 82%. Seguidamente, se agruparon las ciudades según su nivel de calidad de vida utilizando las variables socioeconómicas y se observó que los patrones espaciales de las tipologías con edificaciones de baja densidad eran diferentes según los distintos grupos socioeconómicos. El método propuesto es transferible a otros conjuntos de datos, niveles y regiones. Además, se examinaron las limitaciones y las consideraciones necesarias para realizar este tipo de estudios.

Posteriormente, se evaluó el uso de las métricas espacio-temporales derivadas de los mapas LULC para identificar patrones espaciales de crecimiento urbano.
Para ello, se utilizaron modelos de cambio de usos del suelo para simular diferentes escenarios de crecimiento urbano a largo plazo siguiendo varios patrones espaciales (expansivo, compacto, disperso, basado en carreteras y leapfrog) en diversas formas urbanas de partida (monocéntrica, policéntrica, dispersa y lineal). A continuación, se calcularon las métricas espacio-temporales para los escenarios simulados, se seleccionaron las más explicativas aplicando análisis discriminante y se clasificaron los patrones de crecimiento utilizando métodos estadísticos de agrupación. Dos métricas, que miden la densidad, la compacidad y la concentración del crecimiento urbano, fueron las más significativas para clasificar los cinco patrones de crecimiento, a pesar de la influencia de la forma urbana de partida. Estos parámetros permiten determinar los patrones de crecimiento para ser utilizados como información para monitorizar el desarrollo y evaluar la gestión de las áreas urbanas.

Por último, se identificaron relaciones empíricas entre indicadores de ingresos, desigualdad, PIB, contaminación atmosférica y empleo y su evolución a lo largo del tiempo, con la estructura espacial de los elementos construidos y naturales en hasta 600 áreas urbanas de 32 países. Se midió la estructura espacial mediante métricas espacio-temporales extraídas de información geográfica disponible a nivel mundial. Se aplicaron modelos de regresión random forest y las métricas fueron capaces de explicar entre el 32% y el 68% de la variabilidad de los indicadores socioeconómicos. Esto confirma que los patrones espaciales y sus cambios están vinculados a los indicadores socioeconómicos. Además, se identificaron las métricas espacio-temporales más relevantes en los modelos: se observó que la compacidad urbana, el grado de concentración, el índice de dispersión, la densificación del crecimiento del suelo edificado, la accesibilidad, la densidad LULC y su variación, podrían ser utilizados como proxies para algunos indicadores socioeconómicos. Este es un paso fundamental para la identificación de relaciones a escala global. La metodología propuesta es altamente versátil, la incorporación de nuevos conjuntos de datos es sencilla y se espera que la creciente disponibilidad de bases de datos geoespaciales y socioeconómicas multitemporales promueva el estudio de tales relaciones desde una perspectiva multitemporal en un futuro próximo.

Este trabajo contribuye a una mayor comprensión de los patrones de crecimiento urbano y amplía el conocimiento sobre las relaciones entre la estructura espacial urbana y los factores socioeconómicos. Se proporcionan nuevas herramientas y métodos para monitorizar y evaluar la sostenibilidad urbana a partir de bases de datos LULC, que podrían ser utilizadas por los investigadores, planificadores urbanos y responsables políticos para garantizar un futuro sostenible en los entornos urbanos, lo cual se contempla en los
objetivos de desarrollo sostenible (SDGs).
La urbanització és un procés multidimensional que implica canvis econòmics, socials i ambientals i a més altera la forma i la grandària de les ciutats, la densitat i distribució de la població i els usos i cobertures del sòl (LULC, per les seues sigles en anglés), cosa que afecta a la sostenibilitat global. La urbanització ha augmentat considerablement en els últims anys i s’espera que continue a un ritme sense precedents en les pròximes dècades. Per tant, la promoció de pautes d’urbanització sostenible, la limitació de consum de sòl natural i el benestar de la població en les àrees urbanes s’han convertit en objectius polítics a diferents nivells, des del nivell local fins al nivell mundial. L’estructura espacial de les àrees urbanes i els seus patrons de creixement determinen la forma en què les seues característiques físiques, socioeconòmiques i ambientals canvien amb el temps. Aquestes interrelacions exerceixen un paper important en la vida diària dels ciutadans i el seu coneixement ajuda els responsables polítics a prendre decisions sensates i informades per a la planificació sostenible de les àrees urbanes. Així doncs, és de crucial importància entendre les relacions que existeixen entre l’estructura espacial de les àrees urbanes i el seu comportament socioeconòmic.

Monitorar, quantificar i caracteritzar el desenvolupament de les àrees urbanes enriqueix la nostra comprensió dels processos passats i actuals, a més, proporciona informació basada en evidències i recolza els processos de presa de decisions, això permet anticipar-se a patrons poc sostenibles i a les seues possibles conseqüències. Això és possible gràcies a les tècniques d'observació de la Terra i dels Sistemes d’Informació Geogràfica (SIG). L'observació de la Terra proporciona dades precises i freqüents, així com les ferramentes necessàries per a monitorar el creixement urbà, des d’un punt de vista espacial i temporal a múltiples nivells, els quals poden analitzar-se més a fons mitjançant els SIG. Les mètriques espacials s'utilitzen cada vegada més per a monitorar i quantificar el creixement urbà. No obstant això, la disponibilitat cada vegada major de dades derivades de l'observació de la Terra i l'aparició de bases de dades LULC i geoespaciais, requereixen l'elaboració de nous mètodes i de ferramentes que aprofiten aquesta creixent disponibilitat de dades geogràfiques, les quals s'estan convertint en una valuosa font d'informació per a estudis urbans, ja que permeten l’anàlisi exhaustiva de les àrees urbanes des d'un punt de vista espaciotemporal en múltiples nivells. En aquest context, el principal objectiu d’aquesta tesi és el desenvolupament i l’anàlisi de noves ferramentes i mètodes per a monitorar i caracteritzar el creixement urbà utilitzant dades geogràfiques i bases de dades LULC, així com explorar les seues relacions amb factors socioeconòmics, i aportar noves evidències sobre la utilització de les dades LULC per a la caracterització urbana.
en diferents nivells mitjançant mètodes espacials i estadístics.

En primer lloc, es van revisar i compilar les mètriques espaciotemporals més comunes, en total es van avaluar més de cinquanta mètriques i indicadors en entorns urbans. Aquestes mètriques es van implementar dins d’un programari, IndiFrag, que les calcula utilitzant bases de dades LULC vectorials com a dada d’entrada. A continuació, es presenta una metodologia basada en mètriques espaciotemporals i es proposa un nou índex (Population and Urban Growing Imbalance, PUGI), que quantifica la desigualtat entre el creixement de la població i les zones edificades, iserveix per a analitzar i comparar els patrons de creixement urbà a diferents nivells. Es van calcular mètriques espaciotemporals a nivell local en una mostra de sis àrees urbanes a Europa a partir de la base de dades LULC Urban Atlas, a continuació es van seleccionar les mètriques no correlacionades i es van interpretar les dades a diversos nivells. Això va permetre una distinció dels patrons de creixement i es va discriminar entre tendències de compactació i dispersió. L’índex proposat va complementar l’anàlisi incloent l’evolució demogràfica, que resulta útil per a avaluar la desigualtat entre l’augment de les àrees residencials i el canvi poblacional en múltiples nivells. L’anàlisi a diversos nivells (és a dir, en àrees urbanes funcionals, sectors urbans i periurbans i unitats administratives) va contribuir a una millor comprensió dels patrons de creixement urbà i la seua relació amb polítiques sostenibles.

En segon lloc, es van quantificar relacions bidireccionals entre l’estructura urbana de les ciutats i la seua situació socioeconòmica. Per a això, es van mesurar els patrons espacials de 31 ciutats a Renània del Nord-Westfàlia (Alemanya), utilitzant mètriques espacials derivades d’un mapa de zones climàtiques locals, obtingut d’una classificació generada a partir de dades de teledetecció i dades geogràfiques obertes, amb tècniques d’aprenentatge automàtic. Posteriorment, es va quantificar la relació entre les mètriques espacials i els indicadors socioeconòmics relacionats amb l’educació, salut, condicions de vida, treball i transport mitjançant models de regressió lineal múltiple, la qual va explicar la variabilitat dels indicadors socioeconòmiques des del 43% fins al 82%. Seguidament, es van agrupar les ciutats segons el seu nivell de qualitat de vida utilitzant les variables socioeconòmiques i es va observar que els patrons espacials de les tipologies amb edificacions de baixa densitat variaven segons els diferents grups socioeconòmics. El mètode proposat és transferible a altres conjunts de dades, nivells i regions. A més, es van examinar les limitacions i les consideracions necessàries per a realitzar aquest tipus d’estudis.

Seguidament, es va avaluar l’ús de les mètriques espaciotemporals derivades dels mapes LULC per a identificar patrons espacials de creixement urbà. Per a
això, es van utilitzar models de canvi d’usos del sòl per a simular diferents escenaris de creixement urbà a llarg termini seguint diversos patrons espacials (expansiu, compacte, dispers, basat en carreteres i leapfrog) en diverses formes urbanes de partida (monocèntrica, policèntrica, dispersa i lineal). A continuació, es van calcular les mètriques espaciotemporals per als escenaris simulats, es van seleccionar les més explicatives aplicant anàlisi discriminant i es van classificar els patrons de creixement utilitzant mètodes estadístics d’agrupació. Dues mètriques, que mesuren la densitat, la compactació i la concentració del creixement urbà, van ser les més significatives per a classificar els cinc patrons de creixement, malgrat la influència de la forma urbana de partida. Aquests paràmetres permeten determinar els patrons de creixement per a ser utilitzats com a informació per a monitorar el desenvolupament i avaluar la gestió de les àrees urbanes.

Finalment, es van identificar relacions empíriques entre indicadors d’ingressos, desigualtat, PIB, contaminació atmosfèrica i ocupació i la seua evolució al llarg del temps, amb l’estructura espacial dels elements construïts i naturals en fins a 600 àrees urbanes de 32 països. Es va mesurar l’estructura espacial mitjançant mètriques espaciotemporals obtingudes d’informació geogràfica disponible a nivell mundial. Es van aplicar models de regressió random forest i les mètriques van poder explicar entre el 32% i el 68% de la variabilitat dels indicadors socioeconòmics. Això confirma que els patrons espacials i els seus canvis estan vinculats als indicadors socioeconòmics. A més, es van identificar les mètriques espaciotemporals més rellevants en els models: es va observar que la compactació urbana, el grau de concentració, l’índex de dispersió, la densificació del creixement del sòl edificat, l’accessibilitat, la densitat LULC i la seua variació, podrien ser utilitzats com proxies per a alguns indicadors socioeconòmics. Aquest és un pas fonamental per a la identificació de relacions a escala global. La metodologia proposada és altament versàtil, la incorporació de nous conjunts de dades és senzilla i s’espera que la creixent disponibilitat de bases de dades geoespacial i socioeconòmiques multitemporals promogu l’estudi d’aquestes relacions des d’una perspectiva multitemporal en un futur pròxim.

Aquest treball contribueix a una major comprensió dels patrons de creixement urbà i amplia el coneixement sobre les relacions entre l’estructura espacial urbana i els factors socioeconòmics. Es proporcionen noves ferramentes i mètodes per a monitorar i avaluar la sostenibilitat urbana a partir de bases de dades LULC, que podrien ser utilitzades pels investigadors, planificadors urbans i responsables polítics per a garantir un futur sostenible en els entorns urbans, cosa que es contempla en els objectius de desenvolupament sostenible (SDGs).
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Chapter 1

Introduction
1.1. Background

1.1.1. The relevance of monitoring urban growth

Since the beginning of the twenty-first century, urban areas are home to the majority of population. The United Nations (2018) foretold that the imbalance between urban and rural population is expected to soar in the coming years. However, urban population will grow at different levels and paces across countries, regions, and especially across income groups. Low-income and lower-middle-income countries are expected to experience most of the growth, whereas high-income countries will also experience an increase in urban population but at slower pace, since they already have relatively high levels of urbanization. In general, urban environments will face new challenges in the wake of an unprecedented growing number of urban dwellers.

Not only population is expected to grow in cites, but also the number and size of cities. This process is known as urbanization and the United Nations (2019) defined it as follows: “Urbanization is a complex socio-economic process that transforms the built environment, converting formerly rural into urban settlements, while also shifting the spatial distribution of a population from rural to urban areas. It includes changes in dominant occupations, lifestyle, culture and behavior, and thus alters the demographic and social structure of both urban and rural areas [...]. Urbanization refers both to the increase in the percentage of population residing in urban areas [...] and the total area occupied by urban settlements”. This means that urbanization is a multi-dimensional process linked to socio-economic factors. It entails changes in the environment, urban form and size, population density and distribution, and triggers land-use/land-cover changes, which in turn have social and economic effects.

The rapid urbanization expected in the coming years will bring opportunities and challenges to urban areas. On the one hand, well-planned and well-managed urbanization is a powerful tool for sustainable development both, in developing and developed countries. Urban areas and cities bring new opportunities and economic growth, are more resource efficient, provide better access to employment, education, services and amenities, etc. (Seto et al., 2017; Ahlfeldt et al., 2018). Therefore, cities can be the solution for a better future, since the agglomeration of people, energy and resources creates hotspots for innovation and governments usually get involved in global and local affairs towards sustainable future, such as climate, resilience, health, cultural tolerance, and race and gender inequality (Acuto et al., 2018), ultimately improving the well-being of urban dwellers.
On the other hand, cities occupy less than 3% of the Earth, but they consume the majority of the energy and produce most of the carbon emissions (UN, 2019). Land is a limited resource and it is shrinking due to urbanization pressure. Heretofore, population growth has been generally accompanied by an outpacing increase of the urban layout, turning in lower population densities, higher land take and causing, inter alia, ecosystem degradation, socio-economic consequences, and loss of quality of life (Taubenböck et al., 2012; Haase et al., 2013; Ribeiro-Barranco et al., 2014; Kompil et al., 2015; Güneralp et al., 2020). For example, urban land in European cities grew from 1990 to 2006 even in those cities with declining population, raising the natural land consumption in this period and decreasing population density, measured as the population per km² of urban area (Haase et al., 2013). The authors suggested that the increased economic capacity fostered the affordability of higher square footage and the preference to live alone, which increased per capita living space and may have been a reason for the unequal growth between urban land and population in Europe. Not only in Europe, but also in India, China and North America population densities declined between 1970 and 2010, exhibiting low levels of land-use efficiency (Güneralp et al., 2020). This is especially relevant in rapid expanding urban areas of Africa and Asia where there are particular challenges; population growth puts a high pressure on local governments responding to issues of job, housing, provision of infrastructure, social and health services (Acuto et al., 2018).

Inequality and urban sprawl are only two of the manifold consequences that urbanization triggers when inefficiently managed. Almost 1 billion of people are living in deprived conditions nowadays (UN, 2020), meanwhile many cities in higher-income countries experienced urban sprawl in the last 30 years (OECD, 2018). In the last years, these among many other issues have been under the spotlight for scholars, urban planners and policymakers (Wei and Ewing, 2018). For instance, Arribas-Bel et al. (2011) measured urban sprawl in Europe, and identified the most sprawled regions in central Europe, around Germany; they proposed a multi-dimensional index to embrace the complexity of this phenomenon. Later on, the European Environmental Agency (EEA) in response of the increasing concern of sprawl in Europe developed a detailed report highlighting the importance of monitoring urban sprawl, its effects, drivers, how to measure it, and its policy relevance and implications, with the ultimate aim of increasing policy awareness and ensuring a healthy environment and well-being (EEA, 2016a). Gielen et al. (2019) quantified the added cost of sprawl at the municipal level, showing a higher expenditure in security, public transport and community well-being (i.e., providing services of waste collection, sanitation, water and light supply, etc.). Regarding inequality, this is higher in urban areas than in rural areas and it affects both developed
and developing countries. In the last thirty years, economic inequalities increased in developed countries, while declined in Latin American, Asian and African countries. However, these regions still show high levels of inequality. In most cities, wealth areas coexist with areas of severe deprivation (UN, 2020). Thus, deriving reliable spatial information on the size and location of deprived areas has gained much interest to locate settlements with fewer resources, inadequate housing or worse living conditions, which is crucial information for integrating these areas into governing structures (e.g., Kuffer et al., 2018; Wurm et al., 2019a).

Overall, population growth accompanied by inequitable, inefficient, and unsustainable nature’s resources consumption and technological development have driven several effects in the past decades and are likely to increase in the future, including climate change, ocean acidification, land degradation, water scarcity, fishery over-exploitation, biodiversity loss, poverty, sprawl, etc. These effects bring serious challenges to the global health and sustainability (Whitmee et al., 2015; Wei and Ewing, 2018). These trends contradict the global targets of sustainable development in urban areas, where reaching a sustainable urbanization process depends on well-managed urban growth, optimizing agglomeration, and reducing environmental degradation (UN, 2018). In the last ten years, new planning initiatives, international agreements, and programs have been developed to reconsider the urbanization process and promote sustainable land use. In 2015, the United Nations Development Agency defined seventeen Sustainable Development Goals (SDGs) for ensuring a sustainable future for people and the planet to be completed by 2030 (UN, 2015), which aim at ending poverty by means of promoting economic growth, addressing social needs, while protecting the environment and fighting climate change. Several of the goals are related to urban areas, especially the eleventh goal which focuses on the environmental, social and economic sustainability of cities (SDG 11). One year later, the New Urban Agenda from the United Nations developed guidelines and recommendations for a better and more sustainable future considering the SDGs. Three more examples in Europe are the Informal Ministerial Meeting on Urban Development Declaration (2010), the 7th Environment Action Program (EC, 2013) and the European Union Urban Agenda (EC, 2017), which promote urban recycling, compact city planning, improve green infrastructure and soil protection as measures for a more sustainable development of cities. These reports and programs exemplify that the sustainability of developing and developed urban areas is an ongoing concern worldwide.

Monitoring the development of urban and peri-urban areas enriches the understanding of how urban areas developed in the past and where are
growing. It provides important insights and evidence-based information that help decision making, anticipate potential adverse effects of unsustainable development trends and, thus, resulting in more effective solutions (Patino and Duque, 2013). Schneider and Woodcock (2008) measured the shape and patterns of urban expansion in a set of global cities and compared the patterns with the unsustainable sprawling urban forms seen in many US cities, then they discussed the possible drivers of these patterns, such as demographic, socio-economic, geographic or land use policies. Besides, other study developed a methodology to monitor urban growth, in particular focused on different types of sprawl, which aimed at monitoring land use, identifying problematic areas to derive sprawl-type specific strategies, and policy measures in line with the sustainability strategy goals to reduce land consumption set by the government (Siedentop and Fina, 2010). Similarly, Salvati et al. (2016) analyzed urban expansion in three compact cities in Europe, finding scattered growth trends with different local patterns influenced by place-specific factors, which affected the uneven socio-economic configuration between urban and rural areas. Therefore, the urban form and urban growth spatial pattern are, directly and indirectly, related to the global sustainability. The knowledge of how urban areas are spatially configured, their size, form, density, spatial pattern, and their variations over time in urban and peri-urban areas is essential to successfully monitor the urbanization impacts on the environment and their socio-economic effects.

1.1.2. Relationships between urban structure and socio-economic and ecological factors

How we organize space in urban areas has a decisive influence on how we live and what effects this has on our closest environment: what kind of mobility we choose, how large our ecological footprint is, how close we are to utilities, or what access we have to jobs or leisure facilities. At the same time, urban areas are continuously changing their form to adapt to socio-economic conditions; they are mainly shaped by our way of life, communications, transport technology, and market forces (Williams et al., 2000). This two-sided link between the structure of urban areas and the environmental, social and economic factors has been discussed by many theorists, urban planners and scholars (Jacobs, 1961; Williams et al., 2000; Taubenböck et al., 2009; Salat, 2011; Tonkiss, 2013; Oliveira, 2016; Lobo et al., 2020).

For example, a recent study observed that urban form influenced economic performance and productivity in cities (Duque et al., 2019), as well as purchasing power (Huang et al., 2007), while land use mixture was related to wealth indicators (Tapiador et al., 2011). A case study in Toronto, Canada,
found that a reinvestment into the inner city, which resulted in the development of high-rise buildings and a significant increase of population, triggered the spatial segregation of the city, concentrating wealth in the inner city, raising poverty in the suburbs, and reducing the number of middle-income neighborhoods (Lehrer and Wieditz, 2009). Another study in cities from United States, Europe and China showed that urban growth patterns determined the sustainability of development processes and, therefore, the environmental impact that urbanization has on our surroundings, such as the amount of land consumption, the choice of means of transport and greenhouse gas emissions (Dong et al., 2019). Angel et al. (2011) found that the spatial structure of cities, specifically fragmented footprints, were explained by means of population size, income, car ownership, topographic constraints, water availability and planning restrictions. Regarding health issues, the prevalence of non-communicable diseases, such as those related to physical health, dietary habits or alcohol consumption, has been related to the socio-economic status of the population (Allen et al., 2017; Belsky et al., 2019); in addition, the availability of accessible green spaces has been associated with a reduction of the risk of cardiovascular and respiratory diseases (Villeneuve et al., 2012), and the percentage and proximity of greenness in the living environment have a positive relationship with physical and mental health (Weigand et al., 2019); meanwhile, habitat loss and fragmented landscapes increase the probability of the emergence of infectious diseases in humans (Patz et al., 2004; Wilkinson et al., 2018; Zohdy et al., 2019). With regards to land use planning, two different reports showed the influence of the British planning system on housing prices, employment, transport systems and access to services, among other socio-economic characteristics (Cheshire et al., 2012; Williams, 2014). These are just a few of the many examples that show the influence spatial design and growth patterns have in socio-economic factors, quality of life and sustainability, and vice versa.

In this context, urban planning and land-use policies have the capacity to rethink and reshape urban areas by means of designing and implementing well-informed decisions and specific policies aimed at the type of development to be planned to accommodate new coming dwellers, when demands for housings, services, food and infrastructure grow (UN-Habitat, 2013). How urban growth is planned has long-term impacts that will determine the social, economic and environmental outcomes of our future. Consequently, land-use evolution needs to be monitored and evaluated over time in order to validate urban planning and development policies, allowing to adjust or reorient strategic measures towards sustainable choices when necessary (OECD, 2017a). Besides, identifying social, economic and environmental underlying processes of urbanization and land-use changes improves the understanding.
of cause–effect relationships and helps in the development of strategies for sustainable development (Wentz et al., 2014). Additionally, the analysis over time would allow gaining knowledge of how urban growth affects cities and urban areas spatially and socio-economically, and inversely the influence of socio-economic policies and evolution on the urban growth patterns, as well as quantifying their interrelationships.

1.1.3. Development of Earth Observation programs and databases

Earth Observation (EO) and Geographic Information System (GIS) techniques play an important role for monitoring urban areas, analyzing urban form and growth (Liu et al., 2010; Ju et al., 2016; Zhao et al., 2016; Abrantes et al., 2019). EO provides timely, accurate and frequent data, as well as the tools to remotely capture urban expansion and characterizing urban environments spatially across time at different levels. It allows the measurement from coarse to fine patterns of urban form and dynamics in a consistent way (Patino and Duque, 2013; Wentz et al., 2014; Wentz et al., 2018), which is essential to understand urbanization processes. EO data has been recognized from urban planners to policymakers as a fundamental source of geospatial data for urban studies (UN, 2019; Lobo et al., 2020; Zhu et al., 2019). The combined use of EO and GIS allows for a thorough analysis and mapping of geo-information from a multi-temporal and multi-scale perspective. In general, satellite images can be used to categorize the landscape into land-use/land-covers (LULC), while GIS enables the spatial analysis of LULC, LULC changes and urban growth (Schneider and Woodcock, 2008; Jiao, 2015; Wu et al., 2016). Thus, at the global level, using Sentinel-2 satellite imagery and GIS methods to delineate consistently urban areas, the classification into urban structural types and land covers served to identify morphological types across the world based on urban spatial configurations, which evidenced geographical-cultural similarities (Taubenböck et al., 2020). At the continental level, urban areas in Latin America were classified using Landsat imagery from two dates, then urban expansion and sprawling trends were measured with GIS tools (Inostroza et al., 2013). As an example of the metropolitan level, urban land use change in a large metropolis of the US was monitored by means of remote sensing-based LULC classification in two dates, and the subsequent GIS-based analyses of LULC change, spatial variations and urban expansion were made (Liu and Yang, 2015). At the local scale, using very high resolution remote sensing data, such as satellite images and Airborne Laser Scanning data combined with ancillary geospatial information, allowed creating 3D building models and classifying them into urban land uses and functions, which were used for population distribution models, representing valuable information for multiple applications, such as risk assessment (Aubrecht et al., 2009).
With the proliferation of sensors in the last decades there is an ever-growing availability of satellite images covering spatially and temporally the Earth, which has subsequently boosted the development of new methods and techniques to characterize urban settings, transforming image data into reliable geo-information (Taubenböck, 2019). For instance, the categorical classification of images into LULC maps is valuable information for urban studies (Donnay et al., 2000; Hermosilla et al., 2012), the characterization of cities into urban structural types and land cover has great potential in its relation with urban functions (Bechtel et al., 2015), and the identification of built-up areas at different scales, from single building to urban settlements provides accurate representations of spatial patterns in urban areas (Hermosilla et al., 2011; Stiller et al., 2019; Cao et al., 2020; Qui et al., 2020).

The increasing demand for more accurate, higher resolution and up-to-date LULC datasets from different user communities, and the gained relevance of EO data for urban studies, has resulted in the development of geospatial datasets representing accurately urban and natural environments. Understanding and monitoring LULC spatial distribution and their change is of high relevance in urban and natural environmental studies and planning. Updated LULC data is essential for several organizations, policymakers and stakeholders for quantifying LULC patterns and dynamics in order to develop and implement measures and programs aiming to achieve a sustainable development, support climate change mitigation, aid in national, regional and local planning and in the management of urban areas (Grekousis et al., 2015; Copernicus, 2020a). In this context several local, national, continental and global institutions and administrations, through EO and mapping programs, have developed geospatial datasets for aiding in planning, managing and monitoring urban areas. This is possible thanks to the improved technological and algorithm advancement for LULC characterization, and the increasing availability of multi-temporal and multi-resolution satellite imagery (Yang et al., 2018).

These datasets provide harmonized and consistent geo-information over time and across regions, which are essential to successfully monitor urban areas, enables comparison of urban spatial patterns, improves the understanding of LULC dynamics and their implications, as well as contributes to the development of empirical studies (Ribeiro-Barranco, et al., 2014; Sapena et al., 2016; Pazúr et al., 2017). A collection of available geospatial datasets at global and semi-global levels managed and maintained by institutions and agencies is summarized in Table 1.1, showing the great efforts that are being made in this regard.
Table 1.1. Open geospatial datasets covering and representing urban areas at different levels, scales, spatial and temporal resolutions. Only datasets with spatial resolution better than 1km and covering more than one country are included. (*) means under development. The providers are: European Commission (EC), Join Research Center (JRC), European Spatial Agency (ESA), German Aerospace Center (DLR), National Geomatics Center of China (NGCC), Socioeconomic Data and Applications Center (SEDAC), Lincoln Institute of Land Policy (LILP) and New York University (NYU). Pan-EU means Pan-European (EU27, EFTA countries, West Balkans, Turkey, and UK). Minimum Mapping Unit (MMU), Minimum Mapping Width (MMW), Google Earth (GE) and Open Street Maps (OSM).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Description</th>
<th>EO-source</th>
<th>Level</th>
<th>Scale</th>
<th>Spatial res.</th>
<th>Year</th>
<th>Provider</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCI-LC</td>
<td>The Climate Change Initiative Land Cover (CCI-LC) consists of a time series of 23-class land cover maps on an annual basis.</td>
<td>ENVISAT MERIS sensor</td>
<td>Continuous</td>
<td>Global</td>
<td>300 m</td>
<td>1992-2018</td>
<td>ESA</td>
<td>(ESA, 2017)</td>
</tr>
<tr>
<td>CGLS-LC100</td>
<td>Copernicus Global Land Cover Layers (CGLS) are complete discrete classifications of 23-class maps and sets of cover fractions (%) for 10 classes on annual basis.</td>
<td>PROBA-V</td>
<td>Continuous</td>
<td>Global</td>
<td>100 m</td>
<td>2015-2019</td>
<td>Copernicus</td>
<td>(Buchhorn et al., 2020a)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(Buchhorn et al., 2020b)</td>
</tr>
<tr>
<td>GlobeLand30</td>
<td>It is a high-resolution 10-class land cover map.</td>
<td>Landsat and Chinese HJ-1</td>
<td>Continuous</td>
<td>Global</td>
<td>30 m</td>
<td>2000, 2010</td>
<td>NGCC</td>
<td>(Chen et al., 2017)</td>
</tr>
<tr>
<td>GHSL</td>
<td>The Global Human Settlement Layer (GHSL) produces global spatial information about the human presence on the planet over time.</td>
<td>Landsat</td>
<td>Continuous</td>
<td>Global</td>
<td>30 m, 250 m, 1 km</td>
<td>1975, 1990, 2000, 2014</td>
<td>EC and JRC</td>
<td>(Corbane et al., 2018a)</td>
</tr>
<tr>
<td>HBASE and GMIS</td>
<td>The Global Human Built-up and Settlement Extent (HBASE) and Global Man-made Impervious Surface (GMIS) are estimates of global urban extent and man-made imperviousness, respectively.</td>
<td>Landsat</td>
<td>Continuous</td>
<td>Global</td>
<td>30 m</td>
<td>2010</td>
<td>SEDAC</td>
<td>(Brown de Colstoun et al., 2017)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(Wang et al., 2017)</td>
</tr>
<tr>
<td>GHSL (S1)</td>
<td>A global map of built-up presence derived from backscattered information of Sentinel1 images.</td>
<td>Sentinel-1</td>
<td>Continuous</td>
<td>Global</td>
<td>20 m</td>
<td>2016</td>
<td>EC and JRC</td>
<td>(Corbane et al., 2018b)</td>
</tr>
<tr>
<td>GUF</td>
<td>The Global Urban Footprint (GUF) is a worldwide mapping of settlements.</td>
<td>TerraSAR-X and TanDEM-X</td>
<td>Continuous</td>
<td>Global</td>
<td>12 m</td>
<td>2012</td>
<td>DLR</td>
<td>(Esch et al., 2012)</td>
</tr>
<tr>
<td>Dataset</td>
<td>Description</td>
<td>Source 1</td>
<td>Source 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
<td>----------</td>
<td>----------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>WSF2015</strong></td>
<td>The World Settlement Footprint (WSF) is a worldwide human settlement layer.</td>
<td>Sentinel-1 and Landsat-8</td>
<td>Continuous Global 10m 2015 ESA (Marconcini et al., 2020)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Atlas of urban expansion</strong></td>
<td>It provides the urban extension and spatial changes in 200 sampled cities around the world.</td>
<td>Landsat</td>
<td>Cities Global 30m 1990, 2000, 2014 LILP, UN-Habitat, and NYU (Angel et al., 2016)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>CLC</strong></td>
<td>The CORINE Land Cover (CLC) is a standardized data collection on 44-class land cover in Europe to support environmental policy development.</td>
<td>Landsat, SPOT-4/5, IRS P6 LISS III, RapidEye, Sentinel-2, Landsat-8 IRS-P6, Resourcesat-2 LISS-III, SPOT 5, Landsat 8, and VHR imagery</td>
<td>Continuous Pan-EU 100m (MMU 25ha), (MMW 100m) 2006, 2009, 2012, 2015, 2018* Copernicus (Copernicus, 2020b)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>IMD</strong></td>
<td>The Imperviousness degree (IMD) captures the spatial distribution of artificially sealed areas, including the level of sealing of the soil per area unit, in a range from 0-100%.</td>
<td>Landsat, SPOT5 and SPOT6</td>
<td>Continuous Pan-EU 2.5m, 10m, 100m 2012, 2015 Copernicus (Corbane and Sabo, 2019)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>ESM</strong></td>
<td>The European Settlement Map (ESM) represents the percentage of built-up area coverage per spatial unit.</td>
<td>SPOT 5, SPOT6, Formosat-2, Pléiades, Planet, KOMPASAT, OSM SuperView, GE, MODIS, Landsat, RapidEye</td>
<td>Continuous Pan-EU 1/10,000 (MMU 0.25ha urban, 1ha rural) 2006, 2012, 2018* Copernicus (Copernicus, 2020b)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Urban Atlas</strong></td>
<td>Detailed and comparable land cover and land use information over major European city areas (from 319 to 788 urban areas depending on the year)</td>
<td>SPOT 5, SPOT6, Formosat-2, Pléiades, Planet, KOMPASAT, OSM SuperView, GE, MODIS, Landsat, RapidEye</td>
<td>Continuous Pan-EU 30m, 250m 2005, 2010 (250m) 2010, 2015 (30m) NALCMS (CEC, 2020)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>NALCMS</strong></td>
<td>The North American Land Change Monitoring System (NALCMS) is a collective effort. A harmonized multi-scale land cover monitoring approach which ensures high accuracy and consistency in monitoring 19-class land cover changes.</td>
<td>SPOT 5, SPOT6, Formosat-2, Pléiades, Planet, KOMPASAT, OSM SuperView, GE, MODIS, Landsat, RapidEye</td>
<td>Continuous North America (Canada, Mexico and US) 2005, 2010 (250m) 2010, 2015 (30m) NALCMS (CEC, 2020)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
However, not only public entities, but also scholars are making available their datasets and codes to the scientific community (e.g., Inglada et al., 2017; Leyk and Uhl, 2018; Demuzere et al., 2019; Cao et al., 2020; Gong et al., 2020; Liu et al., 2020; Qui et al., 2020; Weigand et al., 2020), allowing for the comparison of results in order to evaluate them, detect potential weaknesses and agreements (Uhl et al., 2020), as well as to reproduce results in other areas and to update the datasets whenever new input data are available, improving the cross-comparability and multi-temporality of geospatial datasets. Most significantly, in the last few years there have been numerous attempts to create global maps of annual urban land coverage (Zhou et al., 2018; He et al., 2019; Cao et al., 2020; Gong et al., 2020; Liu et al., 2020; Qui et al., 2020), which are fundamental geo-information for climate change mitigation and monitoring urban expansion to support the SDGs.

In this context, the spatial analysis of urban areas and their development using quantitative methods, both, at the intra-urban and inter-urban levels is becoming more common, since more data and analytical methods are available (Venerandi et al., 2018). For example, the comparison of cities from different countries is now more feasible, accordingly the categorization of cities based on their urban form and sprawl is possible (Schwarz, 2010; Arribas-Bel et al., 2011), as well as the analysis of urban development trends and population indicators (Haase et al., 2013; Ribeiro Barranco et al., 2014). Another quantitative approach is based on modeling urban expansion, economic and demographic changes to predict future urban growth or the creation of alternative growth scenarios based on planning strategies (Uuemaa et al., 2013; Kompil et al., 2015; Wissen Hayek et al., 2015; Van de Voorde et al., 2016).

1.1.4. Spatio-temporal metrics

Traditionally, landscape metrics have been used in landscape ecology studies, landscape monitoring and planning, since they are useful in quantifying the configuration, composition and spatial heterogeneity of landscape structures and biodiversity (Herold et al., 2005; Schindler et al., 2008; Plexida et al., 2014). Landscape metrics are static or mono-temporal indicators that summarize the complexity of spatial patterns into quantitative terms from categorical maps at specific scales (Llausàs and Nogué, 2012); therefore, when used in multi-temporal analyses the values of the metrics are compared over time and the changes interpreted (e.g., Lausch and Herzog, 2002; Olsen et al., 2007; Malaviya et al., 2010).

In the last twenty years there has been a growing interest and use of landscape metrics in urban landscapes, since their ability to measure the spatial
configuration and patterns from categorical maps has a great potential in urban studies (Uuemaa et al., 2013; Liu et al., 2015; Zhu et al., 2019). Commonly, when landscape metrics are used in urban environments they are referred as spatial metrics (Herold et al., 2005; Lowry and Lowry, 2014; Reis et al., 2015; Van de Voorde et al., 2016); however, they can also be found as landscape metrics, indices, urban metrics, among others (Schwarz, 2010; Arribas-Bel et al., 2011; Van de Voorde et al., 2011). In this dissertation the term spatial metrics is used hereafter. Like landscape metrics, spatial metrics are also mono-temporal, yet they are commonly used multi-temporally for several applications, as it is for example the case with urban expansion monitoring (e.g., Herold et al., 2005; Araya and Cabral, 2010). Some authors indicated the constraints for quantifying urban dynamics using traditional spatial metrics (Liu et al., 2010), and proposed the use of metrics for quantifying directly urban dynamics in two or more time points (Liu et al., 2010; Wilson et al., 2003). Therefore, there are two types of metrics that can be computed from categorical maps. First, spatial metrics are extracted for one single map, and the difference between the two independent resulting values has to be computed to analyze dynamic patterns between two different maps or dates. Second, multi-temporal metrics are those metrics that use two or more categorical maps to measure spatial patterns over time (e.g., the distance between a new patch in the second map and the closest patch from the first map). In this thesis, we refer to the combination of these metrics as spatio-temporal metrics (i.e., spatial metrics, the differences between spatial metrics over time and multi-temporal metrics). Therefore, not only spatio-temporal metrics measure landscape characteristics, such as the spatial configuration, aggregation properties, diversity of land uses, shape and size, but also describe landscape changes and growth patterns.

Spatio-temporal metrics have been used in many applications in urban environments aiming to support planning policies, comparing patterns among regions, or understanding urbanization patterns (Reis et al., 2015). For example, measuring different dimensions of urban sprawl with spatial metrics, combining their analysis with demographic and socio-economic data, and using clustering methods to identify the most sprawled areas in Europe (Schwarz, 2010; Arribas-Bel et al., 2011). These two studies used available databases at the European level, the CORINE Land Cover (CLC) for the LULC data (Table 1.1) and Urban Audit (Eurostat, 2016a) for population and socio-economic indicators. Dewan et al. (2012) applied spatio-temporal metrics to several dates in order to quantify land use dynamic patterns and measure landscape fragmentation due to urbanization. Spatio-temporal metrics have also been used as goodness-of-fit for calibrating LULC change simulation models, using the values of the metrics to assess the simulated urban growth
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pattern scenarios (Van de Voorde et al., 2016). Spatio-temporal metrics based on identifying infill, expansion and outlying growth types have been used to characterize long-term patterns of urban growth (Sun et al., 2013).

1.1.5. Tools for computing spatio-temporal metrics

The available software and tools to compute spatial metrics from categorical maps are diverse and each can be useful for different settings (MacLean and Congalton, 2015). Table 1.2 collects the existing software that measure spatio-temporal metrics from categorical maps and their functionality is compared based on the computation levels, input and output data formats, dependencies from other software and the main application. The most common software tools for extracting spatial metrics from LULC data are FRAGSTATS v4 (McGarigal et al., 2012), Patch Analyst 5.1 (Rempel et al., 2012) and V-LATE (Lang and Tiede, 2003). The first one is the most used software in ecology applications, but the main shortcomings in urban applications are that it only works with raster data and metrics cannot be applied to multiple regions of interest (ROIs). The last two, based on FRAGSTATS metrics and developed as an extension of ArcGis software (ESRI®), include the capability of working with vector data. In particular, Patch Analyst allows working with different ROIs. Similar tools, also working from ArcGis, are PolyFrag (MacLean and Congalton, 2013), ZonalMetrics (Adamczyk and Tiede, 2017) and Arc_LIND (Yu et al., 2019). PolyFrag is based on FRAGSTATS metrics, it proposes also a vector-based analysis and solves some limitations from Patch Analyst and V-LATE, however, the computation on ROI is not included. ZonalMetrics decreases the number of metrics but includes the option to compute several types of ROIs. Other tools relying on open software are r.li (Porta and Spano, 2008), Land-metric DIY (Zaragozi et al., 2012), LecoS (Jung, 2016), GuidosToolbox (Vogt and Riitters, 2017), r.pi (Wegmann et al., 2018), landscapemetrics (Hesselbarth et al., 2019), and PyLandStats (Bosch, 2019). r.li and r.pi are plug-ins in the GIS open software GRASS (GRASS development team, 2017), they measure several patch and class metrics to raster maps, but their application to several classes or ROIs is limited. Land-metric DIY, landscapemetrics and PyLandStats are open-source extensible libraries that allow users to contribute in their development, to include new metrics and their functions can be integrated into advanced computational workflows. They require programming knowledge of the users in specific languages, but are more adaptable. The LecoS is a QGIS plug-in that computes a subset of metrics from FRAGSTATS in an intuitive manner for users. GuidosToolbox is a digital image analysis software with routines to quantify landscape patterns, extract fragmentation indices and conduct distance analyses from binary raster data.
Table 1.2. Description of the existing software and tools to compute spatial metrics. The (*) marks the software that were not available for downloading at the current moment. ROIs stands for Regions of Interest, when the different levels of computation (object, class and landscape metrics) can be applied to several regions delimited by a second raster or vector.

<table>
<thead>
<tr>
<th>Name</th>
<th>Levels of analysis</th>
<th>Input data format</th>
<th>Output data format</th>
<th>Dependency</th>
<th>Main application</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>FRAGSTATS v4</td>
<td>Patch, class, landscape</td>
<td>Raster</td>
<td>Tables</td>
<td>Standalone application</td>
<td>Landscape ecology</td>
<td>(McGarigal et al., 2012)</td>
</tr>
<tr>
<td>V-LATE</td>
<td>Class, landscape</td>
<td>Vector</td>
<td>Tables</td>
<td>ArcGis</td>
<td>Landscape ecology</td>
<td>(Lang and Tiede, 2003)</td>
</tr>
<tr>
<td>r.li</td>
<td>landscape, moving window</td>
<td>Raster, table</td>
<td>Raster, table</td>
<td>GRASS</td>
<td>Landscape ecology</td>
<td>(Porta and Spano, 2008)</td>
</tr>
<tr>
<td>Patch Analyst 5.1*</td>
<td>Class, landscape, ROIs</td>
<td>Raster/Vector</td>
<td>Tables</td>
<td>ArcGis</td>
<td>Landscape ecology</td>
<td>(Rempel et al., 2012)</td>
</tr>
<tr>
<td>Land-metric DIY</td>
<td>Class, landscape, ROIs</td>
<td>Vector</td>
<td>Tables</td>
<td>standalone application</td>
<td>Landscape ecology</td>
<td>(Zaragozi et al., 2012)</td>
</tr>
<tr>
<td>PolyFrag</td>
<td>Patch, class, landscape</td>
<td>Vector</td>
<td>Shapefiles, table</td>
<td>ArcGis</td>
<td>Landscape ecology</td>
<td>(MacLean and Congalton, 2013)</td>
</tr>
<tr>
<td>LecoS</td>
<td>Class, landscape, ROIs</td>
<td>Raster</td>
<td>ROI shapefile, table</td>
<td>QGIS</td>
<td>Landscape ecology</td>
<td>(Jung, 2016)</td>
</tr>
<tr>
<td>USM</td>
<td>Urban, ROIs</td>
<td>Raster</td>
<td>ROI shapefile, table</td>
<td>Standalone application</td>
<td>Urban sprawl</td>
<td>(Nazarnia et al., 2016)</td>
</tr>
<tr>
<td>GuidosToolbox</td>
<td>Landscape</td>
<td>Raster</td>
<td>Maps, ROI shapefile, table</td>
<td>Standalone application</td>
<td>Landscape ecology</td>
<td>(Vogt and Riitters, 2017)</td>
</tr>
<tr>
<td>ZonalMetrics</td>
<td>Class, ROIs</td>
<td>Vector</td>
<td>ROI shapefile</td>
<td>ArcGis</td>
<td>Landscape ecology</td>
<td>(Adamczyk and Tiede, 2017)</td>
</tr>
<tr>
<td>r.pi</td>
<td>Patch, class</td>
<td>Raster</td>
<td>Raster, tables, matrices</td>
<td>GRASS</td>
<td>Landscape ecology</td>
<td>(Wegmann, et al., 2018)</td>
</tr>
<tr>
<td>Arc_LIND*</td>
<td>Patch, class, landscape</td>
<td>Vector</td>
<td>Shapefile, table</td>
<td>ArcGis</td>
<td>Landscape ecology</td>
<td>(Yu et al., 2019)</td>
</tr>
<tr>
<td>landscapemetrics</td>
<td>Patch, class, landscape</td>
<td>Raster</td>
<td>Tables</td>
<td>R package</td>
<td>Landscape ecology</td>
<td>(Hesselbarth, et al., 2019)</td>
</tr>
<tr>
<td>Cloud-based landscape metrics*</td>
<td>Patch, class, landscape, ROIs</td>
<td>Raster</td>
<td>Tables, maps, plots</td>
<td>Amazon cloud, ArcGis and FRAGSTATS</td>
<td>Landscape ecology</td>
<td>(Deng et al., 2019)</td>
</tr>
<tr>
<td>PyLandStats</td>
<td>Patch, class, landscape</td>
<td>Raster</td>
<td>Tables</td>
<td>Python library</td>
<td>Landscape ecology</td>
<td>(Bosch, 2019)</td>
</tr>
</tbody>
</table>
From the available tools, only one computes spatial metrics focused on urban environments, the Urban Sprawl Metrics (USM) (Nazarnia et al., 2016), although some tools have been successfully applied to quantify urban sprawl, such as the GuidosToolbox (Sharaf et al., 2018). The USM automatizes the extraction of a few spatial metrics used to obtain the Weighted Urban Proliferation (WUP) indicator presented by Jaeger and Schwick (2014) and used to quantify urban sprawl in Europe (EEA, 2016a). The USM quantifies the degree of urban sprawl combining the size of the built-up areas, their spatial configuration and the land uptake. However, the tool has two main limitations. First, it does not work with categorical data and relies simply on a built-up binary mask; therefore, the interaction of urban sprawl with other land uses is disregarded. Second, it has very few metrics that are then combined to compute a sprawl indicator, limiting the applicability to other urban analyses.

Overall, some limitations from the tools presented in Table 1.2, especially regarding urban applications are: (i) All the available tools are mono-temporal, which means that they only compute spatial metrics for a given time, none of the tools includes multi-temporal metrics. Though PyLandStats has a spatio-temporal module, it basically computes spatial metrics on LULC maps from several dates; therefore, using these tools multi-temporal analyses can only be conducted comparing the change from spatial metrics over time; (ii) only USM offers specific metrics for urban applications, but the number of metrics is scarce. Besides, any of the tools includes metrics specifically dealing with road networks, commonly applied in urban studies (e.g., Venerandi et al., 2018); additionally, (iii) the outputs are limited, since the majority provide the results in a tabular format, which is useful for further statistical analyses but it constraints the creation of maps based on the results per ROIs, which is helpful in cross-comparative analyses; and (iv) only the cloud-based landscape metrics tool proposes the creation of plots to analyze the values of the metrics; however, to the author’s knowledge, this tool is not available for users yet. The rest of the tools do not generate plots and graphs as outputs, which are useful and intuitive to interpret spatial patterns in urban areas and LULC changes.

As shown in Table 1.2, the number of available tools to compute spatial metrics has increased in the last few years. Most them were developed for landscape ecology applications and their use can be limited for monitoring urban environments, especially for cross-comparative and multi-temporal analyses with high-resolution categorical data. Consequently, besides the ones included in the available tools, some scholars opted to compute additional spatio-temporal metrics more suitable for urban studies, by means of spatial operations within GIS software (e.g.: Arribas-Bel et al., 2011; Schwarz, 2010;
Goerlich et al., 2017; Gielen et al., 2018). Therefore, the creation of a tool which embraces several metrics suitable for urban studies, includes multi-temporal metrics, deals with vector data, applies the metrics to different regions in the same landscape, and generates maps and plots to describe in an intuitive way the spatio-temporal patterns, would be beneficial to help researches and planners in the quantitative analysis of urban environments.

1.2. Research justification

The management of urban areas has become one of the most important development challenges of this century for its impact on the global sustainability. Consequently, there is a need to generate more robust scientific knowledge that allows improving the understanding of urbanization processes and their consequences in order to orientate urban growth towards more sustainable trajectories. The complexity of urban systems requires multi-dimensional approaches that should be tackled at different levels and across regions, nevertheless, multi-level and cross-comparative empirical work are still sparse (Seto et al., 2017; Wentz et al., 2018). Despite the growing availability and development of new geo-information and databases in urban environments, there is still a massive lack of knowledge on urban issues across the globe (Taubenböck, 2019).

The development of urban areas is conditioned by local and regional diverse processes, but it also shares drivers and consequences. A global view is necessary to identify these relationships (Esch et al., 2018). EO-based geo-information provides a current and comprehensive image of the built environment and its change over time. It has become a powerful source of data for urban monitoring studies, especially when combined with ancillary data such as socio-economic variables. The combination of spatial data on urban areas with demographic, economic, social and environmental factors allows unravelling the linkages that exist within these processes on different levels, and over time (Abrantes et al., 2019; Venerandi et al., 2018; Schwarz, 2010). However, methods that quantify such relationships depend on the availability of spatial and socio-economic data at different levels. On the one hand, more and better comparative and consistent data collections are necessary to advance in the understanding of urbanization (Lobo et al., 2020). On the other hand, the development of systematic and quantitative methods able to identify relationships between multiple aspects in urban areas is required to provide conclusions supported by evidence.

The use of spatio-temporal metrics to quantify physical characteristic in urban environments such as urban form, size, growth patterns, and LULC changes is
widespread (Reis et al., 2015). Nevertheless, there is a vast number of spatial metrics, which are often correlated since they represent similar spatial attributes, scholars are proposing more metrics, and there is not an agreement on the best subset of metrics that best quantifies certain aspects of urban form and growth patterns. Spatio-temporal metrics are able to capture the spatial attributes of urban areas and their change, therefore, identifying subsets of relevant metrics describing urban form and growth processes will provide quantitative measures from EO-base data that can be used further to identify relationships to the sustainability of these areas, for example, to environmental degradation, economic growth, or social inequality. Moreover, the relationship between the spatial configurations of urban areas to socio-economic factors might provide evidences of two-sided linkages between different patterns of urbanization and economic development. These linkages, in addition to improve the understanding of urban areas and their processes, will eventually help to create indicators extracted from EO-based data that could be used as proxies of socio-economic parameters.

In this context, the development of methods to efficiently characterize and monitor urban areas with geospatial data will allow the analysis of urban areas on a massive scale, their comparison across different levels, regions and over time. This will be used to evaluate development policies, as well as exploring the relationships with other factors, such as geographical, political, social, economic, and environmental, thus improving the understanding of urban environments and serving as basis for decision making tasks, aiming at planning better future cities.

**1.3. Thesis outline**

This document is organized in seven chapters. First, this introductory chapter describes the state of the art, introducing the research problem and its background. Then, the structure of the document is outlined. Second, the hypotheses and objectives of the dissertation are presented in chapter 2. Chapters 3 to 6 are edited versions of international scientific publications and compose the core of this dissertation. These chapters are complemented with methods and analyses published in national journals and conference archives. Finally, chapter 7 presents the general conclusions of this research. Appendices supporting the chapters outcomes and bibliographic references are at the end of the document.

Figure 1.1 illustrates the structure of the document. It summarizes for each chapter the datasets used, the level and scale of analysis, the methodological approach, and the main findings. The research problem and state of the art in
Introduction

Figure 1.1. Document structure. For each chapter the employed datasets, level and scale of analysis, method, and main results are summarized. The abbreviations used are: Land-use/land-cover (LULC), local climate zones (LCZ), multiple linear regression (MLR), linear discriminant analysis (LDA), digital surface model (DSM), land-use/land-cover change (LULCC), and random forest regression (RFR).

Chapter 1 are used as a basis for defining the main hypotheses and objectives and as a general background for each chapter.

Chapter 3 presents a methodology based on the use of spatio-temporal metrics from LULC data and a new index that quantifies the inequality of growth between population and the urban layout, to analyze and compare urban growth patterns at different levels. The analysis was carried out in a testing sample of six urban areas from the Urban Atlas database. Statistical
methods were applied for data reduction and optimization, and the results were interpreted at various levels (inter-urban and intra-urban). The index proposed complements the spatial analysis by including demographic dynamics, being also useful for assessing the growing imbalance between the progression on residential areas and the population change at the local level. The analysis at various levels contributes to a better understanding of urban growth patterns.

Additionally, in this chapter, the computing tool IndiFrag is introduced. This tool was created in a first stage of this thesis to ease and automatize the extraction of spatio-temporal metrics from LULC maps of urban environments used in this thesis. The tool is registered in the Patents and Software Catalog of the Universitat Politècnica de València since 2016, under the reference code R-18020-2016 (available from: https://aplicat.upv.es/exploraupv/ficha-tecnologia/patente_software/15271). The formulas and description of the spatio-temporal metrics are explained in the Appendix A, while a detailed description and case study are published in Sapena and Ruiz (2015). The tool is free downloadable at http://cgat.webs.upv.es/software/ and currently it counts with 118 downloads from 32 countries.

Chapter 4 studies the two-sided relationship between the urban spatial structure of cities and their socio-economic levels. Spatial metrics were derived from a Local Climate Zone (LCZ) classification in North Rhine-Westphalia, Germany. A reduced subset of uncorrelated metrics was used to quantify the relationships between spatial patterns and socio-economic variables in a sample of 31 cities by means of multiple linear regression models. The variability of ‘education’, ‘health’, ‘living conditions’, ‘labor’, and ‘transport’ variables was partially explained by means of spatial metrics from LCZ data. Cities were also grouped according to their level of quality of life and similarities in the spatial organization of urban structural types within groups were evidenced. The methodology proposed in this chapter is transferable to other datasets, levels, and regions. The findings support the hypothesis that cities with a similar urban structure will feature similar socio-economic characteristics, always considering other geographical and cultural factors.

This chapter is the result of collaboration with the German Aerospace Center (Deutsches Zentrum für Luft- und Raumfahrt, DLR), which started as part of an ERASMUS + grant (10/2018-01/2019), financed by the European Union, that promotes internationalization and student mobility. The candidate was a guest scientist for 3 months at the Earth Observation Center (EOC) in the Geo-Risks and Civil Security Department, supervised by Dr. Hannes Taubenböck and mentored by Dr. Michael Wurm within the Research Team City and Society.
Chapter 5 assesses the potential use of spatio-temporal metrics from multi-temporal LULC maps to identify urban growth spatial patterns in developing urban areas. Land-use/land-cover change (LULCC) models were used to simulate long-term growth and different scenarios of urban growth spatial patterns (i.e. expansion, compact, dispersed, road-based and leapfrog) on various baseline urban forms (i.e. monocentric, polycentric, sprawl, and linear). By means of discriminant analysis and clustering methods of the spatio-temporal metrics, two metrics were identified to better differentiate growth patterns despite the influence of the baseline urban form. These metrics account for the densification, compactness and concentration of urban growth, based on the chapter findings they could be used to identify growth patterns for monitoring and evaluating the management of developing urban areas towards a sustainable development.

Chapter 6 presents a methodology to explore the relationships between the urban structure and growth patterns with socio-economic indicators from a multi-temporal perspective in a semi-global scale using worldwide available datasets. Open multi-source and multi-temporal datasets are leveraged from six hundred functional urban areas in 32 countries, for 2000 and 2014. Spatio-temporal metrics are derived from the built-up areas, land covers and road networks. Then, relationships between metrics and socio-economic indicators and their change are measured by means of regression models. The analysis allows identifying the spatio-temporal metrics that are most significant for modeling ‘income’, ‘GDP’, ‘Gini’, ‘air quality’, and ‘employment’. This is a first and fundamental step that shows the high potential of open datasets to identify global development trends in urban areas and their socio-economic and environmental relationships from a multi-temporal perspective.

This chapter is the result of a second research stay and continued collaboration with the Team City and Society from DLR. This second stay aimed at conducting a multi-temporal analysis in urban areas. It was defined based on the methods and findings from previous chapters, so that it encompasses everything learned from the comparative spatial analysis in urban areas, relationships between urban structure and quality of life, and the identification of urban forms and growth patterns.

1.4. Publications

This document is a compilation of the edited version of international scientific publications produced while developing this thesis. The publications are listed below with the approval of all co-authors. This compilation satisfies the requirements of the PhD in Geomatics Engineering, an interuniversity program
between Universidad Politécnica de Madrid and Universitat Politècnica de València, Spain.
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Regarding the copy rights for scholarly purposes, chapters 3 to 6 are edited versions of the abovementioned scientific papers, with full acknowledgement of the original publications and without any kind of commercial use. Other publications produced during this research that complement this dissertation:


Chapter 2

Hypotheses and objectives
Hypothesis and objectives

Urban areas are growing at unprecedented rates causing significant socio-economic and environmental impacts on developing and developed urban environments. In any case, the sustainable development of urban areas is based on the monitoring and analysis of their growth by urban planners and decision-makers. As described in the introductory section, there is a link between the structure of urban areas, their spatial change, and the environmental, social and economic factors, affecting the well-being of urban dwellers. Investigating these underlying processes will help in disentangling and understanding these cause-effect relationships in order to reorient urban development patterns to more sustainable ones.

In the last decades the ever-increasing Earth observation programs have provided with large amount of satellite imagery, which in many cases has been systematically processed to produce a variety of geo-data and LULC databases that are essential for the multi-temporal and spatial study of urban areas at different levels, which is possible by means of GIS-based methods. The use of spatial metrics and their change over time have recently shown a high potential for monitoring urban form and growth spatial patterns. However, further steps must be done in this sense to advance in the development of new methods and tools to measure, quantify and monitor urban environments. This could be done by means of LULC datasets from a multi-temporal perspective and for different levels and regions—both from the physical and socio-economic points of view and also their interrelations—in order to improve the understanding of these highly dynamic spaces with the ultimate aim to facilitate their economic, social and environmental sustainability. This is of high relevance in the current political context, where global targets of sustainable development have been established and urban environments play a significant role in their implementation.

In this context, this research aims to develop effective tools and methods for urban monitoring and characterizing growth spatial patterns using data derived from Earth observation, as well as to study their relationships with socio-economic factors, providing new evidences about the utility of geo-data and LULC databases for urban analyses at different levels (i.e., from local to broad levels) by means of GIS and statistical methods. Thus, the scientific community, planners and land managers could benefit from the proposed methods and tools generated in this thesis to extract and quantify information in order to analyze dynamic urban environments from available geospatial databases using a spatio-temporal perspective. To this end, a series of specific hypotheses and objectives have been proposed and defined as follows:

**Hypothesis 1:** Spatial and temporal metrics obtained from LULC databases are suitable to capture and quantify the spatial configuration and structure of
urban environments and their structural changes. Population data combined with multi-temporal metrics may enhance the capabilities for the characterization of urban growth. The creation of a supporting tool to compute spatio-temporal metrics and interpretation outputs that could be applied on different levels may provide new insights for urban growth characterization.

**Objective 1:** To review and compile available spatio-temporal metrics suitable for urban analyses and urban growth characterization, integrating them in a software tool allowing us to extract these metrics from LULC databases at spatial and temporal levels and to create graphical and analytical tools as outputs, applying and evaluating them for the analysis of urban growth at intra- and inter-urban levels.

**Objective 2:** To propose a new index that integrates multi-temporal LULC and population data and assess its suitability for the characterization of urban growth patterns in combination with spatio-temporal metrics at intra- and inter-urban levels, in a diverse sample of urban areas, allowing to interpret the relation of these growth patterns with sustainability policies.

**Hypothesis 2:** Urban areas with similar physical appearance are more likely to feature similar demographic, socio-economic and environmental characteristics. The spatial organization of urban structural types, as defined by the Local Climate Zones (LCZ) in urban environments, may reflect the distribution of activities and infrastructure, as well as the social and economic characteristics of their inhabitants, which influence the quality of life and well-being of population.

**Objective 3:** To identify and interpret the two-sided relationships between the spatial structure of urban areas and the socio-economic factors of their inhabitants, exploring the suitability of the structural information implicit in the Local Climate Zone (LCZ) classification framework to quantify urban spatial patterns at the inter-city level, and to identify groups of cities according to their similarities in terms of quality of life as defined by socio-economic indicators.

**Hypothesis 3:** The identification of growth spatial patterns in urban areas improves the knowledge of urban planners for designing new policies and applying sustainable development measures. Urban structure and its evolution can be characterized to a certain level by a selected subset of significant spatio-temporal metrics. Their identification could be used to effectively categorize standard growth spatial patterns in urban areas with different urban forms and geographical contexts.
Objective 4: To compile and describe the most standard urban forms and growth spatial patterns, as defined in the literature, to evaluate the use of spatio-temporal metrics derived from LULC databases and alternative scenarios created from land use change simulation models for the categorization of these urban growth spatial patterns, identifying the most significant spatio-temporal metrics for this task and analyzing the influence of baseline urban forms in the identification of such patterns.

Hypothesis 4: There is a global two-sided relationship between socio-economic and ecological factors in urban environments and the urban structure from a spatio-temporal perspective. Therefore, demographic, economic or social changes imply an alteration in the spatial structure of cities and urban areas. Similarly, the transformation of the urban structure alters demographic distribution, has an economic, social and environmental impact. Hence, monitoring the development of urban areas, analyzing their patterns, and exploring their relationships with socio-economic factors at a broad scale could provide more empirical evidence-based information and improve the understanding of urbanization processes from physical and socio-economic points of view.

Objective 5: To quantify the relationships at a broad-scale level between socio-economic and environmental variables, such as income, inequality, GDP, air quality and employment, and spatio-temporal metrics extracted from geospatial databases, both on a specific date and in terms of their variation over time, identifying those spatio-temporal metrics that are most related to socio-economic and environmental variables and could be extracted from global geospatial databases, allowing to obtain preliminary conclusions on the use of spatial patterns and their development over time as proxies of socio-economic parameters at the global level.
Spatio-temporal analysis of LULC and population in urban areas

Edited version of:

### 3.1. Introduction

Quantifying urban growth and its characterization in different spatial patterns is crucial for evaluating its environmental, economic, and social impacts, since the degree of compact or sprawl growth differs both, in causes and in consequences (Bhatta, 2010). Urban growth can be categorized as sprawl or compact according to the spatial arrangement of built-up areas, land uptake per inhabitant and the amount of built-up area in the landscape (EEA, 2016a).

The characterization of the spatial configuration and change patterns of LULC is based on methods that allow for multi-temporal assessment. Spatio-temporal metrics contribute to characterize the urban growth process (Herold et al., 2005; Uuemaa et al., 2013). However, spatio-temporal metrics do not account for the land uptake per inhabitant, which has been mentioned as a relevant variable to characterize the growth process. A joint analysis of urban growth and population distribution provides an overview of the human use of the landscape and its tendency to sprawl (EEA, 2016a; Martinuzzi et al., 2007). Recent studies have combined spatial metrics with population data to categorize urban patterns. For instance, Arribas-Bel et al. (2011) used population density and distribution indices for an inter-city comparison and combined them with spatial metrics for clustering European cities according to their level of sprawl at a single date. Jaeger and Schwick (2014) introduced a metric that integrates urban expansion, dispersion, and the land uptake per inhabitant at intra-city level for a single date. Afterward, it was applied to the built-up area in Europe at various levels: national, regional and 1-km²-grid (EEA, 2016a; Hennig et al., 2015). They found that the application at local scale eased the detection of changes; however, it was hardly comparable with socio-economic data at this level. Other studies revealed that population density combined with other drivers (i.e. spatial characteristics, socio-economic, policies, among others) is suitable for predicting urban growth and its type (Dubovyk et al., 2011; EEA, 2016a).

Besides the potential of their combined study, several studies have pointed out the large inequality between the growth pace of built-up areas and population in Europe. Kasanko et al. (2006) analyzed the difference between built-up and population growth rates from the fifties to the nineties at inter-city level, and built-up grew faster in almost all of the 15 cities studied, presenting different growth patterns according to their geographical location. However, they did not propose a way to quantify this inequality. More recent studies obtained similar conclusions studying samples of 29 (Ribeiro-Barranco et al., 2014) and 188 European cities (Haase et al., 2013). They observed that even when population decreased built-up change was positive. This mainly occurred in Southern cities where a faster built-up growth was experienced in the studied
periods, while lower rates were found in Eastern cities. However, these results obtained at broader scale (city level) cannot be assumed at local level (intra-city level). The dynamics of urban areas are not homogeneous and they should be quantified independently to characterize the inherent heterogeneity of urban areas, but interpreted and analyzed together at various levels to obtain more accurate conclusions.

Analysis at multiple levels is essential for different reasons. On the one hand, the analysis at broad level shows an overall value of the actual trends, while detailed levels are more informative (EEA, 2016a). On the other hand, policies are applied at national, regional and local levels causing different growth trends (DG REGIO, 2011). Previous studies have reported that the degree of compactness or sprawl of the urban layout and its interpretation differs widely depending on the levels employed (Altieri et al., 2014; Hennig et al., 2015). The imbalanced development of population and built-up areas previously detected in European cities may also vary if analyzed at various levels. A concurrent multi-level analysis of the population and urban growth rates combined with LULC spatio-temporal metrics may help to the characterization of the urban growth process, moreover, the use of several land uses and metrics would be useful for the selection of the most suitable ones to identify growing patterns. In this framework, the main objectives of this chapter are: (1) To integrate an exhaustive set of spatio-temporal metrics reviewed in the literature in a software tool adding visualization and interpretation outputs, including new metrics focused on urban and population spatio-temporal characterization and assessing their added value for interpretation of urban growth; and (2) to present a methodology based on spatio-temporal metrics that allows the analysis and comparison of urban growth at inter-city and intra-city levels and to interpret its relation with urban sustainability policies.

3.2. Data

3.2.1. Description of datasets

The study was performed using the Urban Atlas database, which is part of the local component of the Copernicus Land Monitoring Services (EEA, 2016b). It provides harmonized, inter-comparable and high-resolution LULC vector maps (scale 1: 10,000) from 319 Functional Urban Areas (FUAs) with more than 100,000 inhabitants for the year 2006 (UA2006), and 785 FUAs above 50,000 inhabitants for 2012 (UA2012) as of September 2020. Currently, the year 2018 is under development and non-validated products are partially available. The minimum mapping unit is 0.25 ha for urban and 1 ha for rural areas, and the minimum overall accuracy is 85% in urban and 80% in rural areas.
OECD and the European Commission have jointly developed a harmonized definition of FUAs in a consistent way across countries, it represents the city and its commuting zone, with a population greater than 50,000 (Poelman and Dijkstra, 2015). FUAs represent the economic and functional spatial extent of the city (using population density and travel-to-work flow data).

Since our purpose was to assess a methodology rather than the in-depth analysis of specific urban areas, a sample testing dataset composed of six FUAs was selected attending to the following criteria: the availability of population data and administrative unit boundary datasets to calculate the metrics, the existence of high LULC change to test temporal indices, and the geographical diversity to cope with different urbanization contexts. As a result, the FUAs selected were Berlin, Paris, Rome, Krakow, Lisbon and Valencia (Figure 3.1).

The UA2006 was initially focused on urban and peri-urban areas represented by twenty classes, seventeen urban and three rural. The UA2012 was extended from three to ten rural classes to allow for a better understanding of the urban fringe. This led us to a legend adaptation before comparing UA2006 and
UA2012, harmonizing and simplifying the legend for our urban analysis purpose. We reclassified the legend to nine aggregated land use classes following the criteria of class similarity, thematic coherence and simplification of processing and interpretation tasks (Table 3.1).

Table 3.1. Legend adaptation. Reclassification of the Urban Atlas for 2006 (UA2006) and 2012 (UA2012) legends into nine aggregated land use classes, where SL means sealing level. Deeper insight into the original thematic classes can be found in Copernicus (2016).

<table>
<thead>
<tr>
<th>Decision rules</th>
<th>UA2006</th>
<th>UA2012</th>
<th>Legend</th>
</tr>
</thead>
<tbody>
<tr>
<td>Artificial surfaces</td>
<td>Continuous (SL &gt; 80%)</td>
<td>Continuous (SL &gt; 80%)</td>
<td>Residential</td>
</tr>
<tr>
<td>Urban fabric</td>
<td>Discontinuous (SL 50-80%)</td>
<td>Discontinuous (SL 50-80%)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Discontinuous (SL 30-50%)</td>
<td>Discontinuous (SL 30-50%)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Discontinuous (SL 10-30%)</td>
<td>Discontinuous (SL 10-30%)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Discontinuous (SL &lt; 10%)</td>
<td>Discontinuous (SL &lt; 10%)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Isolated structures</td>
<td>Isolated structures</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Industrial, commercial, etc.</td>
<td>Industrial, commercial, etc.</td>
<td>Commercial</td>
</tr>
<tr>
<td>Industrial, commercial, etc.</td>
<td>Port areas</td>
<td>Port areas</td>
<td></td>
</tr>
<tr>
<td>private and transport</td>
<td>Airports</td>
<td>Airports</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Fast transit roads</td>
<td>Fast transit roads</td>
<td>Roads</td>
</tr>
<tr>
<td></td>
<td>Other roads</td>
<td>Other roads</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Railways</td>
<td>Railways</td>
<td></td>
</tr>
<tr>
<td>Mine, dumps, construction</td>
<td>Mine and dumps</td>
<td>Mine and dumps</td>
<td>Barren land</td>
</tr>
<tr>
<td>sites</td>
<td>Construction sites</td>
<td>Construction sites</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Land without current use</td>
<td>Land without current use</td>
<td></td>
</tr>
<tr>
<td>Non-agricultural</td>
<td>Green urban areas</td>
<td>Green urban areas</td>
<td>Green areas</td>
</tr>
<tr>
<td>vegetation areas</td>
<td>Sport and leisure facilities</td>
<td>Sport and leisure facilities</td>
<td>Leisure areas</td>
</tr>
<tr>
<td>Agricultural</td>
<td>Agricultural, semi-natural and wetland areas</td>
<td>Arable land (annual crops)</td>
<td>Agricultural</td>
</tr>
<tr>
<td>little/no human influence</td>
<td></td>
<td>Permanent crops</td>
<td></td>
</tr>
<tr>
<td>Agricultural</td>
<td></td>
<td>Pastures</td>
<td></td>
</tr>
<tr>
<td>Natural/semi-natural areas</td>
<td></td>
<td>Mixed cultivation patterns</td>
<td></td>
</tr>
<tr>
<td>Water</td>
<td>Forest</td>
<td>Forest</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Water</td>
<td>Water</td>
<td></td>
</tr>
</tbody>
</table>
Since disparities in urbanization trends within FUAs and cities are expected, according to the European Environment Agency (EEA) (2016) report, more detailed levels were also considered in our analysis. Thus, the FUA level was subdivided into Local Administrative Units (LAU), dividing the territory into municipalities or equivalent units. According to Salvati and De Rosa (2014), this territorial unit is relevant for the purpose of planning and statistical analyses at local level. Cities were also subdivided into districts (SCD), which are zones defined according to population criteria (EU, 2016). Both levels are referred henceforth to as administrative units. Administrative unit boundaries were obtained from official institutions, as well as population data from 2006 and 2012 (Table 3.2).

Table 3.2. Data sources. Administrative units and population data for 2006 and 2012 of the sample FUAs.

<table>
<thead>
<tr>
<th>FUA</th>
<th>Administrative units</th>
<th>Population (2006/2012)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lisbon</td>
<td>General Direction of the Territory (DGTerritório) (<a href="http://www.dgterritorio.pt/cartografia_e_geodesia/cartografia/">www.dgterritorio.pt/cartografia_e_geodesia/cartografia/</a>)</td>
<td>Statistics Portugal (INE) (<a href="http://www.ine.pt/">www.ine.pt/</a>)</td>
</tr>
<tr>
<td>Valencia</td>
<td>National Institute of Statistics (INE) (<a href="http://www.ine.es/">www.ine.es/</a>)</td>
<td>National Institute of Statistics (INE)</td>
</tr>
</tbody>
</table>

Since different growth patterns are expected in urban and peri-urban areas the FUA level was further subdivided into sub-areas or sectors: (i) Urban, and (ii) peri-urban areas, defined as those areas around urban settlements which blend into the rural landscape, where usually low-density urban growth is present (EC, 2012). These sectors were delimited following a dominant land use density criteria in the administrative units of classes forest, agricultural and urban (artificial surfaces, in Table 3.1). Thus, the urban sector corresponds to those areas where the urban density overpasses agricultural and forest densities, and the peri-urban sector comprises the rest.
3.3. Methods

The methodology consisted on the compilation and implementation of spatio-temporal metrics in a software tool and the development of a new index that quantifies the inequality of growth between population and urban areas. Then the metrics were computed at local level in a testing sample of six urban areas, uncorrelated metrics were selected and the data were interpreted to analyze and compare urban growth patterns at different levels.

3.3.1. Creation of IndiFrag: An object-based spatio-temporal metrics extraction tool

As introduced in chapter 1, different software and tools are currently available to compute spatial metrics (Table 1.2). However, they are unsuitable for a multi-level, multi-temporal, and high-resolution analysis with LULC vector data for multiple regions. In order to be able to consistently use and extract spatio-temporal metrics needed to accomplish the different objectives of this thesis, and after an exhaustive literature review, a set of spatio-temporal metrics focused on urban environments was compiled in a software tool (IndiFrag) to automatize the spatial and GIS operations required to compute the metrics. Besides, this tool was designed to provide visualization outputs and plots to represent and support the interpretation of the results of some metrics.

Thus, IndiFrag is a processing tool created for the extraction of a set of spatio-temporal indices and metrics to quantitatively describe the level of fragmentation and spatial distribution of LULC in response to morphological, spatial and typological properties of cartographic objects. The tool also quantifies spatial changes over a period of time using a particular set of multi-temporal metrics. It works with categorical maps in vector format. Thus, topological relationships are used, easing the interpretation and analysis of the spatio-temporal distribution of LULC data in different areas and regions of a particular area of study (Sapena and Ruiz, 2015a, 2015b).

The tool consists on geoprocessing scripts in Python 2.7 and it was implemented as a ToolBox within the software ArcGis (a new version for Python 3 is under development, which will be compatible with ArcGis Pro). It calculates the indices and metrics according to different levels of hierarchy and to the type of attributes or properties they describe (Sapena and Ruiz, 2015a). The three hierarchical levels based on the calculation scale are: super-object (describes relationships between objects from various classes in a broader context, e.g. territorial unit), class (describes relations between a set of objects from the same class, e.g. land use) and object (describes characteristics of each object, e.g. plot). Besides, metrics were divided into five semantic groups
based on the described spatial attributes: area and perimeter, shape, aggregation, diversity and contrast. Both characteristics are illustrated in Figure 3.2.

In view of the foregoing, IndiFrag was conceived for comparative urban studies as it allows working with different LULC independently (class level) and for each administrative unit (super-object level) in the same process. An extensive description of the tool and a complete list of the spatio-temporal metrics currently included in IndiFrag with their formula, description, units, level and reference is included in the Appendix A, and it is summarized in Table A.1.

Figure 3.2. Graphical representation of semantic groups of metrics quantifying different spatial attributes in IndiFrag (i.e. area and perimeter, shape, aggregation, diversity and contrast). Metrics can be computed at different hierarchical levels (i.e. super-object, class, and object levels).

### 3.3.2. Extraction of land use spatio-temporal metrics

In order to analyze and compare LULC changes and to highlight growth patterns in FUAs, administrative units and land use classes, two types of metrics were calculated at the administrative unit level: those that consider all land uses within the administrative unit (administrative unit metrics), and metrics referred to one land use within an administrative unit (class metrics). Hence, we computed: (i) spatial metrics for two dates (years 2006 and 2012) and their derived changes, and (ii) multi-temporal metrics. As a result, a collection of spatio-temporal metrics was obtained for each administrative unit and class (Figure 3.3).

Duplicity and redundant information are usually present when working with such a large set of spatial metrics (Cushman et al., 2008), therefore a selection of metrics was applied to avoid redundancies and increase the efficiency of the process. We computed 167 single-date spatial metrics (23 per administrative unit, plus 18 per class, except for roads) and 248 two-date metrics (167 changes from the spatial metrics, plus one per administrative unit and 10
Figure 3.3. Workflow. Legend adaptation of Urban Atlas; population data and residential areas for 2006 and 2012 and their changes are extracted; spatial metrics for 2006 and 2012, their derived changes, multi-temporal metrics and PUGI index are computed at the administrative unit level; uncorrelated metrics are selected using PCA; One-date and change pattern analyses are interpreted at three levels: FUA (L1), sectors (L2) and administrative unit (L3).

multi-temporal metrics per class) for 833 administrative units. The objective selection of the most relevant metrics was achieved by applying the Principal Component Analysis (PCA) method using R statistical software (R Team Core, 2019). The selection of class metrics was divided into two processes according to the sector. In the urban sector analysis, we focused on the residential class for its particular interest, but also on the most dynamic classes in this sector: commercial and industrial, referred henceforth to as commercial, leisure and green urban areas. The peri-urban sector was focused on forest class and its modification in response to urban growth. Metrics at administrative unit level were included in both sectors.

PCA is a multivariate statistical method allowing for the transformation of a large number of correlated variables into uncorrelated variables (Jolliffe, 2002). Four different PCAs were performed: in urban and peri-urban sectors, and using single-date and two-date metrics. The indices were grouped according to the weights of the first and second components discarding those indices with similar weights in both components and preserving only one per group, ensuring non-correlation between the selected indices. Figure 3.4 shows the final subsets of indices selected for the analyses.
Figure 3.4. Graphs of spatial distribution of the final uncorrelated metrics selected in the space defined by the first and second principal component weights. Four independent PCAs, where: (a) Single-date metrics for urban and (b) peri-urban sectors, and two-date based metrics for (c) urban and (d) peri-urban sectors. See Table 3.1 for abbreviation meanings.

Table 3.3 shows and describes the final set of indices selected for analysis. The results per administrative unit can be found in the supplementary material available from: https://doi.org/10.1016/j.compenvurbs.2018.08.001.

In order to compare overall results among FUAs, we conducted two sub-analyses. For inter-city analysis and once metrics were calculated for each administrative unit, we computed their mean and coefficient of variation for each FUA and sector (urban and peri-urban) within FUAs. This allows for the comparison of metrics and their homogeneity between different FUAs, which provides useful information when comparing values at broad levels. In addition, we used global growth graphs, concentric circle and sector analysis extracted also from IndiFrag. These graphs are useful to quantify changes and analyze their spatial distribution at different distances and orientations from a central point. We used central points defined by Urban Audit and based on GISCO settlement layer dataset (Data source: GISCO - Eurostat, European Commission).
Table 3.3. Description of the spatio-temporal metrics extracted from IndiFrag and selected using PCA. The name, abbreviation, description, time: single-date (1t) and two-date (2t), level of metric: administrative unit (LAU) or class: residential (R); green areas (G); commercial (C); leisure areas (L); and forest (F), and equation reference (Eq.) are reported. More detailed information about the metrics can be consulted in Appendix A.

<table>
<thead>
<tr>
<th>Name</th>
<th>Definition</th>
<th>Time</th>
<th>Level</th>
<th>Eq.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Spatial metrics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban density (DU)</td>
<td>Ratio between urban area and the total LAU area.</td>
<td>1t</td>
<td>LAU</td>
<td>(A.1)</td>
</tr>
<tr>
<td>Mean object size (MS)</td>
<td>Average of the size of the patches from a class.</td>
<td>1t</td>
<td>G,R</td>
<td>(A.4)</td>
</tr>
<tr>
<td>Edge density (ED)</td>
<td>Sum of lengths of patches from a class divided by its area.</td>
<td>1t</td>
<td>R</td>
<td>(A.5)</td>
</tr>
<tr>
<td>Area-weighted mean fractal dimension (AWFD)</td>
<td>Average of fractal dimension of patches in a class, weighted by patch’s area.</td>
<td>2t</td>
<td>R</td>
<td>(A.13)</td>
</tr>
<tr>
<td>Object density (DO)</td>
<td>Number of patches divided by the area of the LAU.</td>
<td>1t</td>
<td>LAU,C,L,R</td>
<td>(A.17)</td>
</tr>
<tr>
<td>Area-weighted standard distance (AWSD)</td>
<td>Average of distances from patches to the centroid of the class.</td>
<td>1t</td>
<td>G,F</td>
<td>(A.19)</td>
</tr>
<tr>
<td>Euclidean nearest neighbor mean distance (ENND)</td>
<td>Average of the distances between nearest patches of a class</td>
<td>2t</td>
<td>R</td>
<td>(A.21)</td>
</tr>
<tr>
<td>Effective mesh size (EMS)</td>
<td>Size of patches dividing the LAU into n areas with the same degree of division.</td>
<td>1t</td>
<td>F</td>
<td>(A.22)</td>
</tr>
<tr>
<td>Cohesion (COHE)</td>
<td>Connectedness of the patches from a class. It increases as the class becomes more aggregated.</td>
<td>2t</td>
<td>F</td>
<td>(A.23)</td>
</tr>
<tr>
<td>Splitting index (SLP)</td>
<td>No. of patches dividing LAU into equal parts with the same division degree.</td>
<td>2t</td>
<td>F</td>
<td>(A.24)</td>
</tr>
<tr>
<td>Shannon diversity (DSHAN)</td>
<td>Minus the sum of proportional abundance of each class multiplied by its proportion.</td>
<td>1t</td>
<td>LAU</td>
<td>(A.31)</td>
</tr>
<tr>
<td>Density-diversity (DD)</td>
<td>Sum of the amount of a class as proportion of the largest class.</td>
<td>2t</td>
<td>LAU</td>
<td>(A.34)</td>
</tr>
<tr>
<td>Absolute functional fragmentation index (AFFI)</td>
<td>Ratio between the LAU and the sum of every class perimeter.</td>
<td>1t</td>
<td>LAU</td>
<td>(A.36)</td>
</tr>
<tr>
<td><strong>Multi-temporal metrics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Change proportion (CP)</td>
<td>Ratio between the change area of a class and the area of the LAU.</td>
<td>2t</td>
<td>G,R</td>
<td>(A.40)</td>
</tr>
<tr>
<td>Landscape expansion index (LEI)</td>
<td>Categorizes new patches in: infilling (≥50% adjacent to its class), edge-expansion (0&gt;50%), and outlying (=0%) types by comparing perimeters between new and old patches.</td>
<td>2t</td>
<td>R,C,L</td>
<td>(A.41)</td>
</tr>
<tr>
<td>Area-weighted mean expansion index (AWMEI)</td>
<td>Sum across all new patches of the percentages of adjacencies weighted by the area of the new patch.</td>
<td>2t</td>
<td>F</td>
<td>(A.43)</td>
</tr>
<tr>
<td>Change rate (RC)</td>
<td>Annual rate of class change using the compound interest formula.</td>
<td>2t</td>
<td>Forest</td>
<td>(A.44)</td>
</tr>
</tbody>
</table>
3.3.3. Population and urban growing imbalance index (PUGI)

Inequality of urban dynamics regarding the increase of built-up area with respect to population is related to the type of evolution experimented by urban areas over time and it can be especially relevant to monitor the sustainability of urban development (Ribeiro-Barranco et al., 2014). In order to quantify how urban growth outpaces population increase or vice versa and based on the assumption that the distance of the population and urban growth rates—if they are plotted on two axes—to the line of equal growth is related to the imbalance of both rates (Kasanko et al., 2006), we propose a multi-temporal index for a better understanding of the balance in urban growing and population increase in urban dynamic areas: The Population and Urban Growing Imbalance index (PUGI). This index quantifies the inequality between two variables, population and residential land use relative growths extracted at two different dates. We used the area of residential land use, since this is more related and comparable to the actual increase of population, as suggested by Kasanko et al. (2006).

In order to define the index, the increase/decrease of population and the increase of residential area are converted to relative terms as relative change to the first year:

\[
\text{rcr} = \left( \frac{r_{t2} - r_{t1}}{r_{t1}} \right) \cdot 100
\]

\[
\text{rcp} = \left( \frac{p_{t2} - p_{t1}}{p_{t1}} \right) \cdot 100
\]

where, \( r_{t1} \) and \( r_{t2} \) represent the areas of residential class, and \( p_{t1} \) and \( p_{t2} \) the population at the beginning and end of the studied period.

Administrative units are plotted in a four-quadrant scatterplot with (3.1) and (3.2) in the axes (Figure 3.5). Similar scatterplots have been previously used to represent urban sprawl by plotting the compactness degree against urban proportion at a single date (Altieri et al., 2014), to analyze the relation between economic development and urban growth (Chen et al., 2013), to compare urbanization and population growth rates (Kasanko et al., 2006), and to classify the development of cities according to their position in the plot (Ribeiro-Barranco et al., 2014). Here, we propose the quantification of the mentioned distance as a measure of the disproportion between rates.

Having the proportion of population change in the abscissas, the proportion of residential increase in the ordinates, and considering the quadrants delineated
Chapter 3

Figure 3.5. Example of four-quadrant scatterplot. Calculation of the minimum distance from a point to the even growth line (PUGI) and classification of administrative units according to the quadrant delineated by means: high change (HC), low change (LC), partial population (PP), and partial residential (PR). A gradient color is given according to the distance to the equal growth line, lighter colors show more balanced growth, while darker colors show more imbalanced growth. The stripe background shows when population grows faster than residential areas.

by the mean values of the two variables, administrative units can be classified into four groups according to the type of change experimented (Ribeiro-Barranco et al., 2014):

> The upper right quadrant indicates a high change (HC) in both variables.
> The lower left quadrant represents a more stable and low change (LC).
> The upper left quadrant corresponds to a high residential growth complemented by a low or negative population change (Partial residential change, PR).
> The lower right quadrant corresponds to a high increase in population followed by a low or null residential growth (Partial population change, PP).

The even growth line represents the same pace of growth rate in both variables, as an ideal or balanced development situation (Figure 3.5). Administrative units above this line have undergone faster growth of residential areas with respect to population, and in those below the line, the
population has exceeded residential growth. The farther the administrative unit is from this line, the larger the difference between the two growth rates. This magnitude is represented by the PUGI index, shown in equation (3.3), defined as the minimum distance between the location in this bi-variate space and the even growth line. It is computed as the Euclidean distance from a point to a line and measured along a perpendicular line to the even growth line (Figure 3.5). The sign of the index represents whether the administrative unit is located above or below the line. Thus, a negative value means that the point is below, and the population growth is higher than residential increase. A positive value indicates that the residential area grows faster than population. The administrative unit coordinates are: relative change of population (rcp as x-coordinate) and relative change of residential (rcr as y-coordinate). Considering that the equation of an even growth line is an identity function, and knowing the formula of the Euclidean distance from a point to a line, the PUGI index is obtained as:

$$\text{PUGI} = \frac{(\text{rcr}-\text{rcp})}{\sqrt{2}}$$ (3.3)

### 3.4. Results

The results of metrics computed in 2012 and from 2006 to 2012 are interpreted at three levels (i.e. FUA, sector and administrative unit). First, we analyze them at FUA and sector levels, and then we focus on each FUA at administrative unit level.

#### 3.4.1. Analysis at inter-city level

Attending to the spatial metrics from 2012 at FUA level, Paris and Valencia present the highest values of mean Urban density (DU) and the lowest coefficients of variation (CV), showing a compact and homogeneous spatial distribution of built-up areas (Table 3.4). By contrast, Berlin and Rome present lower mean values and the highest CV, showing a more heterogeneous distribution of urban density than the rest of the FUAs. However, focusing at sector level, the DU in the urban sector is consistently more uniform than in the peri-urban, which presents a higher CV and, as unlike at FUA level, Valencia doubles the density of Paris in the peri-urban sector and has lower CV, while in the urban sectors the values are quite similar.

Analyzing the mean values of Shannon diversity (DSHAN) at FUA level, Lisbon and Paris are significantly more diverse than the rest of the FUAs and present an even distribution (Table 3.4), while Rome presents low mean DSHAN and
Table 3.4. Examples of mean values and coefficients of variation (in parentheses) of some spatial metrics for 2012 at FUA and sector levels (urban and peri-urban), where: urban density (DU), Shannon diversity (DSHAN), density of commercial (DO\textsubscript{Commercial}), object mean size of residential (MS\textsubscript{Residential}), and effective mesh size index of forest (EMS\textsubscript{Forest}).

<table>
<thead>
<tr>
<th></th>
<th>DU</th>
<th>DSHAN</th>
<th>DO\textsubscript{Commercial}</th>
<th>MS\textsubscript{Residential}</th>
<th>EMS\textsubscript{Forest}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Berlin</td>
<td>0.16 (1.23)</td>
<td>0.67 (0.29)</td>
<td>0.1 (0.82)</td>
<td>0.98 (0.3)</td>
<td>1.43 (0.18)</td>
</tr>
<tr>
<td>Krakow</td>
<td>0.31 (0.92)</td>
<td>0.77 (0.23)</td>
<td>0.17 (0.53)</td>
<td>1.03 (0.34)</td>
<td>1.47 (0.1)</td>
</tr>
<tr>
<td>Lisbon</td>
<td>0.36 (0.69)</td>
<td>0.63 (0.16)</td>
<td>0.18 (0.5)</td>
<td>1.2 (0.24)</td>
<td>1.48 (0.11)</td>
</tr>
<tr>
<td>Paris</td>
<td>0.71 (0.44)</td>
<td>0.84 (0.22)</td>
<td>0.22 (0.7)</td>
<td>1.22 (0.26)</td>
<td>1.25 (0.26)</td>
</tr>
<tr>
<td>Rome</td>
<td>0.19 (0.94)</td>
<td>0.75 (0.27)</td>
<td>0.16 (0.79)</td>
<td>0.96 (0.25)</td>
<td>1.32 (0.09)</td>
</tr>
<tr>
<td>Valencia</td>
<td>0.56 (0.51)</td>
<td>0.82 (0.2)</td>
<td>0.39 (0.53)</td>
<td>1.03 (0.28)</td>
<td>1.25 (0.21)</td>
</tr>
</tbody>
</table>

CV values. In contrast, when analyzed at sector level, Rome is not the least diverse FUA. Instead, Valencia presents less diversity in both sectors, having an intermediate CV. Berlin and Krakow have similar responses in both sectors.

Class metrics show that Object density of commercial (DO\textsubscript{Commercial}) is variable among FUAs. For instance, Valencia and Paris present high mean values and they are significantly denser than Berlin, Krakow and Rome. However, in the urban sector the differences and CV are much lower, showing uniformity in the distribution of commercial use, especially in Lisbon. Mean object size of residential (MS\textsubscript{Residential}) in urban sectors shows significant differences in buildings size between Berlin and Valencia. Another example of discrepancies among FUAs is the mean values of the effective mesh size index of forest (EMS\textsubscript{Forest}) in the peri-urban sector, with lower fragmentation values of forest in Berlin and Rome (larger patches and less fragmented) compared to Paris and Krakow, that present more fragmentation (Table 3.4).

According to the evolution of DU from 2006 to 2012 (Table 3.5), the FUAs of Krakow, Lisbon and Valencia are very dynamic and homogeneous in terms of built-up surface. Moreover, the population and urban growing imbalance index (PUGI) shows high positive values in Krakow and Lisbon, especially Lisbon in the peri-urban sector and Krakow in the urban sector, evidencing the rapid increase of residential areas with respect to the population growth, probably related with a sprawl development (Table 3.5). Valencia presents a more balanced development with a negative PUGI value at the FUA level, while
Table 3.5. Examples of mean values and coefficients of variation (in parentheses) of two spatio-temporal metrics and the PUGI index for the period 2006-2012 at FUA and sector levels (urban and peri-urban), where: urban density change (ΔDU), Shannon diversity change (ΔDSHAN), and population and urban growing imbalance (PUGI).

<table>
<thead>
<tr>
<th></th>
<th>ΔDU</th>
<th></th>
<th>ΔDSHAN</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>FUA</td>
<td>Urban</td>
<td>Peri-urban</td>
<td>FUA</td>
<td>Urban</td>
<td>Peri-urban</td>
</tr>
<tr>
<td>Berlin</td>
<td>0.002</td>
<td>(3.34)</td>
<td>0.004</td>
<td>(1.18)</td>
<td>0.002</td>
</tr>
<tr>
<td>Krakow</td>
<td>0.01</td>
<td>(0.74)</td>
<td>0.011</td>
<td>(0.95)</td>
<td>0.01</td>
</tr>
<tr>
<td>Lisbon</td>
<td>0.016</td>
<td>(0.72)</td>
<td>0.026</td>
<td>(0.3)</td>
<td>0.009</td>
</tr>
<tr>
<td>Paris</td>
<td>0.003</td>
<td>(1.93)</td>
<td>0.003</td>
<td>(2.33)</td>
<td>0.005</td>
</tr>
<tr>
<td>Rome</td>
<td>0.007</td>
<td>(1.24)</td>
<td>0.005</td>
<td>(1.07)</td>
<td>0.007</td>
</tr>
<tr>
<td>Valencia</td>
<td>0.012</td>
<td>(1.47)</td>
<td>0.012</td>
<td>(1.74)</td>
<td>0.013</td>
</tr>
</tbody>
</table>

the peri-urban sector has a high negative PUGI value, evidencing a densification process in this sector. Berlin and Paris experimented less DU changes but with more spatial variability, accompanied by low and negative PUGI values, meaning that population grew slightly faster than residential land use. Berlin, where the variability of ΔDU is particularly high, increases its CV and has a positive PUGI value in the peri-urban sector. Rome presents an intermediate ΔDU and CV compared to the rest of the FUAs and sectors, with a global negative PUGI that is higher in the peri-urban sector, meaning higher inequality of growth in this sector. Regarding the changes in DSHAN (Table 3.5), all FUAs increase their diversity except Lisbon. Paris shows a low change in diversity, but this is heterogeneously distributed (high CV value) along the FUA. However, at sector level all, except Lisbon, present two different patterns: Urban areas reduce their diversity, whereas peri-urban interfaces increase it, showing a high variety of land uses with a homogeneous distribution in the peri-urban sectors.

The global growth graphs of the residential land use close to the city centers present a compact built-up area with permanent land use in some FUAs (Figure 3.6). In Berlin, Rome, Krakow, Lisbon and Valencia there is a peak in residential land use growth at approximately 16 km away from the urban center, and Rome has a second peak farther from the center. Paris reaches its maxima in the development of residential land use around 35 km away from the center and focused in the West, East and less in the South area. The growth directions in Berlin, Lisbon, Rome and Valencia are different, mainly
The sector analysis represents the spatial orientation of residential class changes in the six FUAs, the radius means the change in residential area in square kilometers by orientation, and (area chart below) the concentric circles analysis show the variation of residential area with respect to their central point. Green color means residential growth, while red shows lost patches. Due to physical and topographic constraints (e.g. the sea or rivers). Furthermore, partial losses of residential areas are present, for example, in Lisbon due to the extension of the road network; or the construction of an airport in Berlin.

Analyzing the results of the landscape expansion index (LEI) for residential, commercial and leisure land uses, in general, the expansion process has been mainly edge-expansive and outlying in the six FUAs (Figure 3.7). Considering
the compact growth as a combination of infilling and edge-expansive growths and the dispersed growth as outlying, the urban growth at FUA level in Berlin, Paris, Rome and Krakow tend to be mainly compact, resulting in a more continuous urban cover. However, Lisbon and Valencia have a more disperse growth.

Figure 3.7 shows the loss of natural and semi-natural vegetation in each FUA as a consequence of urban growth. Despite the double loss of forest in Berlin with respect to Rome, the mean change of the Splitting index in the peri-urban sector in Rome (ΔSPL\textsubscript{Forest}=185, CV=12) is much higher than in the rest of the FUAs (e.g. Berlin, with ΔSPL\textsubscript{Forest}=1, CV=9), showing a stronger trend of forest fragmentation in Rome.

![Figure 3.7](image.png)

3.4.2. Analysis at intra-city level

As previously commented in the sector analysis, in 2012 high values of urban density (DU) are mainly located in the urban centers of the FUAs, however, there are variations within FUAs and sectors (Figure 3.8). For instance, in Berlin, there are some isolated units with high-density values located in the southern half of the FUA. Paris, Rome and Valencia also present scattered administrative
units with high DU out of the urban centers in different directions. Krakow and Lisbon show a gradual degradation of DU from the urban sector towards the peri-urban reaching their lowest values in the boundary of the FUA. With regard to Shannon diversity (DSHAN), high and medium values are located not only in the urban sector, but also in the contiguous administrative units, as the mix of land uses is usually higher along the boundary of the urban and peri-urban areas. The lowest values of DSHAN are found in the North-East of several FUAs: Berlin, Rome, Krakow and Valencia (Figure B.1).

When interpreted together, the object density (DO_{Residential}) and mean object size (MS_{Residential}) of residential class inform about the quantity and type of the residential patches in each administrative unit (Figure B.2). Results show that Berlin, Krakow and Lisbon present more uniform values of DO_{Residential} and MS_{Residential} than the rest of the FUAs. In Paris, Rome and Valencia a more variable response is observed, DO_{Residential} varies along the urban sector, as well as their MS_{Residential}. On the other hand, regarding the area-weighted standard distance of green areas (AWSD_{Green}), that shows the aggregation of these elements, different compactness degrees are observed in the urban sector of Berlin, where administrative units differ widely (Figure B.3).

The analysis of temporal metrics at administrative unit level revealed significant changes during the analyzed period (2006-2012). In Berlin and Paris, slight
increases of DU took place at transition areas between urban and peri-urban sectors. A few administrative units present a slight loss of urban areas, but this effect is mainly due to the transition from barren land (included in artificial land uses in UA legend) to non-urban land uses. Berlin presents also the highest value of $\Delta$DU in the southern part of the urban sector ($\Delta$DU=0.1). Rome and Valencia, in general, increase their artificial surface in specific administrative units, while main changes are located in the peri-urban sector in different directions. DU in Lisbon and Krakow follows a gradient growth pattern from the urban center, reducing its intensity in the periphery, while in the rest of the FUAs presents a more random and scattered distribution (Figure 3.9).

Figure 3.9. Urban density change ($\Delta$DU). DU change quantitative maps of the administrative units from the six FUAs. Green values mean urban growth in this period, while maroon values show a partial loss of urban areas.

Negative variations of DSHAN are mostly located in the urban sectors of these FUAs, with some exceptions. However, in those areas where there has been an urban growth process, there is an increase of DSHAN and the diversity of land uses (Figure B.4). Analyzing the change of per-class indices, we observed a greater occurrence of density-diversity of commercial ($DD_{\text{Commercial}}$) in those administrative units along the border between sectors, reaching a maximum in Berlin ($\Delta DD_{\text{Commercial}}= 0.19$). The administrative units with an increase of the $DD_{\text{Commercial}}$ in Valencia presented a scattered spatial distribution, while in Rome were concentrated along the coast (Figure B.5). In addition, the tendency of
most FUAs in green areas growth is negative (Figure B.6), as in the inter-city analysis, except for Rome, where only one has negative change proportion of green areas (CP_{Green}), and Valencia, with null or positive values (there is a maximum of CP_{Green}=4.35). With respect to residential areas, MS_{Residential} variation shows a tendency to smaller patches, except in some administrative units located on West Rome, South-East Lisbon, and inside and around the urban center of Valencia, where the overall increase of MS_{Residential} implies larger new patches (Figure B.7). The residential class in the peri-urban sector of Rome has a compact growth pattern according to the changes of the Euclidean nearest neighbor mean distance of residential class (ENND_{Residential}), that reaches the maximum negative change value (\Delta ENND_{Residential} = -51.48 m), meaning that the residential class is more clustered than others, especially in the North. In Krakow, residential patches are more aggregated, mainly in the South-East (maximum negative value of \Delta ENND_{Residential} = -9.17m). High positive values of \Delta ENND_{Residential} may evidence that previous residential class is suffering a sprawl process since the mean value of the distances between patches is increasing (Figure B.8). Regarding forest class, variations in the EMS_{Forest} show a general reduction of forest patches, decreasing in peri-urban sectors mainly due to the general urban growth dynamics. The most affected FUAs are those with more presence of forest. Berlin, for example, presents a maximum (\Delta EMS_{Forest} = -0.9 km²) but also has a general decrease in the North and South. In Rome, fragmentation increases in the administrative units from the North and North-West (maximum \Delta EMS_{Forest} = -0.3 km²). Paris and Krakow show reduced forest patch sizes in South-West and South-East, respectively (Figure B.9).

Administrative units were also classified based on population and residential paces of growth, providing a quantitative measure of their imbalance (PUGI). As an example, administrative units inside and along the border of the urban sector in Berlin are characterized by high change and partial population change, with low and negative PUGI values (Figure 3.10 and Figure B.10), accompanied by low and partial residential changes in the limit of the FUA, along with positive PUGI values. There is an exception in the peri-urban sector, where an administrative unit presents a high negative value (PUGI = -30.17), where population grew a 43% and the residential class remained unchanged, meanwhile, spatio-temporal metrics showed a unique slightly positive value of \Delta DD_{Commercial}. As opposite, Paris presents low change and partial population changes in the administrative units of the urban sector, with almost no residential increase but a significant population increase. In the peri-urban sector, population increase exceeds residential growth, accompanied mostly by negative \Delta ENND_{Residential}, which evidences the densification and transition to more compact administrative units. Rome has a more random distribution of
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Figure 3.10. Graphical representation of the administrative units classified in change types by color, the hue depends on the PUGI distance, where darker colors means more inequality between residential and population growths. The stripe background shows when the population grows at a faster pace than residential areas.
growth classes. Small and balanced changes are located not only in the urban sector but also in the South and East of the peri-urban sector. Partial population change is located at the interface of peri-urban and urban sectors and near the coast, with high negative PUGI values showing a prominent population increase, while spatio-temporal metrics show a slight increase in $\Delta$ENND$_{Residential}$ and a reduction in $\Delta$ENND$_{Residential}$. Partial residential change occurs in the North and North-East, with high and positive PUGI, showing an increase in residential class despite the loss of population in these areas, along with a general decrease of $\Delta$ENND$_{Residential}$, meaning a more compact distribution. However, there is also an increase of forest fragmentation (maximum $\Delta$SPL$_{Forest}=12$). Lisbon presents a significant residential increase, with positive PUGI and $\Delta$ENND$_{Residential}$ values in the urban sector and surroundings, evidencing a sprawl trend as previously detected in LEI$_{Residential}$. However, the westernmost administrative unit in the urban sector presents not only negative PUGI and $\Delta$ENND$_{Residential}$, but also positive DD$_{Commercial}$ and CP$_{Green}$. Krakow has low change but positive PUGI values in the North, due to the loss of population in these areas. Higher change is focused on the interface of urban and peri-urban sectors, presenting more population increase, while in three administrative units of the urban sector there is a general decrease of ENND$_{Residential}$ and a reduction of CP$_{Green}$. In general, Valencia has a prominent population increase, particularly in the North. Most of the administrative units in the urban sector suffered low changes (low positive PUGI values, slight or null residential increase accompanied by population loss). However, spatio-temporal metrics in Valencia reveal that negative PUGI values are generally together with a more compact residential growth and the increase of green urban areas (negative ENND$_{Residential}$ and positive CP$_{Green}$).

3.5. Discussion

The proposed methodology and the metrics analyzed provide useful information of the multi-temporal processes of urban growth between and within FUAs (inter- and intra-city). However, the extrapolation of these tendencies to other urban areas or periods should be taken carefully since only a 6-year interval of a reduced sample of urban areas was considered.

The interpretation of results at FUA level provides an overview of the state of urban areas and their evolution, allowing for the comparison of different FUAs. The analysis of sectors, urban and peri-urban, increases the level of detail and allows for a better differentiation of the type of urban expansion, compact or scattered, and the intra-city analysis complements the spatial distribution of
the growth patterns and allows for a local analysis of the evolution of cities. This information is complementary. In some of the examples presented, the analysis provided a uniform response of metrics in a sector, but a variable response at the different administrative units within that sector, reflecting different behavior at different levels of analysis. This is useful for the comparison of FUAs and the analysis of their internal spatial variability. The definition of urban and peri-urban sectors has an evident influence on the results obtained, and this should be properly defined attending to the final aim of each particular study.

The LEI index allows for the classification of the new patches in three growth types, which is useful in order to assign the compactness and sprawl degree of each FUA and land use. Our results are in consonance with a previous report (EEA, 2016a) that quantified urban sprawl from 2006 to 2009 in similar urban areas, showing a decrease of the degree of urban sprawl for NUTS-2 (i.e. basic regions for the application of regional policies) of Berlin and Paris, remaining the same in Rome, rising slightly in Krakow and Lisbon regions, and increasing sharply in Valencia. The LEI index might reveal the effect of the compact growth policies supported by the European Communities (1999), encouraging regional authorities to seek the development of sustainable, polycentric, balanced and compact urban systems. When applied at FUA level, this index provides an overview of the growth process, but at the administrative unit level, it allows for the detection of isolated sprawled areas.

On the one hand, in this period only two FUAs presented an increase of green areas in the FUA and urban sector levels. This seems to contradict the current idea of green cities in Europe (DG REGIO, 2011), and the Green Infrastructure Strategy and policies developed by the European Commission (EC, 2016). In this sense, monitoring the change proportion of green areas (CP\textsubscript{Green}) would allow for the evaluation of the effectiveness of past and present policies. On the other hand, the variation in size of residential patches suggests a change in the typology of new buildings, such as detached houses or large buildings. The Euclidean nearest neighbor mean distance of residential class (\textit{ENND}_{\text{Residential}}) represents the restructuring of the class into less or more dispersed, its alteration through the time emphasizes potential areas where residential growth process is being sprawled (a positive variation). This metric may detect, for instance, the variation of distances between residential areas and services. In this sense, the Urban Agenda reports that a compact city model benefits from the reduced distances between services (EC, 2017), and this can be quantified and monitored using this metric.

The classification of administrative units based on population and residential paces of growth, and the values of the PUGI index, provide additional
information for the study of growth patterns in the dynamics of urban areas. Similar classification methods have been applied without using population data (Altieri et al., 2014; Chen et al., 2013) and including this variable (Kasanko et al., 2006; Ribeiro-Barranco et al., 2014), but inequality of both variables had not been quantified. The increase in residential class and urban areas do not necessarily have a linear relation with the increase of population at different levels, and the proposed PUGI index quantifies this potential asymmetry. Some authors (EEA, 2011; Haase et al., 2013; Kabisch and Haase, 2013; Ribeiro-Barranco et al., 2014) have stated that, in general, European cities tend to grow faster in built-up than in population when studied at broad levels. However, when this phenomenon is analyzed at local level, results may vary. According to our results, population relative change outpaced residential relative increase from 2006 to 2012 at FUA level in Berlin, Paris, Rome and Valencia, and higher disparities were found at the intra-city level. In this sense, the PUGI index proposed quantifies the growing imbalance between the progress of the new residential areas and the population, allowing for the identification of differences of growth patterns and such behaviors may reflect differences in local policies or economic models. The PUGI index adds demographic information to the spatial metrics traditionally used in landscape ecology. The high land consumption per inhabitant is considered one of the contributing drivers of urban sprawl (EEA, 2016a; Jaeger et al., 2010a; Martinuzzi et al., 2007), thus the use of this metric may assist in the categorization of the urban growth as compact or sprawl, and even estimate the degree of both, being relevant in the context of urban sustainability. Moreover, the combination of this index with changes of spatio-temporal metrics, such as urban density, commercial density-diversity, Euclidean nearest neighbor mean distance of residential, proportion of green areas, and splitting index of forest, allows to identify the type of growth pattern and may help to assess the effect of past or current policies in the development of land uses and the subsequent impact in the quality of life of urban areas. Furthermore, with detailed information about the urban area and its background, this metric combination may assist in the interpretation of drivers of the urban growth process. For instance, in Valencia, the collapse of the construction and real estate sectors that took place during the studied period had economic consequences. Concurrently, the migration of rural population to coastal and inland municipalities close to urban areas, due to the extension of residential areas as a mean of decongesting the urban core, harmed the territorial and social cohesion (IVIE, 2013). These processes were revealed with local values of PUGI in Valencia (mostly negative in coastal and peri-urban administrative units and low positive in the urban sector), quantifying population movements and a deceleration of housing construction.
The interpretation of the PUGI index is quite intuitive, as the combination of class and magnitude outlines if the change process is balanced at the level of the administrative units. Positive values mean low-dense growth, while negative values reflect the reduction in the land consumption, and hence a densification process. A constraint of this index is the possibility to get a high positive value when there is not relative residential change but population has deeply decreased (since land consumption per inhabitant increases, this case is also a low-dense growth). However, the identification of these cases is straightforward, since the class assigned is usually low change. Another possible limitation is related to the definition of the index. Since the variables involved have relative values its interpretation may lead to confusion, i.e. a slight increase in a small administrative unit will show a great relative change, affecting the mean value used as classification threshold. In this case, different statistics (median, mode, etc.) should be used to avoid possible outliers. The integrated analysis approach based on the use of PUGI, its class and the spatio-temporal metrics is useful to overcome these limitations.

In addition to the potential of the PUGI index itself, analogous indices, obtained by simply modifying its variables, may be applied with different goals and scenarios. For instance, Kabisch and Haase (2013) did not find correlation between population change and the development of new green urban areas, but the application of a modified version of the PUGI index, using the relative population change and the relative green areas change as variables, could provide deeper insight and more specific conclusions at local level. Nowadays, variables related to the dynamics of the landscape (residential areas, green areas, etc.) can be updated using remote sensing techniques (Gil-Yepes et al., 2016).

Finally, some limitations related to the data and methods proposed in this study should be pointed out. The first is related to the scale effect, some spatial metrics vary in response to changes in the spatial extent and scale of the analysis (Šimová and Gdulová, 2012), and hence the conducted metrics might be affected by the minimum mapping unit and the administrative unit size. This constraint could be reduced by including a parameter that specifies the scale, as previously seen in Jaeger et al. (2010b) or by conducting a grid cell based analysis to improve comparability. Another limitation is the quality and thematic accuracy of the dataset, as discussed by Šimová and Gdulová (2012). In our particular test, the overall accuracy of Urban Atlas database was 85% in urban and 80% in rural land uses. However, according to the validation report of the UA2006-2012 change map, the overall accuracy of the transition from artificial to agricultural land uses is 50% in the selected testing sample. Therefore, the decrease of the urban density at local level found in a
few administrative units may be related to the poor classification accuracy of these particular classes. Moreover, classification errors are not balanced when working with temporal datasets. For this reason, the interpretation of changes should be done cautiously when working with LULC databases.

3.6. Conclusions

In this chapter we explored the application of spatio-temporal metrics and the PUGI index extracted from the Urban Atlas and demographic databases at two dates to compare and analyze urban growth patterns from a testing sample of six FUAs across Europe.

From an objective selection of spatio-temporal metrics quantifying land use variations, we performed a three-fold analysis: an inter-city comparison at FUA level, a sector level analysis between FUAs, and an intra-city analysis at administrative unit level. Discrepancies between patterns observed in the urban and peri-urban sectors were evidenced. Working at administrative unit level presented advantages over the FUA and sector levels since a more specific and spatially explicit identification of urban growth type is feasible. Moreover, it is closer to the boundaries employed by local authorities responsible for spatial planning, and it may be potentially used for monitoring the effect of local and regional policies implemented.

The results showed that the spatio-temporal metrics are useful for comparison of growth patterns at different levels. Nevertheless, a single metric is not sufficient to properly describe the urban growth process, but the combined analysis of a selection of spatio-temporal metrics and the proposed PUGI index, a qualitative and quantitative metric that relates built-up areas and population dynamics, enables a deeper analysis of urban growth patterns. Its integration into the analysis emphasizes the imbalance between residential land use and population growth rates, providing complementary information related to the per-person land consumption and supporting the characterization of the degree of sprawl in the urbanization process, a relevant issue in the context of urban sustainability. The input data for the PUGI index are affordable and frequently made available by local agencies, and its representation allows for the straightforward interpretation of population and residential dynamics and its balance.

LULC multi-temporal databases allow for more precise urban dynamic studies. Currently, the Urban Atlas dataset has only one period of time available (2006-2012), which is still insufficient for detecting reliable growth trends. Longer and more frequent time-series would allow for more accurate and comprehensive urban dynamic studies. In this sense, Urban Atlas is currently
publishing LULC maps for 2018, and it is expected to be updated every six years, progressively increasing possibilities of analysis in the near future. This chapter highlights the suitability of LULC databases for urban growth studies and their potential for analyzing urbanization trends.
Chapter 4

Relationships between spatial patterns of urban structure and quality of life

Edited version of:

4.1. Introduction

The quality of life and sustainable development of urban and peri-urban areas depend on the successful management of their growth. Both are common goals in cities around the world. They are described in multiple dimensions: ‘quality of life’ is a broad concept assessed on various factors ranging from living conditions and employment to experience of life. It is usually represented by a multiple set of indicators such as income, deprivation rate, education attainment, employment rate, life expectancy, air quality, etc. (Eurostat, 2017; OECD, 2017). Also ‘sustainable development’ is addressed by the United Nations in their 2030 Agenda for Sustainable Development, which aims at ending poverty by means of promoting economic growth, addressing social needs, while protecting the environment and fighting climate change.

Urban form is constituted by spatial and socio-economic processes developed over time and space (Salat, 2011; Abrantes et al., 2019). It is accepted in scientific literature to wield a powerful influence on shaping societies (Salat, 2011; Tonkiss, 2013; Oliveira, 2016). Urban form is a key element for understanding urban systems as it drives where people live and work and how the interaction is spatially structured (e.g. Grimm et al., 2015; Taubenböck, 2019). However, it is not self-evident to establish a universal link between the urban spatial structure, here considered as the organization of urban areas in terms of the distribution of physical structures and human activities (Krehl and Siedentop, 2019), and quality of life. Accordingly, in this study we want to explicitly investigate this relation between urban structural features and socio-economic parameters, and whether quality of life can be interpreted based on spatial and statistical methods.

As introduced in previous chapters, urban areas with similar physical appearance tend to feature similar social, economic, and environmental characteristics. Consequently, several authors have described qualitatively and quantitatively these influences. Concerning social factors, many relevant concerns such as crime, public safety, gentrification, health, and poverty, have been linked to diversity and configuration of land uses, road network patterns, or remote sensing derived variables (e.g. Jacobs, 1961; Lehrer and Wieditz, 2009; Patino et al., 2014; Sandborn and Engstrom, 2016; Hankey and Marshall, 2017; Wurm et al., 2019b). In terms of economic issues, wealth indicators were positively related to the diversity of land uses, and productivity and innovation were influenced by density, centrality, and urban size (e.g. Tapiador et al., 2011; UN-Habitat, 2015). For the environmental dimension, the identification of land cover and urban structural types allowed for instance determining urban heat islands or green area facilities, which contributed to climate change studies (Stewart and Oke, 2012; Bechtel et al., 2019), while
pollution, energy use, and transport means have also been related to different properties of urban form, such as density, diversity or centrality of land use (e.g.: Anderson et al., 1996; Hankey and Marshall, 2017). However, there are few studies that measure this widely agreed linkage between the spatial structure of cities and their socio-economic status in a quantitative manner. These studies mostly rely on EO data to extract the physical information, such as buildings, roads, LULC and their spatial distribution, or structure and texture features. This approach has been applied so far to model neighborhood deprivation (Venerandi et al., 2018), poverty (Duque et al., 2015; Jean et al., 2016; Wurm and Taubenböck, 2018), income and property value (Taubenböck et al., 2009), and demographic, living conditions, labor and transport factors (Sapena et al., 2016). These examples present previous attempts to identify links between urban spatial structure and socio-economic parameters.

Insofar, the investigation of these relations has been possible due to the increasing accessibility of open databases and EO products. On the one hand, satellite images allow for increasing capabilities to provide high-resolution geo-information. In this context, LULC data have been an important source of information for urban studies; however, it lacks three-dimensional information of urban structures, considered a fundamental aspect in such studies (Wentz et al., 2018). Therefore, the characterization of cities into urban structural types and land cover, with Local Climate Zones (LCZ) (Stewart and Oke, 2012) as one concept, has great potential in its relation with socio-economic functions (Bechtel et al., 2015). LCZ have additional inherent information on the physical composition of cities compared to other LULC legends by their density, building types, heights, greenness and their land cover that are worthwhile to explore. Besides, it is a conceptually consistent, generic, and culturally-neutral description and thus a replicable classification system. On the other hand, global, national and local institutes provide more and more statistical data for different dates and spatial levels. Notwithstanding all the urban theories relating these two components, and the growing availability of both, spatial and socio-economic databases, studies aiming to quantify the relations between the spatial structure of urbanized areas and the quality of life of inhabitants or the well-known SDGs are still scarce. Methods based on the quantification of spatial patterns by means of spatial metrics and the clustering of urban areas based on their socio-economic performance (e.g.: Schwarz, 2010; Sapena et al., 2016; Abrantes et al., 2019) have shown to be suitable for the combined analysis of spatial and socio-economic variables in urban areas as well as for their relation.

In this framework, the general objective of this chapter is to understand better the relationship between the spatial structure of cities and the socio-economic
level of city dwellers. For this reason, we explore the value of the LCZ, as urban structural types, in relation to quality of life indicators at the city level. First, we quantify the relationships between socio-economic variables and the spatial distribution of LCZ. Then, we group cities according to their similar levels of quality of life and describe their spatial structure.

4.2. Data

4.2.1. Study area

We selected North Rhine-Westphalia (NRW) as a study case for its socio-economic relevance in Europe, reinforced by the availability of statistical data. The historical and political background of many cities located in this Federal State is similar, which diminishes external influences in our analysis. We base our study on a sample of 31 cities in NRW as consistent spatial and socio-economic databases are available there. The location and identification of cities is presented below in Figure 4.2.

Regarding the Federal State of NRW, it is the most populous of the sixteen German states, accounting for 21.7% of the total population in Germany (Eurostat, 2019). The Ruhr industrial region, in NRW, is a competitive industrial region of Germany. NRW is an economic center in Europe, with a regional GDP of € 672 billion in 2016 (21.4% of the German GDP). However, the per capita level is slightly below the national level. Nowadays, the economy of NRW is based on small and medium-sized enterprises, hosting more than 20% of companies in Germany, and providing work to near 80% of the active population (EC, 2019).

4.2.2. Socio-economic variables

For the socio-economic analysis we used the City statistics database (Eurostat, 2016a). This database was originally created with the purpose to provide information that supports more evidence-based decisions in planning and managing tasks (Eurostat, 2016b). The City statistics project covers several aspects of quality of life—i.e., demography, housing, health, economic activity, labor market, income disparity, educational qualifications, environment, climate, travel patterns, tourism, and cultural infrastructure—for cities and their commuting zones in Europe (Eurostat, 2018). At the city level, it contains 171 variables and 62 indicators for more than one thousand cities that have an urban core of at least 50,000 inhabitants. The data are available at different dates from 1990 onwards. In this study the city level is the basic spatial unit. At this level a rich source of data for comparative studies in Europe is provided.
For the purpose of this study, we selected a set of socio-economic variables and indicators for 31 cities in NRW for the year 2009 (Table 4.1), to coincide with the date of the satellite images used for LCZ classification. When data from 2009 were not available, the previous or subsequent year was used instead. Subject to the availability of data, we selected indicators of five dimensions of ‘quality of life’ covered in the database: education, health, living condition, labor and transport. We linked the dimensions to the SDGs policy commitments, as was previously done by the OECD (2017) to evidence the global efforts that are being made to reduce inequalities in the socio-economic level of citizens (Table 4.1).

Table 4.1. Description of the selected socio-economic variables (dependent variables in the models from Table 4.5) representing five dimensions of quality of life and their link to the Sustainable Development Goals (SDGs).

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Name</th>
<th>Description</th>
<th>SDGs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Education</td>
<td>education</td>
<td>The proportion of population (aged 25-64) with lower secondary as the highest level of education</td>
<td>SDG 4 (education)</td>
</tr>
<tr>
<td>Health</td>
<td>health</td>
<td>Crude death rate per 1000 inhabitants</td>
<td>SDG 3 (health)</td>
</tr>
<tr>
<td>Living conditions</td>
<td>housing</td>
<td>Average price for buying an apartment in euros</td>
<td>SDG 1 and 11 (poverty and sustainable cities)</td>
</tr>
<tr>
<td></td>
<td>income</td>
<td>Median disposable annual household income in euros</td>
<td></td>
</tr>
<tr>
<td></td>
<td>affordability</td>
<td>Ratio reflecting the ability of a city to pay for housing. Housing price compared to income.</td>
<td></td>
</tr>
<tr>
<td>Labor</td>
<td>employment</td>
<td>Number of employments per 1000 inhabitants (work place-based)</td>
<td>SDG 8 (decent work and economy)</td>
</tr>
<tr>
<td>Transport</td>
<td>transport</td>
<td>The share of journeys to work by car or motorcycle (%)</td>
<td>SDG 9 and 11 (Infrastructure and sustainable cities)</td>
</tr>
<tr>
<td></td>
<td>commuting</td>
<td>People commuting out of the city per 1000 residents</td>
<td></td>
</tr>
</tbody>
</table>

4.2.3. **Earth observation and ancillary data**

For classification of the physical structures describing the cities’ spatial structure we rely on remotely sensed and geospatial data extracted from three data sources:

- High-resolution remote sensing imaging: a Rapid-Eye mosaic for the year 2009 was constructed for the whole area. This satellite provides images at 6.5 meters resolution (orthorectified and resampled to 5 meters) with five spectral bands (red, green, blue, near infrared and red edge).

- 3D model: A normalized digital surface model (nDSM) was derived
from 135 individual Cartosat-1 stereo images (collected between 2009-2013) and processed according to Wurm et al. (2014) to retrieve above ground heights.

> GIS layers from OpenStreetMap: the amenities and road layers from the open repository of geospatial data was used (downloaded in 2014, openstreetmap.org).

4.3. Methods

The methodology consisted on measuring spatial patterns of cities based on spatial metrics derived from a LCZ classification obtained by fusing remote sensing and open GIS data with a machine learning approach. Then, we quantified the relationship between the spatial metrics and socio-economic variables by means of multiple linear regression models. Clustering methods were applied to group cities according to their level of ‘quality of life’ using the socio-economic variables and similarities in the spatial patterns were analyzed.

4.3.1. Patterns describing the spatial structure of cities

For the derivation of the spatial patterns describing the spatial structure of cities, we applied the LCZ framework that allows characterizing the morphologic appearance of cities in a conceptually consistent manner. It comprises several urban structural and land covers types with uniform surface cover, structure, material and use (Stewart and Oke, 2012). Out of the 17 original LCZ classes, 12 were present in the region (Figure 4.1). The spatial pattern describes the distribution of phenomena across space, e.g., concentration, dispersion, clustered patterns, etc. (Getis and Paelinck, 2004). In particular, we refer to the arrangement of urban structural types and land covers within cities.

Figure 4.1. Summary of the LCZ classes present in NRW (from Stewart and Oke, 2012). LCZs 2 to 10 are built-up classes, LCZs A to G land cover types.
For the classification of LCZ, we followed the protocol presented in Tuia et al., (2017). We modeled LCZs on a grid composed of cells of size 200×200 m. In total, 89 variables were extracted for each cell (Table 4.2) to train the classifier. A ground truth of 2,658 cells was defined by photointerpretation, where the cognitive perception of an interpreter was used to define the predominant LCZ.

Table 4.2. Description of the geospatial variables for each cell from remote sensing and GIS data.

<table>
<thead>
<tr>
<th>Source</th>
<th>Type</th>
<th>Description</th>
<th>No. of variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Remote</td>
<td>Bands</td>
<td>Mean and standard deviation of the pixel values. Data were atmospherically corrected and haze removed.</td>
<td>10</td>
</tr>
<tr>
<td>sensing</td>
<td>Texture</td>
<td>Co- and occurrence features (local standard deviation, average, homogeneity, entropy, dissimilarity, correlation, contrast and angular moments).</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td>3D</td>
<td>Mean and standard deviation for both nDSM and buildings only. The number of buildings was also added as a feature.</td>
<td>5</td>
</tr>
<tr>
<td>Land cover</td>
<td>Percentage of the area occupied by buildings, trees, grassland and impervious surfaces. The land cover is issued from an object-based classification on a Rapid-Eye mosaic (Montanges et al., 2015).</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>GIS</td>
<td>Roads</td>
<td>Total line length for highway, primary, secondary, tertiary roads, residential streets, streams and rivers, smoothed with a Gaussian kernel at the cell level.</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>POIs</td>
<td>Counts for POIs cafes, restaurants and rail stations, smoothed with a Gaussian kernel at the cell level.</td>
<td>3</td>
</tr>
</tbody>
</table>

The classifier was based on random forests, a method building several decision trees with heavy randomization of features (Breiman, 2001a). The initial result was then further improved by making the model aware of two spatial relationships between cells using a Markovian Random Field formulation (see Tuia et al., (2017)): (1) By predicting with higher probability co-occurrence of neighboring LCZ that attract or repel each other spatially; (2) By favoring a map respecting a rank-size distribution of urban settlements, according to Zipf’s law.

For testing the relationships between socio-economic and spatial structure of cities, we extracted all the spatial metrics included in IndiFrag. We used the LCZ classification as a base to characterize the spatial structure of cities. The level of analysis to extract the spatial metrics was the city level that corresponds to the level in which the socio-economic variables are provided. Therefore, we obtained one set of metrics per LCZ class for the spatial level of the city, and another set of metrics for the city, regardless of the LCZ classes. Then, we standardized the values of the metrics as the mean divided by the
standard deviation, in order to obtain comparable regression coefficients and avoid influence of measurement units.

We applied feature selection methods to avoid potential noise introduced by highly-correlated features, affecting the accuracy of results. In particular, regression models need the independence of predictors to minimize the multicollinearity, which makes the model unstable. We followed three consecutive approaches for the objective selection of metrics. First, we discarded the non-discriminative spatial metrics, those with a coefficient of variation lower than 5%. Second, we conducted a correlation analysis to identify redundancies in the spatial information. We omitted those metrics showing strong correlations to others (Pearson correlation coefficient > 0.8), keeping one metric per group of correlated metrics. Third, we applied a recent method proposed by Genuer et al. (2015), called Variable Selection Using Random Forests (VSURF) that selects a specific subset of metrics adapted to each socio-economic variable. This is based on measuring the relevance of every metric in relation to each socio-economic variable using a random forest regression. We kept one subset of metrics for each socio-economic variable (the different subsets of selected metrics are reported in Table 4.4).

### 4.3.2. Estimating socio-economic and spatial pattern links

A model was obtained for each socio-economic variable from Table 4.1 applying stepwise multiple linear regression analysis, using the subset of spatial pattern metrics previously selected as independent variables. We applied a min-max normalization transforming the socio-economic variables in a range between zero and one as follows:

\[ z_i = \frac{(x_i - \text{min}(x))}{(\text{max}(x) - \text{min}(x))} \]

where \( x_i \) is the \( i^{th} \) original value and \( z_i \) is the normalized value.

For education, health, housing, affordability, transport, and commuting the normalization was inversed and thus, higher values mean better conditions for all variables. The number of independent variables was restricted to a maximum of four spatial metrics to avoid overfitting, considering the limited number of observations (cities) in our dataset. The residuals were tested for normality using the Shapiro-Wilk test (Shapiro and Wilk, 1965), and for statistical significance by requiring \( p \)-values to be lower than 0.05. Leave-one-out cross-validation was employed to evaluate the models. We estimated the root mean squared error (RMSE) and the coefficient of determination (\( R^2 \)) to summarize the proportion of variance explained by the model, and thus the goodness-of-fit.
To verify whether the level of ‘quality of life’ in cities is reflected in their urban spatial structure we conducted a two-step analysis: (1) we used the $k$-Means clustering method to group cities according to their values of socio-economic variables, representing variables from five dimensions of quality of life considered in our study (Table 4.1), out of nine (Eurostat, 2017). Using the Elbow method (Ketchen and Shook, 1996) we found an appropriate number of groups. Consequently, we created and described four clusters that group cities based on their socio-economic similarities. Moreover, we represented the ‘quality of life’ for each city and group using star plots, as well as the average of the region, which facilitates the interpretation of the different groups of cities; (2) we applied a stepwise discriminant analysis for selecting a relevant and reduced set of spatial metrics—based on their significance—that better separates the cities into these groups. Afterwards, the values of the spatial metrics, and thus the spatial structure of cities, were interpreted for each group.

4.4. Results

4.4.1. Spatial analysis of cities

In Table 4.3 we present the composition of the training/test sets and the per-class and overall accuracies obtained for the LCZ classification. Per-class

<table>
<thead>
<tr>
<th>Code</th>
<th>LCZ</th>
<th>No. samples (train/test)</th>
<th>User’s Accuracy</th>
<th>Producer’s Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Land cover</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>LCZ A</td>
<td>Dense trees</td>
<td>186 / 114</td>
<td>76.99%</td>
</tr>
<tr>
<td></td>
<td>LCZ B</td>
<td>Scattered trees</td>
<td>118 / 107</td>
<td>74.77%</td>
</tr>
<tr>
<td></td>
<td>LCZ D</td>
<td>Low plants</td>
<td>169 / 131</td>
<td>81.41%</td>
</tr>
<tr>
<td></td>
<td>LCZ F</td>
<td>Bare soil or sand</td>
<td>108 / 192</td>
<td>97.33%</td>
</tr>
<tr>
<td></td>
<td>LCZ G</td>
<td>Water</td>
<td>194 / 106</td>
<td>98.85%</td>
</tr>
<tr>
<td></td>
<td>Built-up</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>LCZ 2</td>
<td>Compact midrise</td>
<td>82 / 39</td>
<td>45.59%</td>
</tr>
<tr>
<td></td>
<td>LCZ 4</td>
<td>Open high-rise</td>
<td>13 / 26</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>LCZ 5</td>
<td>Open midrise</td>
<td>124 / 72</td>
<td>67.95%</td>
</tr>
<tr>
<td></td>
<td>LCZ 6</td>
<td>Open low-rise</td>
<td>152 / 48</td>
<td>88.10%</td>
</tr>
<tr>
<td></td>
<td>LCZ 8</td>
<td>Large low-rise</td>
<td>100 / 101</td>
<td>91.01%</td>
</tr>
<tr>
<td></td>
<td>LCZ 9</td>
<td>Sparsely built</td>
<td>153 / 55</td>
<td>81.67%</td>
</tr>
<tr>
<td></td>
<td>LCZ 10</td>
<td>Heavy industry</td>
<td>148 / 192</td>
<td>88.62%</td>
</tr>
<tr>
<td></td>
<td>Average accuracy</td>
<td></td>
<td>-</td>
<td>82.69%</td>
</tr>
<tr>
<td></td>
<td>Overall accuracy</td>
<td></td>
<td>-</td>
<td>83.08%</td>
</tr>
<tr>
<td></td>
<td>kappa</td>
<td></td>
<td>-</td>
<td>0.81</td>
</tr>
</tbody>
</table>

Table 4.3. Numerical results of the LCZ classification and number of samples used for train/test steps. User’s and producer’s accuracy and global statistics.
accuracy is given by the user’s and producer’s accuracy, where the number of correct classified cells in a class divided by the total number of cells classified as that class is the user’s accuracy (commission error), and if divided by total number of cells of a class in the ground truth is the producer’s accuracy (omission error) (Congalton, 1991). The region was split in two parts (North and South) and training was performed on the Northern region, while testing was performed on the Southern to avoid positive biases related to spatial co-location of cells. We obtained an overall accuracy of 83%, which is slightly lower than in Tuia et al. (2017), most probably due to the larger amount of testing samples used in this study. With the exception of the LCZ2 “Compact midrise” class and the LCZ5 “Open midrise” all the other classes are classified with more than 70% accuracy. Moreover, the average accuracies of 76.5% and 82.7% also show that the errors are not systematic on the small classes.

In Figure 4.2 we illustrate the LCZ classification for the 31 sample cities in NRW. The detailed example of the city of Münster reveals how the structural variety of the built and natural landscape is captured by the LCZ classification.

Concerning the spatial metrics, in total 22 global metrics per city and 24 class metrics per LCZ and city were calculated. Since our classification map had 12 LCZ classes, 310 metrics were obtained at city level. After the correlation analysis, a reduced subset of 88 uncorrelated metrics remained. This subset was the input in VSURF for each socio-economic variable, obtaining one group
Table 4.4. Description of the selected spatial metrics (independent variables in the models from Table 4.5. The significant relations between metrics and socio-economic variables according to VSURF, are shown in the intersection of the rows and columns. The characters show whether metrics computed at the class level (with their LCZ short codes, see Table 4.3), at the city level (X), or lack of relation (-). Formulas (Eq.) can be consulted in Appendix A. Patch means a group of contiguous pixels with the same LCZ class.

<table>
<thead>
<tr>
<th>Spatial metric</th>
<th>Description</th>
<th>Eq.</th>
<th>education</th>
<th>health</th>
<th>housing</th>
<th>income</th>
<th>affordab.</th>
<th>employ.</th>
<th>transport</th>
<th>commut.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compactness (C)</td>
<td>Shape complexity of the class.</td>
<td>(A.27)</td>
<td>F</td>
<td>A,F,5,9</td>
<td>-</td>
<td>A,F,5,9</td>
<td>A,F,G,2,5,6,9</td>
<td>6</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Class density (DC)</td>
<td>The ratio between the class and city area.</td>
<td>(A.2)</td>
<td>D,F,5,9</td>
<td>A,F,G,2,5,6,9</td>
<td>-</td>
<td>A,F,5,9</td>
<td>A,F,G,2,5,6</td>
<td>9</td>
<td>6,9</td>
<td>6</td>
</tr>
<tr>
<td>Density-diversity (DD)</td>
<td>Informs about the richness and heterogeneity.</td>
<td>(A.34)</td>
<td>-</td>
<td>X</td>
<td>-</td>
<td>-</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Euclidean nearest neighbor mean distance (ENND)</td>
<td>Mean distance between the nearest patches from the same class.</td>
<td>(A.21)</td>
<td>B,5</td>
<td>A,B,8,9</td>
<td>10</td>
<td>9</td>
<td>5,9</td>
<td>5,9</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>Pixel Euclidean nearest neighbor mean distance (ENNDp)</td>
<td>Mean distance between the nearest pixels from the same class.</td>
<td>(A.21)</td>
<td>A,5,6</td>
<td>D,6</td>
<td>8</td>
<td>A</td>
<td>A</td>
<td>D</td>
<td>-</td>
<td>A</td>
</tr>
<tr>
<td>Area-weighted mean standard distance (AWSD)</td>
<td>Informs about the concentration degree.</td>
<td>(A.19)</td>
<td>-</td>
<td>A,5</td>
<td>-</td>
<td>5</td>
<td>A,6</td>
<td>A</td>
<td>D,6</td>
<td>8</td>
</tr>
<tr>
<td>Object density (DO)</td>
<td>The number of patches of the same class per km².</td>
<td>(A.17)</td>
<td>6,9</td>
<td>B,5,6</td>
<td>D,5</td>
<td>-</td>
<td>D</td>
<td>D,5</td>
<td>D,8</td>
<td>D,5</td>
</tr>
<tr>
<td>Urban density (DU)</td>
<td>The ratio between the built-up (LCZ2-10) and the city area.</td>
<td>(A.1)</td>
<td>-</td>
<td>X</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>X</td>
<td>X</td>
<td>-</td>
</tr>
<tr>
<td>Radius dimension (Dim&lt;sub&gt;R&lt;/sub&gt;)</td>
<td>The centrality of the class with respect to the city center.</td>
<td>(A.26)</td>
<td>A,6,9</td>
<td>A,B,G</td>
<td>A,6,9</td>
<td>G,8,9</td>
<td>6,9</td>
<td>6,9</td>
<td>A,6,9</td>
<td>6,9</td>
</tr>
<tr>
<td>Coherence degree (CD)</td>
<td>The probability that two random points are in the same patch in a city.</td>
<td>(A.25)</td>
<td>X</td>
<td>-</td>
<td>X</td>
<td>-</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Shape index (SI)</td>
<td>The complexity of patch shape is compared to a square.</td>
<td>(A.14)</td>
<td>2</td>
<td>-</td>
<td>2</td>
<td>-</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Splitting index (SPL)</td>
<td>The number of patches when dividing the class into equal</td>
<td>(A.24)</td>
<td>X,G</td>
<td>F,10</td>
<td>X,6</td>
<td>A,6</td>
<td>X,6</td>
<td>X,6</td>
<td>X,6</td>
<td>X,6,10</td>
</tr>
<tr>
<td>Metric</td>
<td>Description</td>
<td>Formula</td>
<td>Parameters</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----------------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>---------</td>
<td>------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Leapfrog (LPF)</td>
<td>Size parts with the same division. The proportion of isolated pixels with respect to the entire class.</td>
<td>(A.18)</td>
<td>6, 5, 8, A, B, A, 5, 6, -</td>
<td>5, 6, 5, 6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban-porosity (PU, P)</td>
<td>The ratio of open space compared to the city or class area.</td>
<td>(A.8)</td>
<td>X, 5, 9, X, B, 5, -</td>
<td>5, 5, 5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Boundary contrast ratio (BCR)</td>
<td>Measures the contrast between classes based on pixel's neighbors.</td>
<td>(A.37)</td>
<td>D, D, A, X, -</td>
<td>X, D, D, -</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Effective mesh size (EMS)</td>
<td>Measures the connectivity. Low values mean fragmentation.</td>
<td>(A.22)</td>
<td>2, 6, 8, 2, 8</td>
<td>2, 6, 8, X, 2, 8, X, 2, 8, X, 6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean object size (MS)</td>
<td>Average size of the patches from a class.</td>
<td>(A.4)</td>
<td>2, 4, 9, F, G, 2, 4, F, 2, -</td>
<td>2, 9, 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
of metrics per socio-economic variable with sizes between 19 to 31 metrics (Table 4.4). This output was part of the input in the following section as explained below.

### 4.4.2. Models of socio-economic variables

In Table 4.5 we show the results of the eight fitted models, one for each socio-economic variable. The numerical goodness-of-fit indicators show that the models are statistically significant (p-value < 0.05) and explain from 43% to 82% of the variability (R²) of the socio-economic variables by means of the spatial structure of cities, with RMSEs ranging from 0.10 to 0.17. The values of the model of housing were normalized with a logarithmic transformation to obtain a normal distribution of the residuals and improve the adjustment (Table 4.5). The spatial metrics included in each model and their associated coefficients allow interpreting which and to what extent spatial patterns explain the modelled variable (Table 4.5). As they are all standardized to z-scores prior to the analysis, their direct contribution is represented by the regression coefficients.

Table 4.5. Multiple linear regression models for the normalized socio-economic variables (SE), where higher values mean better conditions for all variables (dependent variables), using the spatial metrics (independent variables in bold, with the LCZ class in the subscript). The leave-one-out cross-validation coefficient of determination (R²), the root mean square error (RMSE), the p-value of the model, and the number of observations or cities (Ob) are shown. The acronyms of LCZ and spatial metrics can be found in Table 4.3 and Table 4.4, respectively.

<table>
<thead>
<tr>
<th>SE</th>
<th>Model</th>
<th>R²</th>
<th>RMSE</th>
<th>p-value</th>
<th>Ob</th>
</tr>
</thead>
<tbody>
<tr>
<td>education</td>
<td>0.407+0.159·ENNDₙ₅+0.119·Dimᵣₐ₀+0.11·PU+0.077·DC₄</td>
<td>54.87</td>
<td>0.174</td>
<td>7.7·10⁻⁶</td>
<td>31</td>
</tr>
<tr>
<td>health</td>
<td>0.389+0.13·DCᵣ+0.102·ENNDₙ+0.081·ENNDₙ₉+0.081·SPL₁₀</td>
<td>49.78</td>
<td>0.175</td>
<td>9.9·10⁻⁶</td>
<td>31</td>
</tr>
<tr>
<td>log(housing)</td>
<td>0.536+0.138·Cₛ+0.093·Pₙ+0.06·MS₂+0.057·AWSD₅</td>
<td>50.61</td>
<td>0.151</td>
<td>1.2·10⁻⁵</td>
<td>31</td>
</tr>
<tr>
<td>income</td>
<td>0.560+0.112·EMSₙ₀·0.092·SPLₙ+0.057·Pₙ</td>
<td>43.40</td>
<td>0.165</td>
<td>2.7·10⁻⁵</td>
<td>31</td>
</tr>
<tr>
<td>affordability</td>
<td>0.580·0.088·MSₙ+0.076·Cₛ·0.067·SPL₆</td>
<td>53.98</td>
<td>0.153</td>
<td>3.9·10⁻⁶</td>
<td>31</td>
</tr>
<tr>
<td>employment</td>
<td>0.281+0.108·Dimᵣ₆+0.108·ENNDₙ+0.093·EMS</td>
<td>56.84</td>
<td>0.157</td>
<td>2.0·10⁻⁷</td>
<td>31</td>
</tr>
<tr>
<td>transport</td>
<td>0.457+0.236·EMS·0.149·CD+0.114·DOₙ+0.057·DO₉+0.059·SPL₆</td>
<td>51.22</td>
<td>0.166</td>
<td>5.1·10⁻⁶</td>
<td>29</td>
</tr>
<tr>
<td>commuting</td>
<td>0.637+0.222·Cₛ+0.1·LPFₙ+0.078·ENNDₙ₅+0.059·SPL₆</td>
<td>82.29</td>
<td>0.101</td>
<td>7.4·10⁻¹¹</td>
<td>31</td>
</tr>
</tbody>
</table>

The relationships we found between the spatial structure of the cities in this region and the socio-economic variables are as follows: cities with a better level of education have less open, and thus more continuous, built-up (PU), however, the distribution of open midrise is more scattered (ENNDₙ₅), dense tree patches are furthest away from the city center (Dimᵣₐ₀), and there is a higher density of open high-rise buildings (DC₄). In terms of health, the model relates a lower death rate in cities with a fragmented and distant distribution of sparsely built (ENNDₙ₉) and scattered tree (ENNDₙ₉) patches. Conversely,
larger and less fragmented areas of heavy industry (SPL10) are usually present in
cities with higher levels of death rates. On the one hand, a compact shape of
open midrise (C5), scattered from city centers towards the suburban areas
(AWSD5) with a compact midrise core (MS2) is related to lower prices of
housing. On the other hand, income is higher in cities with bigger extensions
of open low-rise (EMS6), clustered dense trees (SPLA), and contiguous areas of
sparsely built with very few open areas (P9). Regarding the ability to pay for
housing based on income, the model is similar to housing model (MS2 and C5),
except that the affordability is inversely proportional to the fragmentation of
open low-rise (SPL6). Therefore, the ability to pay is lower in bigger cities with a
compact midrise core surrounded by fragmented clusters of open low-rise
structures.

In relation to the economic aspects (employment), open low-rise located
towards the periphery of the city (DimR6) and a fragmented and distant
distribution of sparsely built (ENND9) are characteristic of cities with higher
employment rate, moreover, LCZ patches are bigger, which means more
continuous LCZ classes and, in general, less isolated small patches (EMS).
Concerning transport, fragmented cities (EMS) in small continuous clusters
(CD), with higher proportion of sparsely built areas (DC9) and a lower number
of large low-rise areas (DO8) commute more by car or motor cycle. Meanwhile,
citizens living in cities associated with more compact areas of sparsely built
structural type (C9) commute more out of the city (commuting). The way in
which open low-rise is allocated affects commuting patterns. The higher the
number of compact clusters (LPF6 and IS6) the more the commuting proportion.

4.4.3. Categorization of cities

Figure 4.3 shows the clustering of cities according to their socio-economic
similarities using the normalized values of six socio-economic variables (we
excluded the share of journeys to work by car or motor cycle since statistics
were available only from 29 cities and the ability to pay for housing since
housing and income were included instead). The individual plots show the
location of cities by means of the bi-dimensional spaces defined by each pair
of socio-economic variables. Cities are identified by means of a number and
color. The map depicts how cities and groups are distributed in the region. It
can be seen that the first group (green) is easily identified by means of income
and commuting levels (income and commuting plots in Figure 4.3). While
education discerns the second group (blue, education plots in Figure 4.3), the
identification of the third group (orange) is not straightforward. However, the
fourth (red) can be identified by means of death rate, price of buying an
apartment and employment rates (health, housing, and employment plots in
Figure 4.3). Clustering of cities into four groups using the scaled socio-economic variables. The individual scatter plots show: the location of the cities according to each pair of socio-economic variables (row and column, e.g.: the top-left plot corresponds to ‘education’ and ‘health’), the centroid of each group, and the distance of cities to their centroid. The map locates spatially the clusters and combined with the table identifies the cities (identification number, group and name of the city). It compares cities relatively based on to their socio-economic performance and groups them according to their similarities.

The interpretation of groups by their mean values (i.e., group centroids using the non-scaled socio-economic variables, Table 4.6), shows that group 1 is
formed by four cities with medium and low rates of mortality and low-education, the prices of buying an apartment are the lowest in contrast to the highest income levels (i.e., the capacity to pay for housing is higher), however, the low employment is balanced by the highest commuting level to work out of the city. Group 2 accounts for the majority of cities (15 out of 31). This group is characterized for having lower education and employment together with higher death rates, the prices for buying an apartment and the income are medium-low in comparison with the rest of the groups, and a close to 15% commute out of the city. Group 3, which most closely approximates to the mean values of the region (Table 4.6), clusters seven cities; in this group the education level and health are medium, the price of buying an apartment is high in contrast with the lower income levels (i.e., low capacity to pay for housing), however, the employment rate is medium-high and there are low commuting rates. Finally, group 4 gathers five cities with the lowest proportion of the low-educated population, lower rates of mortality, and the highest prices for buying an apartment accompanied by high-income values; however, the huge discrepancy suggests housing prices are less affordable, the employment rate is the highest of the region and the level of commuting out of the city is the lowest.

By representing the cities multi-dimensionally using the socio-economic values by means of star plots (Figure 4.4), the shape of each city becomes an indicator of its ‘quality of life’—here based on five dimensions—, the more complete (i.e., the area of the gray circle is covered) the better. Group 1 shows high levels of commuting out of the city, education, health, house affordability, and income, but very few employments (work place-based). This shape can be related to satellite cities with good quality of life (regarding education, health and living conditions) but a less desirable situation in terms of sustainability due to the high commuting shares, to balance against the low employment rate. In group 2 we find the lowest values of education and health in the region, commuting is medium-high and housing is affordable compared to income levels, however employment is quite low. There are similarities with the first group in the values of employment and housing,
Figure 4.4. Multi-dimensional quality of life star plots of cities by group. Values are relative, as the socio-economic variables were min-max normalized between zero and one. For education, health, housing, and commuting the normalization was inversed and thus, higher values mean better conditions. The legend (top right) shows the maximum value of each socio-economic variable, equal to one, and its name related to the position and color. The mean values of the NRW region are represented in the bottom right. The gray background shows the maximum reachable value.

However, the analysis of the rest of variables suggests that this group has the lowest quality of life relative to the entire region. Group 3 presents the lowest values of income in the region, and health is slightly lower than that of the mean NRW value. However, the remaining socio-economic variables are quite close to the mean values, which may suggest a quality of life close to the NRW average. Finally, group 4 has the lowest values of commuting out of the city, while education, health, employment and income are considerably high and, as a counterpart, housing is less affordable. Additionally, this can be considered the most sustainable group in terms of commuting shares. Thus, according to the analyzed dimensions, it could be objectively said that it shows the highest quality of life in the region.

The spatial structure of urban spaces, as mentioned in the introduction, is related to this measured ‘quality of life’. To explore such relationships, we selected the spatial metrics that best identify these groups. We started from the subset of metrics selected with the VSURF method. Five spatial metrics for three structural types were the most influential in terms of grouping cities into
differently levels of quality of life. Those metrics were: the distance between sparsely built and open midrise structures patches within the city (ENND$_9$ and ENND$_5$), the number of open areas within the sparsely built patches (P$_9$), the connectivity and size of open low-rise patches (EMS$_6$), the compactness of open midrise (C$_5$), and the centrality (proximity to the city center) of sparsely built and open low-rise (Dim$_R$$_9$ and Dim$_R$$_6$). The spatial patterns that better differentiate between the derived levels of quality of life can be analyzed by representing the values of these metrics for each socio-economic group in box-and-whiskers plots (Figure 4.5). The spatial patterns that better represent the cities in group 1 are the presence of the biggest continuous areas of open low-rise, the highest compact shapes of open midrise patches but spatially scattered, and the compact distribution of sparsely built close to the city centers. For group 2, the metrics portray an even distribution of the sparsely built areas through the city, with fragmented and centralized open low-rise. Group 3 shows open midrise structures scattered across the city, plus high values of open areas in the sparsely built environment, close to each other but farther from the urban cores, pointing that these urban structures are located in the surrounding areas of the city centers that are mainly occupied by high and medium rise types. Finally, cities in group 4 are especially characterized by a compact nucleus of open midrise structures, with irregular shape, combined with fragmented distribution of sparsely built far from the urban cores, probably as they are located in the outskirts of the city, as well as the fragmented and decentralized distribution of open low-rise (Figure 4.5). That is, cities in group 4 have a compact urban core becoming gradually less compact as the distance to the core increases, eventually with low-dense

Figure 4.5. Box-and-whiskers plot illustrating the standardized values of the spatial metrics for each socio-economic group of cities, where: C=compactness, ENND= Euclidean nearest neighbor mean distance, Dim$_R$=radius dimension, EMS=effective mesh size, and P=porosity. The subscript shows the LCZ: 5=open midrise, 6 =open low-rise and 9=sparsely built.
structures located in the outskirts. For example, Münster (detailed example from Figure 4.2) present this spatial pattern, with a compact midrise core (orange), with decentralized fragmented clusters of open low-rise (red) intermixed with a scattered and isolated distribution of sparsely built (pink).

4.5. Discussion

This study in the cities of North Rhine-Westphalia in Germany shows the interrelation of urban spatial structure with quality of life dimensions. Our findings show that the education, mortality, income, employment, and other quality of life indicators can be partially explained by urban spatial pattern metrics extracted from urban structural types and land covers. No more than four metrics were needed to explain more than 40% of the variability of the socio-economic levels in cities with a similar economic and historical background for a given time. For example, the level of education tended to be better in more compact cities but also in cities with low-dense structures (i.e., open low-rise and sparsely built), which correspond to major cities and their satellite cities in NRW, respectively. This link can be related to higher-educated people moving to bigger cities seeking better job opportunities, and eventually moving to satellite cities. This seems to differ with a study where higher education levels were found in low-dense urban areas against high-dense areas in North America (Batchis, 2010). Cities with distant agglomerations of sparsely built areas and vegetation, combined with fewer and more scattered industry areas showed fewer death rates. In this sense, Oliveira (2016) compiled case studies that related walkability, diversity of land uses, and urban form with an improvement in health habits. The positive relation between death rate and bigger areas of heavy industry, besides higher shares of death in cities from groups 2 and 3, could be related to the fact that most of these cities are located in the highly industrialized Ruhr region, where death rates are high (Kibele, 2012). Apartments in cities of NRW with midrise structures (compact in the core and open towards the suburbs) and patches of dense tree are prone to be more expensive. We also found that income is measured higher in cities with a larger share of continuous and homogeneous areas of very low-dense built-up areas (i.e. sparsely built and open low-rise structural types), a spatial pattern that is especially seen in the satellite cities in NRW. Similarly, we found that commuting out of the city is higher in cities with more clusters and more compact areas of these low-dense built-up structural types, and the share of people choosing to commute by car or motor cycle is higher in less diverse and low-dense cities, which could be related to more monofunctional and dispersed cities. This tendency is widely discussed in the literature, for example, Travisi et al. (2010) found higher automobile
dependency in low-dense Italian cities. The positive relation of low-dense cities with higher incomes and commuting shares, especially by car or motor cycle, is likely to be linked to preferences of high-income households to live in less dense areas despite the higher travel cost. Additionally, the proportion of employment showed a positive relation to the homogeneity of structural types, they seem to be more organized, that may suggest that cities with more jobs are planned in a more uniform spatial distribution, with the exception of the sparsely built that tends to be more fragmented in these cities. Other authors also found relationships between spatial metrics and percentages of land uses with employment sector statistics (Ghafouri et al., 2016).

The socio-economic variables used in this study cover several dimensions of quality of life (Eurostat, 2017). Therefore, grouping cities according to the socio-economic variables allowed us identifying various levels of quality of life within the analyzed cities. One group presented the lowest level in the region, but it does not necessarily mean that the quality of life is poor because we are comparing relative values. On the contrary, two groups stood out for having better levels of quality of life. These groups differ in commuting patterns, housing affordability, and employment rates, and coincide with major cities and satellite cities. Despite having a good quality of life, satellite cities here identified with low-dense built structures, are unsustainable in terms of commuting and transport choices, besides low-dense cities are more inefficient in the use of land, energy and resources (Bhatta, 2010). We also found common spatial patterns related to the built-up structural types in cities that had similar levels of quality of life, which again suggests the two-sided impact of spatial structure of cities on their socio-economic levels. We should note here that this specific morphology found for cities in NRW for a given date do not necessarily have the same relations in other areas. Context is—as Tonkiss (2013) argues—all in this debate. However, similar correlations between urban spatial structures and economical functions have been previously discussed in the literature. For instance, Mouratidis (2018) found a positive relation between social well-being and high density, short distances to the center, and land use diversity. Venerandi et al. (2018) modelled deprivation to population density, higher proportion of bare soil and regular street patterns, while other authors predicted indicators of wealth, poverty and crime through satellite data (Irvine et al., 2017). Studies relating urban spatial structures with socio-economic values are usually focused in single dimensions, such as education, poverty, transport, air pollution, health, energy consumption, etc. (e.g.: Batchis, 2010; Duque et al., 2015; Sandborn and Engstrom, 2016; Hankey and Marshall, 2017; Wurm et al. 2019a). Only a few of them analyze various indicators (e.g.: Irvine et al., 2017; Sapena et al., 2016) or combine them (Tapiador et al., 2011). In contrast, we tackled several aspects individually.
related to the quality of life and also in a combined way. We found that cities with a higher socio-economic status in NRW have a core with spatially compact midrise structures, while on the periphery there are small groups of low-rise structures and sparsely structures disaggregated with a high proportion of open green spaces. However, we are fully aware that the urban spatial structure of cities does not define or fully explain their success, since there are many other factors that play an important role. However, in the region analyzed, cities with similar spatial appearance also had similar socio-economic levels; this is a strong indication that the spatial structures of the cities do influence socio-economic performance. It should also be recalled that correlation does not imply causation, and thus the variation of a spatial pattern does not necessarily improve the socio-economic level of a certain area, although, it will certainly alter its state (Lehre and Wieditz, 2009; Williams, 2014).

We also faced some limitations. We based the relations on a large and consistent set of variables. However, a comprehensive set of variables is inexistent which means that we are not able to depict the manifold interrelationships holistically. Moreover, it is worth noting that we did not include external influences in the models, such as policies, individual historical background, etc. While of course, every city is unique, the overall urban spatial structure of the analyzed cities is comparable to a certain extent, thus reducing these influences. However, when conducting a global analysis, externalities should be considered, as well as measuring the spatial stratified heterogeneity (Wang et al., 2016) to test whether the variables are distributed unevenly across different parts of the study area, in which case it would be convenient to perform different models. Besides, it was not possible to model some socio-economic factors such as the ‘proportion of economically active population’ or the ‘share of persons at risk of poverty after social transfers’ with the spatial distribution of LCZs, and thus they were not included in the analysis.

Regarding the data used in this study, it is important to mention the following: on the one hand, the urban spatial patterns of cities were extracted by means of spatial pattern metrics; therefore, selecting the most significant and non-redundant metrics is important. Another consideration is that the accuracy and spatial resolution of the image classification (here measured with 83% overall accuracy) affects to the spatial metrics, this fact needs to be considered when extracting conclusions of such studies. On the other hand, the socio-economic data used in this study have a great potential for comparative studies in Europe, but as mentioned, the average values at city level disregard internal socio-economic variations assuming that cities are homogeneous. Another limitation is the use of only five aspects of quality of life based on eight indicators, instead of a larger subset of socio-economic variables to enrich the
analysis. Although these variables were able to represent a significant part of the different levels of quality of life in the region, we were subject to the availability of data. Whereas remote sensing and GIS derived products, such as the LCZs classification, have no boundary or time-scale limitations, socio-economic statistics are usually restricted by administrative boundaries and census dates. Nevertheless, there is a recent tendency to provide these data in a different format, such as gridded datasets that swap irregularly shaped census boundaries to a regular surface (EFGS, 2019). These new datasets will serve as an opportunity to conduct studies that are not restricted by administrative boundaries.

The quality of life of the population and the sustainable development of urban areas are in the spotlight (OECD, 2017). Improving the understanding of the spatial structure of urban areas, the demographic, social and economic levels of these areas and their interrelations contributes to planning the development of cities with a view to meeting the global policy objectives set out in the New Urban Agenda (UN-Habitat, 2016). In order to unravel the interactions between the spatial structure of cities and their socio-economic levels, in this paper we quantified their relationships by means of statistical models. This supports the hypotheses that assume that the spatial structure of cities reflects social and economic indicators of their inhabitants, and eventually influence their quality of life. The applied methodology can be used as a tool to obtain empirical evidences as well as learning from past trends and understanding the present to design a better future.

4.6. Conclusions

The spatial structure of urban spaces is related to the quality of live and sustainability of our cities. This is clearly confirmed by this analysis of cities in NRW. We extracted the spatial structure of cities using spatial pattern metrics from a LCZ classification based on machine learning algorithms applied to multimodal geospatial data. These attributes explained the variability of quality of life related indicators, which are linked to six out of seventeen SDGs. Moreover, grouping cities into different levels of quality of life showed common spatial patterns within the groups. We ascertained that the spatial structure of cities has a strong influence on their socio-economical functions, but does not fully determine them.

In times of increasing availability of socio-economic and spatial data (e.g., from remote sensing) in ever-increasing spatial resolutions, there is a huge demand for systematic research in this direction. Of particular interest is research that systemizes these relations in dependence of context, that is policies, culture,
demography, etc., for a more general and quantifiable knowledge of the influence of the urban spatial structure on socio-economic parameters of cities and their people—this chapter testifies to this.

Although this study accounts for cities in NRW in a specific period, and thus is not globally representative, results show a trend that is worthwhile investigating further. This is feasible due to the growing availability of data for both local and global levels. Moreover, the methods applied in this study are directly transferable to other regions and datasets, which would broaden the analysis and derived conclusions.
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5.1. Introduction

Urban form refers to the spatial configuration of the physical built environment and human activities (Georg et al., 2016; Abrantes et al., 2019). Meanwhile, the urban growth spatial pattern is a dynamic process of urban change that, in some cases, modifies the initial urban form. Not only is there a wide diversity of urban forms (e.g.: monocentric, polycentric, sprawl or linear) (Marshall, 2005; Nabielek et al., 2016), but also the spatial growth patterns are manifold (e.g.: expansive, compact, fragmented, ribbon, dispersed, etc.) (Camagni et al., 2002; Wilson et al., 2003; Marshall, 2005). They are conditioned by the history of territorial development, form, topography, geography, economic and social development, land use policies, etc. (Schneider and Woodcock, 2008; European Union, 2016). Both urban form and growth patterns affect population well-being in many aspects. Up until now it has been demonstrated that they influence transport systems, commuting choices (Song et al., 2017), energy consumption (Chen et al., 2011), air quality, and health (Hankey and Marshall, 2017), among many other factors. In this context, land-use planning plays an important role in the growth of urban areas by reshaping their form and function (UN-Habitat, 2015).

Urban growth patterns are of particular interest since they have a diverse impact on environmental, social, and economical aspects (Williams, 2014; European Union, 2016; Zhao et al., 2016; Wei and Ewing, 2018). Some examples in this regard are how compact growth usually improves accessibility to employment and services but increases housing prices; unlike the creation of new satellite agglomerations that normally provide affordable housing but increase car commuting due to their mono-functional use (Williams, 2014). Infectious disease outbreaks have been linked to anthropogenic land use changes. For example, fragmented growth and road building were related to phenomena such as deforestation and habitatfragmentation in some areas, which increase the risk of disease through a higher interaction among pathogens, vectors, and hosts (Patz et al., 2004). Therefore, the more informed decision-makers and planners are, the more efficient their actions will be and the better the sustainability of urban areas will be addressed. Thus, the identification of patterns accommodating growth is the first step to analyze their suitability (UN-Habitat, 2013).

Urban growth has been characterized using a diversity of GIS methods. Reis et al. (2015) compiled from the literature an extensive list of spatial metrics used for characterizing and quantifying urban growth, outlying that some of them may vary with growth context and spatial scales. Tian et al. (2011) described the spatial growth patterns of five urban areas by means of urban growth rate, size distribution and spatial metrics, using these values to describe growth
patterns as a diffuse or coalescent growth process. Other studies used a straightforward index to quantify the adjacencies between urban and newly urban patches, categorizing them into infill, edge-expansion and outlying growth types (Liu et al., 2010; Shi et al., 2012), which may serve as a basis for a growth pattern classification. Jiao (2015) proposed different indicators to characterize urban growth, measuring urban land density decline, urban compactness, expansion rate and degree of sprawl. Two recent studies proposed new methods for characterizing urban growth. The first combines spatial expansion dynamics with urban forms (Shi et al., 2017). The second study combines spatio-temporal metrics with the imbalance between population and urban growth (Sapena and Ruiz, 2019). Although there are several spatial patterns of urban growth, most studies focus on various degrees of compact-sprawl growth (e.g.: Tian et al. (2011), and Jiao (2015) classified urban growth processes as compact, sprawl or intermediate phase). In order to optimize urban development management plans, the establishment of a methodology for the identification of additional urban growth patterns, beyond compact-sprawl, is recommended to forecast mid- and long-term urban growth patterns, and the potential impacts on the surrounding ecosystems (Shi et al., 2012). Spatio-temporal metrics have been largely used to characterize urban growth. However, studies analyzing the relevance of spatio-temporal metrics to classify a diverse and well-defined set of urban growth patterns have not yet been conducted.

Despite the growing number of available satellites providing images worldwide, there is still scarce availability of long time-series and fine scale LULC databases, which are the basis for monitoring urban growth and evaluating their spatial patterns. Hence, the use of simulation strategies, such as land-use/land-cover change (LULCC) simulation models, may provide alternative data sources, creating synthetic and diverse urban scenarios based on different priorities and policies (Van de Voorde et al., 2016; Liang et al., 2018). These LULCC statistical models are spatial and location-based computational approaches that reproduce the dynamics of geographical features, considering a wide range of factors as change drivers (Tong and Feng, 2019). LULCC models have been used for evaluating planning policies based on multiple growth scenarios. For instance, Van de Voorde et al. (2016) and Ustaoglu et al. (2018) simulated alternative scenarios under different planning strategies to foresee their implications and to use as a tool for planning cities accordingly, whereas Dorning et al. (2015) and Sun et al. (2018) simulated different growth scenarios based on various planning strategies to assess the effectiveness of regional natural resource conservation plans and to explore optimal strategies for improving ecosystem services. Additionally, Hoymann and Geotzke (2016) evaluated the effect of policy measures to
mitigate climate change and developed new strategies based on simulated urban development scenarios. Overall, scholars have relied on LULCC models to propose, test and validate methodologies that aim to reverse unsustainable trends in cities (Musa et al., 2017; Pickard et al., 2017).

Within this context, we compiled the urban forms and growth patterns described in the literature in order to explore whether spatio-temporal metrics derived from LULC databases can be used to identify urban growth patterns. Therefore, the main purpose of this study is to identify a significant subset of spatio-temporal metrics for the identification of different urban growth spatial patterns, evaluate them in a diversity of baseline urban forms, and assess the influence of the initial urban form in the identification of such patterns.

5.2. Materials and methods

The methodology followed is intended to be adapted to data availability, particularly in the near future, as well as the repeatability and suitability of the classification approach. Thus, LULC databases are being increasingly available locally and globally due to international EO and mapping programs (Table 1.1). Spatio-temporal metrics can be systematically extracted from these databases and used as input into clustering methods, allowing for a straightforward classification of patterns. Figure 5.1 summarizes the overall methodology followed. First, we describe the urban forms and growth spatial patterns used in this study. Then, we select four urban areas that represent these urban forms (Figure 5.1.1), and apply a LULCC model for simulating five long-term urban growth patterns from the baseline forms (Figure 5.1.2 and 5.1.3). This provides a wider range of possible scenarios to evaluate the metrics and overcomes the lack of long-term LULC series. Afterwards, the extraction and selection of spatio-temporal metrics for every simulated scenario are described. We focus on metrics that quantify aggregation, spatial relations, and their variations, extracting an exhaustive set of spatio-temporal metrics followed by the objective selection of the most significant based on Pearson’s correlation and discriminant analysis (Figure 5.1.4 and 5.1.5A). Then, growth patterns are classified using the spatio-temporal metrics by means of an unsupervised clustering method (Figure 5.1.5B), and the results are interpreted and described, including the influence of the initial urban forms in identifying growth classes (Figure 5.1.5C).

5.2.1. Definition of urban forms and growth spatial patterns

In this paper, we consider the urban form to be the static physical configuration of the urban cover. We consider four theoretical urban forms
Figure 5.1. Workflow of the methodology: (1) Definition and selection of four initial urban areas having four different urban forms. (2) Application of the land-use/land-cover change (LULCC) model for the simulation of (3) five urban growth spatial patterns. (4) Computation of spatio-temporal metrics for the twenty pairs of baseline-growth simulated scenarios. (5A) Selection of a subset of significant metrics, (5B) classification of growth patterns using the metrics, and (5C) interpretation of results.

described in the literature (ESPON, 2005; Marshall, 2005; Taubenböck et al., 2014; Georg et al., 2016; Nabielek et al., 2016; Salvati et al., 2016; Wei and Ewin, 2018): Monocentric, polycentric, sprawl, and linear (Table 5.1). Regarding the different urban growth patterns defined in the literature (Camagni et al., 2002; Chin, 2002; Wilson et al., 2003; Marshall, 2005; Schneider and Woodcock, 2008; Terando et al., 2014; Georg et al., 2016; Salvati et al., 2016; Wu et al., 2016) we categorized them into five patterns: expansion, compact, dispersed, road-based, and leapfrog (Table 5.1). It must be considered that both, form and growth pattern defined, are pure
theoretical prototypes and they are often combined in real urban areas.

Table 5.1. Name and description of urban forms and growth spatial patterns that are combined by means of a LULCC model.

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Urban form</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Polycentric</td>
<td>It consists of a single functional unit formed by compact subcenters that are well connected, close to each other and consolidated around the main city.</td>
<td>(Marshall 2005, Georg et al. 2016, Nabielek et al. 2016, Salvati et al. 2016)</td>
</tr>
<tr>
<td>Linear</td>
<td>An elongated urban agglomeration. Usually follows the shape of physical restrictions such as transport routes, rivers, coastlines or valleys. It may not have an obvious center.</td>
<td>(Marshall 2005, Georg et al. 2016, Nabielek et al. 2016)</td>
</tr>
<tr>
<td><strong>Urban growth spatial pattern</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Expansion</td>
<td>It increases the built-up area from the boundaries of the urbanized area, fostering a greater extension of the urban cover. Some authors named it edge-expansion, edge or fringe growth.</td>
<td>(Camagni et al. 2002, Wilson et al. 2003, Marshall 2005, Terando et al. 2014, Wu et al. 2016)</td>
</tr>
<tr>
<td>Compact</td>
<td>This pattern fosters a more compact urban form by processes such as densification, coalescence, intensification or infilling among disconnected urban patches. Also called land recycling or re-used land, such as barren land growth.</td>
<td>(Camagni et al. 2002, Wilson et al. 2003, Marshall 2005, Schneider and Woodcock 2008)</td>
</tr>
<tr>
<td>Dispersed</td>
<td>When low-density urban growth occurs out of the city boundaries in a scattered form, it is a process of decentralization and suburbanization; some authors relate it to unplanned or spontaneous urban growth. It is also known isolated, outlying, discontinuous, diffuse, sprawl, fragmented or scattered growth, among other terms.</td>
<td>(Camagni et al. 2002, Wilson et al. 2003, Marshall 2005, Schneider and Woodcock 2008, Terando et al. 2014, Salvati et al. 2016)</td>
</tr>
<tr>
<td>Road-based</td>
<td>The urban growth takes place along linear structures such as highway or railway axes, also called ribbon, strip, and linear branch growth.</td>
<td>(Camagni et al. 2002, Wilson et al. 2003, Marshall 2005, Terando et al. 2014, Georg et al. 2016, Salvati et al. 2016)</td>
</tr>
<tr>
<td>Leapfrog</td>
<td>When secondary new centers emerge at different distances from the inner city with vacant land interspersed. It can be found as cluster or new satellite agglomerations. It is usually large, compact and dense growth.</td>
<td>(Camagni et al. 2002, Chin 2002, Wilson et al. 2003, Marshall 2005, Salvati et al. 2016)</td>
</tr>
</tbody>
</table>
5.2.2. Data

Four functional urban areas were selected as working data. The selection criteria were: (i) diversity: they represented different urban forms; (ii) extent: they had similar areas; and (iii) availability: they were available in the Urban Atlas database (EEA, 2016b). After a thorough visual review of the database and based on analyses of external studies, as referenced below, we selected the following urban areas (Figure 5.2): (a) Dijon, France, as an example of monocentric agglomeration, according to Baumont et al. (2004). (b) Manchester, United Kingdom, as a conglomeration formed by the coalition of several cities originally separated (polycentric), fused later to form a continuous urban area (ESPON, 2005). (c) The region of Passau, Germany, identified as ex-urban sprawl growing in non-protected semi-rural areas in a discontinuous way (Siedentop and Fina, 2010). (d) Innsbruck, Austria, shows a linear pattern following the topography of the main valleys (Krakover and Borsdorf, 2000). These areas were selected not as study cases, but as a representation of the four different spatial urban forms defined, providing the baseline for the analysis of potential growth scenarios.

![Figure 5.2. The four urban areas representing different baseline urban forms (the name of the functional urban areas is in parenthesis). Source: Urban Atlas 2012 (EEA 2016b), with an aggregated legend.](image)

For simulating growth scenarios, we used LULC data from the Urban Atlas dataset for the year 2012. Digital elevation models (EU-DEM) from the land-monitoring services of Copernicus (https://land.copernicus.eu/imagery-in-situ/eu-dem) (25 meter/pixel), and location of city centers from Eurostat (https://ec.europa.eu/eurostat/web/gisco/geodata/reference-data) were also used.

5.2.3. Land-use/land-cover change models

Even though image classification techniques in remote sensing are continuously improving, we still lack high-resolution long-term time series of LULC datasets. A promising initiative in Europe is the Urban Atlas dataset. However, the period of six years is still insufficient for detecting reliable growth
patterns. Therefore, we aim to create longer LULC time-series using the LULCC simulation models.

We reviewed the most widely used LULCC models and analyzed their suitability for evaluating spatio-temporal metrics under different growth scenarios on urban environments. In general, LULCC models are based on known past LULC change trends and a number of triggering factors, which are used to estimate the probability of change from one land use to another for each pixel or object. This probability is used in the allocation process, where limited by the demand or amount of expected change between land uses, those pixels with higher probability of change are converted to a new land use until the demand is reached (Sapena et al., 2017). There are different types of LULCC models: those that consider political and population decisions are agent-based (Jokar Arsanjani et al., 2013); those that use the neighborhood of a cell to determine whether a change will happen are based on cellular automata (Torrens, 2009); those based on the extrapolation from the past are statistical; as well as models that use other algorithms or combine them (Musa et al., 2016). With regards to the triggering factors, they can be geographic, economic, social or biological, and static or dynamic, if updated in each iteration (Rosa et al., 2014). Regarding the allocation process, this can be deterministic, such as the top-down ranking where the pixels are sorted from highest to lowest probability of change and the land use is changed according to this order having a fixed result (Engelen et al., 2007), or stochastic, as the Monte Carlo method, which compares the transition probability with a random number, from 0 to 1, and if the probability is greater than the number then the pixel changes, having multiple possible results (Meentemeyer et al., 2013). Table 5.2 shows a summary of the most used and innovative models, with particular emphasis on the type of input data and the methods applied.

Table 5.2. Description of LULCC simulation models focused on the input data, triggering factors, algorithm and allocation methods. For the input data (T) is the minimum number of dates required. Digital terrain model (DTM) and land-use/land-cover (LULC)

<table>
<thead>
<tr>
<th>LULCC Model</th>
<th>Input data and factors</th>
<th>Algorithm</th>
<th>Allocation</th>
</tr>
</thead>
<tbody>
<tr>
<td>SLEUTH (Clarke et al., 1997)</td>
<td>Urban mask (4T)</td>
<td>Cellular automata.</td>
<td>Monte Carlo iterations</td>
</tr>
<tr>
<td></td>
<td>LULC map (2T)</td>
<td>Transition rules: suitability map,</td>
<td>(frequency of change).</td>
</tr>
<tr>
<td></td>
<td>Road network (2T)</td>
<td>accessibility, Moore neighborhood,</td>
<td>Threshold to set the</td>
</tr>
<tr>
<td></td>
<td>Slope</td>
<td>stochastic perturbation, and</td>
<td>number of pixels to</td>
</tr>
<tr>
<td></td>
<td>Hillshade</td>
<td>coefficients</td>
<td>change to urban.</td>
</tr>
<tr>
<td></td>
<td>Constraints</td>
<td>(diffusion:breed:spread:road:slope)</td>
<td></td>
</tr>
<tr>
<td>DINAMICA (Soares-Filho et al., 2002)</td>
<td>LULC map (2T)</td>
<td>Cellular automata and logistic</td>
<td>Demand of growth.</td>
</tr>
<tr>
<td></td>
<td>Slope and DTM</td>
<td>regression.</td>
<td>Monte Carlo and top-</td>
</tr>
<tr>
<td></td>
<td>Soil</td>
<td>Transition rules: probability map,</td>
<td>down ranking iterations.</td>
</tr>
<tr>
<td></td>
<td>Road network</td>
<td>Moore neighborhood, stochastic</td>
<td></td>
</tr>
<tr>
<td>Method</td>
<td>LULC Maps</td>
<td>Predictors</td>
<td>Models/Techniques</td>
</tr>
<tr>
<td>-----------------</td>
<td>-----------</td>
<td>-------------------------------------------------</td>
<td>----------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td><strong>CLUE-S</strong></td>
<td>(Verburg et al., 2002)</td>
<td>Distance to elements, Dynamic variables, LULC map (2T), Population, Distance to elements, Slope and DTM, Constraints</td>
<td>Constrained cellular automatata and stepwise logistic regression. Transition rules: constraints, conversion matrices, probability map.</td>
</tr>
<tr>
<td><strong>FORE-SCE</strong></td>
<td>(Sohl et al., 2007)</td>
<td>LULC map (1T), Slope and DTM, Soil index, temperature, precipitation, Distance to elements</td>
<td>Stepwise logistic regression. Transition rules: transition matrices, probability map, fragmentation trends.</td>
</tr>
<tr>
<td><strong>MOLAND</strong></td>
<td>(Engelen et al., 2007)</td>
<td>LULC maps (1T), Socio-economic variables, Distance to roads, Slope, Constraints, Regions</td>
<td>Constrained cellular automatata. Transition rules: suitability, accessibility, zoning, von Neumann neighborhood, constraints, stochastic perturbation.</td>
</tr>
<tr>
<td><strong>StocModLC</strong></td>
<td>(Rosa et al., 2013)</td>
<td>Binary masks (2T), Historical maps, Soil, Protected areas, Distance to elements, Socio-economic variables</td>
<td>Stepwise logistic regression</td>
</tr>
<tr>
<td><strong>FUTURES</strong></td>
<td>(Meentemeyer et al., 2013)</td>
<td>Binary mask (1T), LULC map (1T), Distance to elements, Slope and DTM, Road network, Other predictors, Administrative units, Dynamic variables, Constraints, Population projection</td>
<td>Cellular automata and logistic regression. Transition rules: probability, accessibility, urban pressure (kernel, occurrence or gravity), incentive power (set infilling – sprawl degree). Patch-based: calibrate size and shape.</td>
</tr>
<tr>
<td><strong>Lulcc</strong></td>
<td>(Moulds et al., 2015)</td>
<td>Binary mask (1T), Distance to elements, Slope, Constraints</td>
<td>Logistic regression, random forest, recursive partitioning and regression trees. Transition rules: suitability, different neighborhood, constraints. Cellular automata and least squares support vector machines (LS-SVM). Transition rules (updated in each iteration): Moore neighborhood, constraints, stochastic perturbation.</td>
</tr>
<tr>
<td><strong>MachCA</strong></td>
<td>(Feng et al., 2016)</td>
<td>Binary masks (2T), Distance to elements, Constraints</td>
<td></td>
</tr>
</tbody>
</table>
To evaluate the suitability of the models for the creation of alternative scenarios, the following characteristics were considered: input data; simplicity of implementation; possibility of modeling several land uses; capability to alter dispersion or compact degree; whether it is patch-oriented; and the adaptation of the result to reality (Sapena et al., 2017). In this context, the FUTURES model (FUTure Urban-Regional Environment Simulation) was the most suitable model to simulate long-term urban growth spatial patterns from different baseline forms. Among other facts, creating alternative synthetic growth scenarios by altering a few factors is feasible using this model (i.e.: density, infilling and constraints) (Dorning et al., 2015; Sapena and Ruiz, 2018).

**5.2.3.1. FUTURES LULCC model and factors of urban growth**

The model FUTURES is a cellular automata, stochastic and patch-based LULCC model based on the logistic regression method, and was implemented in GRASS GIS (Petrasova et al., 2016; GRASS development team, 2017). It requires an urban mask and geographic, economic, and social factors that determine where growth is likely to occur. We used FUTURES because it allows the variation of the sprawl degree in the simulation, as well as the modification of several factors, constraints (limiting growth in specific areas, e.g.: subject to political decisions) and stimulus (boosting growth in specific areas, e.g.: subject to land-use planning). This high adaptability facilitates the creation of alternative growing scenarios (Sapena and Ruiz, 2018).

The LULC data were rasterized to 10-meter pixel size for the simulation. Accordingly, the EU-DEM was resampled using bilinear interpolation. From these datasets, we calculated several factors as possible predictors of urban
growth (Figure 5.3). The proximity to specific geographical elements may contribute to the development of new buildings, for instance, due to resident preferences to live in residential areas, close to the business district, with a good accessibility, nearby gardens or leisure areas, etc. These social and economic factors are included using the Euclidean distance to residential, commercial and industrial buildings, city center, road network, green urban areas, leisure areas, agricultural plots, or natural areas, all extracted from the legend of the Urban Atlas and Eurostat (see the legend in Figure 5.3). Similarly, under the assumption that development stimulates more development in near proximity, we computed three different types of development pressure based on the distance-decay effect, following the equation (5.1) from Meentemeyer et al. (2013):

\[
\text{Pressure}_j = \sum_{i=1}^{n_j} \left( \frac{\text{pixel}_i}{d_{ij}^{0.5}} \right)
\]

where \( j \) is the evaluated pixel, \( n_j \) is the number of pixels in the neighborhood from pixel \( j \), within a given radius, pixel \( i \) is a binary variable that indicates if the \( i^{th} \) pixel from the neighborhood is urban (1) or non-urban (0), and \( d_{ij} \) is the distance between pixels \( i \) and \( j \).

We calculated the urban pressure within a radius of 1 km, the road network pressure within 0.5 km, and the urban nucleus pressure within 5 km. The urban nucleus was defined as the biggest urban cluster when combining all urban plots within a distance of 200 m, based on the concept of urban morphological zones defined by the EEA (2014). Since topographic conditions may limit or ease urban growth, we included elevation and slope factors extracted from the EU-DEM. Finally, two additional factors were included: the constraint and the stimulus. The constraint limits the urban growth in specific areas, in our case roads, water bodies and green urban areas, since they may be protected or have low probability of change. The stimulus encourages urban growth in specific areas, such as boosting centralized growth and land-recycling from barren land patches (compact growth) or stimulating growth around the emergence of new centers (leapfrog growth). All the aforementioned factors were scaled to a range from zero to one to avoid the influence of the measurement units (Figure 5.3).

5.2.3.2. Simulated urban growth patterns

Based on the growth patterns described above, five growth scenarios were simulated:

> Expansion growth represents an expansion of the existing urban cover
Figure 5.3. Example of factors computed for the monocentric form (Dijon). On the top left, reclassification of Urban Atlas legend (five digits, see the interpretation in https://land.copernicus.eu/user-corner/technical-library/urban-atlas-2012-mapping-guide-new/) into nine classes for computing factors (distances to, pressures, stimulus and constraint), and into seven classes for creating the reference LULC map.
from the urban fringe.

- **Compact growth** encourages infill growth and land use recycling, prioritizing the urbanization of open land inside urban areas, near the urban nucleus, and bare soil.
- **Dispersed growth** follows a scattered, isolated and uncontrolled urban growth beyond developed areas.
- **Road-based growth** occurs when the urban growth takes place near the road network.
- **Leapfrog growth** creates new urban centers at a considerable distance from the developed area.

In order to have different scenarios simulating urban growth in different pathways, we computed twenty different models, one for each combination of baseline forms (monocentric, polycentric, sprawl and linear) and simulated growth (expansion, compact, dispersed, road-based and leapfrog). The simulation steps were:

1. Training the logistic regression model with five percent of the study area, using the urban cover as a dependent variable and the factors as independent variables (5.2). The set of factors included in the model was adapted to the simulated growth pattern. In this first step, factors were pre-selected depending on the targeted simulated pattern (see Figure 5.4).

\[
\log\left(\frac{P}{1-P}\right) = \beta_0 + \sum_{i=1}^{n} \beta_i \cdot x_i \tag{5.2}
\]

where \( P \) is the potential or probability of a pixel to be or become urban, \( \beta_0 \) is the constant of the model, \( \beta_i \) is the coefficient of factor \( x_i \), and \( n \) is the total number of factors.

2. Retraining the model by discarding those factors not statistically significant (\( p \)-values > 0.05) (see Figure 5.4).

3. Applying the trained model to the total study area, predicting the probability of becoming urban for each pixel. This output is called potential (P) based on (5.2).

4. The potential can be modified by the incentive parameter (IP) that applies a power function to transform the probability gradient into the new potential \( P^{IP} \). This transformation increases or decreases the probability of urban growth by altering site suitability, allowing the model to encourage compact or dispersed growth patterns (Figure 5.5).

5. Calibration of urban patches, a list of sizes and shapes is stored and will be used in the patch allocation process.
Figure 5.4. (Left) Factors used in the LULCC model are in gray (rows) for the twenty simulated scenarios (columns). White grids were not included in the model, while the dot (·) means that the factor was not statistically significant. Growth patterns: (E) expansion, (C) compact, (D) dispersed, (R) road-based, and (L) leapfrog. The incentive parameter and the demand are shown on the last two rows. (Right) Example of the patch allocation steps.

(6) Defining the demand based on the spatial area of growth instead of the population growth or time span. We established that fifty percent of the total urban area is developed, except for the polycentric urban area where twenty-five percent was established; due to the fact that this urban area was initially highly developed (the demand of growth in number of pixels is shown in Figure 5.4).

(7) Iterative allocation of growth using the Monte Carlo method until the demand is achieved. First a potential seed is located. Then, based on suitability of contiguous pixels and a random size and shape from the calibration step list, the patch is finally allocated (Figure 5.4, right).

5.2.4. Computing spatio-temporal metrics

We computed twenty-four spatio-temporal metrics related to the aggregation and spatial distribution of LULC change for each simulated growth scenario, using IndiFrag. We conducted a correlation analysis of the spatio-temporal metrics to discard those metrics with a strong correlation (Pearson’s \( r \geq 0.8 \)) and avoid redundancies in the spatial information. As a result, only the eleven metrics described in Table 5.3 were used. They were computed using the initial LULC maps and the final simulated scenarios.
Figure 5.5. Transformation of the potential (P) by varying the incentive parameter (IP). Values (IP < 1) increase the potential for change by making the model more flexible and more dispersed. Values (IP > 1) reduce the potential by restricting the model and resulting in a more compact model. When IP = 1, the model follows the trend calculated according to the statistical model (Sapena and Ruiz, 2018).

Table 5.3. Description of the selected spatio-temporal metrics. Formulas (Eq.) can be found in the Appendix A.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Description</th>
<th>Eq.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leapfrog (LPF)</td>
<td>Proportion of isolated urban patches.</td>
<td>(A.18)</td>
</tr>
<tr>
<td>Porosity (P)</td>
<td>The ratio of open space compared to the total land cover area.</td>
<td>(A.8)</td>
</tr>
<tr>
<td>Weighted Euclidean Distance (AWSD)</td>
<td>Concentration degree relative to the centroid.</td>
<td>(A.19)</td>
</tr>
<tr>
<td>Mean nearest neighborhood distance (ENND)</td>
<td>Aggregation degree. Mean distance between nearest patches.</td>
<td>(A.21)</td>
</tr>
<tr>
<td>Compactness (C)</td>
<td>Shape complexity of the urban cover.</td>
<td>(A.27)</td>
</tr>
<tr>
<td>Radius dimension (Dim&lt;sub&gt;R&lt;/sub&gt;)</td>
<td>Centrality of the urban cover with respect to the urban center.</td>
<td>(A.26)</td>
</tr>
<tr>
<td>Effective mesh size (EMS)</td>
<td>Measures connectivity. Lower values mean more fragmentation.</td>
<td>(A.22)</td>
</tr>
<tr>
<td>Splitting index (SPL)</td>
<td>The number of patches when dividing the cover into equal size parts with the same division.</td>
<td>(A.24)</td>
</tr>
<tr>
<td>Area-weighted mean expansion index (AWMEI)</td>
<td>Weighted growth compactness. Adjacencies between new urban patches and the urban cover.</td>
<td>(A.43)</td>
</tr>
<tr>
<td>Disaggregation index (DIS)</td>
<td>Mean distance from new urban patches to the closest patch of the urban cover.</td>
<td>(A.49)</td>
</tr>
<tr>
<td>Centroid displacement (CNT)</td>
<td>The distance between the geometrical centroid of the urban cover at two different times.</td>
<td>(A.50)</td>
</tr>
</tbody>
</table>
5.2.5. Urban growth spatial pattern classification

In order to harmonize the differences in units, the values of the metrics were standardized to mean zero and standard deviation one. From the pre-selected metrics (Table 5.3), a supervised stepwise linear discriminant analysis was applied to select the best combination of metrics for classification. In this method, all variables are progressively reviewed and evaluated at each step to determine which will contribute most to the discrimination between classes, that variable is included in the model and the process is iterated (Hermosilla et al., 2012). As a result, the most discriminant metrics were: the weighted mean expansion index (AWMEI\textsubscript{urban}), the variation of the weighted Euclidean distance (AWSD\textsubscript{urban}), the disaggregation index (DIS\textsubscript{urban}), and the change in the compactness degree (C\textsubscript{urban}), all referred to the urban cover. Starting from these metrics, the classification of urban growth patterns was performed by means of the unsupervised k-Means Clustering method. This is an iterative algorithm that divides the m observations (twenty scenarios) in n dimensions (four spatio-temporal metrics) into k groups (five growth patterns) until the within-group sum of squares is minimized (Hartigan and Wong, 1979). Therefore, data were classified into five clusters that were interpreted and assigned a growth pattern class. The result was evaluated using the confusion matrix and its derived indices: the overall accuracy, and the omission and commission errors of the classification.

Finally, in order to assess how the baseline urban form influences the classification of growth patterns, three outputs were compared: the classification error rates per urban form, the behavior of metrics per urban form using graphs and the interpretation of concentric and sector growth graphs. These graphs provide a description of the urban growth according to the distance and direction to the city center. For the polycentric city the centroid of the ten city centers was used. In the distance analysis, the interval was set to 2.5 kilometers and an angle of 22.5 degrees to define the sectors of the graphs.

5.3. Results

5.3.1. Categorization of urban growth spatial patterns

As a result of the LULCC modeling we created twenty growth scenarios, whose distinctive features are shown in Figure 5.6. These scenarios recreate the behavior of five growth patterns that may happen in a developing area, and how these patterns will progress in different urban areas with specific baseline urban forms. The spatio-temporal metrics were extracted from these
Figure 5.6. Simulated growth scenarios from the four baseline urban forms following five urban growth spatial patterns. The baseline urban covers are shown in black, while growth patterns are shown in different colors.

scenarios, graphically represented in Appendix B (Figure B.11 to Figure B.15).

Figure 5.7 shows the distribution of scenarios by means of the standardized values of the selected spatio-temporal metrics (AWMEl_{urban}, DIS_{urban}, C_{urban}, and AWSD_{urban}), where the baseline urban forms and growth patterns are represented with a different shape and color, respectively. The distances between growth pattern scenarios in the space represented by each pair of metrics are inversely related to their similarities. Observing the combination by pairs of metrics, the contribution of metrics for the identification of growth patterns can be analyzed from Figure 5.7. AWSD_{urban} adequately discriminates
the compact pattern and AWMEI_{urban} the expansion, with some exception. The DIS_{urban} separates the dispersed pattern from the rest, even if it is sometimes mixed with other patterns. Finally, C_{urban} helps to discriminate the road-based and disperse patterns from the rest but groups them together. The leapfrog pattern seems to be the most difficult to identify using this subset of metrics.

The classification of urban growth spatial patterns was conducted applying iterative cluster analyses, one for each combination of metrics from one to four. Overall accuracies in the identification of growth scenarios using a single metric ranged from 50% to 60% (with C_{urban} and AWSD_{urban}), they quantify
the variation in compactness of the urban cover and its concentration degree. By combining two metrics we reached the highest accuracy in classifying the five growth patterns, with a value of 75%, using AWMEI\textsubscript{urban} and AWSD\textsubscript{urban}. AWMEI\textsubscript{urban} enriches AWSD\textsubscript{urban} with adjacency properties of new urban patches. The addition of the third and fourth metrics did not improve the classification results.

Table 5.4 shows the classification errors of the clustering method for each scenario, using AWMEI\textsubscript{urban} and AWSD\textsubscript{urban}. The omission error (OE) gives the proportion of underclassification of a pattern, while the commission error (CE) informs about the overclassification. Accordingly, the expansion pattern is the one with highest accuracy, followed by the compact and dispersed that were underclassified in one case. The road-based scenario presents the lowest accuracy, followed by the leapfrog growth, which are intermixed, as seen in Figure 5.7 (upper-left). This response owes to the strong influence that the shape of the road network and the location of the new nuclei have on these patterns and both are related to the baseline form.

The comparison of the centroids of the classified clusters against the actual patterns shows the highest difference in the growth adjacency (AWMEI\textsubscript{urban}) of the road-based pattern. This is because even if the road-based growth patterns are quite clustered by means of AWMEI\textsubscript{urban} and AWSD\textsubscript{urban} they are overlapped by the leapfrog growth (Figure 5.7). Consequently, only two scenarios in this cluster were identified correctly, modifying the AWMEI\textsubscript{urban} values and displacing the centroid of the cluster to the left. However, as AWSD\textsubscript{urban} centroids are quite similar for road-based and leapfrog patterns, the differences are the least in this metric (Table 5.4). With regards to the rest, the
centroids are quite similar (Table 5.4).

5.3.2. Influence of the urban form on growth spatial pattern categorization

According to the error rate per urban form (UFE) from Table 5.4, growth patterns derived from the monocentric form were successfully identified. When the sprawl form grew in a dispersed way the algorithm was unable to identify it, as AWSD\textsubscript{urban} has a different behavior than the other forms and was classified as road-based with a lower mean value of AWSD\textsubscript{urban}. This occurs because the sprawl form is highly dispersed and more dispersion does not substantially influence the concentration degree. Finally, the polycentric and linear forms add uncertainties in the proper identification of growth patterns (Table 5.4).

Figure 5.8 shows the spatial distribution of growth, based on the distance and orientation from the center, according to the baseline urban form of each pattern. As expected, since this type of growth keeps the shape of the urban form, the expansion growth differs widely among baseline forms (also seen in Figure 5.6 in orange color). On the contrary, the compact growth shows similar behavior between urban forms, where the peak of growth is between distances of 5 and 10 kilometers from the city center, with some isolated growth further from the center due to the urban recycling of open and bare land plots. Nevertheless, the polycentric does not have a strong peak, as the urban nuclei is already densely urbanized, and instead it fills the open spaces in a gradual manner, this is why the direction is also different, as the open land is mainly located on the west side of the center, while the rest are located homogenously around the city center. Regarding the dispersed growth, the first distances from the center experiment very slow growth, while the rest are distributed uniformly across the study areas. Besides, considering the boundaries, the directions are quite similar among baseline forms. The direction of the road-based growth depends on the road network, especially noted in the linear urban form, while the other networks are denser and more uniformly distributed. In this case, the distances of growth to the center evidence where the road network is denser. The distances of the growth patches are similar to the dispersed pattern. Lastly, the leapfrog growth has a very clear pattern, since the three new urban nuclei can be easily detected by the distances and orientations to the center. However, the peaks are dissimilar between the different baseline scenarios, as the new nuclei are located randomly throughout the study areas.

When interpreted individually, the adjacency and concentration degrees of urban growth (AWMEI\textsubscript{urban} and AWSD\textsubscript{urban}) present different responses
Figure 5.8. Concentric (left) and sector (right) growth graphs. Distribution of growth according to the simulated patterns. The growth is shown as the proportion of the total growth. The distance and orientation are referred to the city center points.
depending on baseline forms (Figure 5.9). The expansion and compact growths have similar values of $AWMEI_{urban}$, but different values of the changes of $AWSD_{urban}$. On the other hand, the leapfrog growth from the linear form had an unexpected value of $AWMEI_{urban}$ compared to the rest of the simulations, as also seen in Figure 5.7. This scenario has the particularity that the hilly areas are not urbanized along with the fact that the simulated leapfrog pattern projected the new urban clusters randomly—in the hilly areas—and, consequently, the adjacency of new urban elements to previous urban areas are much lower compared to the rest of the scenarios. The polycentric form is characterized for being highly urbanized and compact. Therefore, it not only has higher values of $AWMEI_{urban}$ in all patterns, due to higher probabilities of growth adjacent to the urban elements, but also $AWSD_{urban}$ of the compact pattern increases weakly, since there are not open lands within the nucleus, which influences the identification of patterns. Regarding sprawl form, as stated above the already spread urban cover together with new isolated urban patches slightly increase the distance to the centroid. In fact, the changes in $AWSD_{urban}$ in all patterns are quite low with the exception of the compact growth that has a strong impact in this form. These irregular responses of metrics for the scenarios depending on the baseline forms highlight the notable influence that urban form has on the identification of spatial patterns.

Figure 5.9. Values of the spatio-temporal metrics used in the cluster analysis. Metrics are grouped by growth pattern, and colors represent the baseline forms.
5.4. Discussion

This chapter proposes a methodology for the early identification of five different growth patterns in urban areas based on a significant subset of spatio-temporal metrics derived from LULC maps. To the authors’ knowledge, it differs from other studies as it attempts to identify growth categories rather than degrees between compactness and dispersion (e.g.: Tian et al., 2011; Liu et al., 2010; Jiao, 2015).

Our results illustrate that four spatio-temporal metrics are the most explanatory for discriminating between expansive, compact, dispersed, road-based and leapfrog urban growth spatial patterns. Thus, AWMEI\textsubscript{urban} is particularly helpful to discriminate the expansion growth as it quantifies adjacencies, DIS\textsubscript{urban} separates disperse growth as it measures distance to old urban patches, C\textsubscript{urban} detects road-based and dispersed growths as they tend to be less compact in shape, and AWSD\textsubscript{urban} identifies compact growth since it measures the concentration degree. However, we found that the use of only two spatio-temporal metrics is sufficient to accurately identify the five growth spatial patterns analyzed, which has a practical relevance for their use in monitoring urban growth. The change in the concentration degree of the urban cover (AWSD\textsubscript{urban}) is the metric that individually best identifies patterns. It measures the concentration and fragmentation of urban cover. When combined with the degree of adjacency of the urban growth (AWMEI\textsubscript{urban}), which quantifies urban densification and growth compactness, the identification of patterns improves (with an overall accuracy of 75%). The complementarity of these two metrics allows for describing the main properties for discrimination of urban growth spatial patterns. While the first accounts for the spatial distribution of the new urban elements from the urban center, the second quantifies the level of aggregation of the new growth.

Despite the successful identification of growth patterns using spatio-temporal metrics from LULC maps, the analyses revealed that the urban form influences the response of spatio-temporal metrics. We simulated the same five growth patterns in four urban areas representing different urban forms and observed dissimilar responses in the spatio-temporal metrics for some scenarios. According to our analysis, the polycentric and linear initial urban forms are those which are adding more uncertainty into the classification of growth patterns. The polycentric form is highly urbanized and compact, which makes urban growth slightly more compact for all growth patterns (Figure 5.9). As such, it is expected that polycentric urban forms have higher values of AWMEI\textsubscript{urban}. On the contrary, the monocentric form facilitated the identification of patterns; this might be related to the greater differences in the values of metrics among patterns (larger distances between monocentric
scenarios in Figure 5.7). Therefore, the identification of growth patterns may be more evident in urban areas with monocentric form. The sprawl form showed a generalized low variation of AWSD\textsubscript{urban} (Figure 5.6 and Figure 5.7), with the exception of the compact growth. Only the dispersed growth was misclassified. However, AWSD\textsubscript{urban} should be cautiously interpreted when it concerns urban areas with sprawl form. In general, the most challenging spatial pattern to identify was the road-based growth. Based on this, further analyses should include metrics that quantify the distances of new grown patches to the road network. Therefore, when applying spatio-temporal metrics for growth pattern classification, multi-temporal analyses or the comparison of growth patterns in several urban areas, the influence of the urban form should be considered. Approaches to overcome the influence of the urban form in spatio-temporal metrics and in the classification of growth patterns are still required for the identification of growth patterns at a global scale. In this sense, the inclusion of the baseline urban form as a qualitative variable in the classification procedure would be worthwhile to investigate in future research to improve the discrimination of growth patterns.

Besides the influence of urban form, other aspects should be considered. Classification is always complex and some growth patterns can be actually interpreted as combination of others (Camagni et al., 2002; Wilson et al., 2003; Clark et al., 2009). This is the case, for instance, of the leapfrog growth in its initial stages, which can also be considered a dispersed pattern as remote areas are being urbanized (Wilson et al., 2003), but in a longer term, these areas may trigger the transformation from monocentric to polycentric urban form (Salvati et al., 2016). This may be understood as a consolidation process with a compact growth pattern in the long term. Therefore, this complexity may derive in errors when identifying growth patterns, as their boundary is sometimes undefined, highly dependent on the phase of growth and on the urban baseline form.

The use of simulated scenarios has its benefits and shortcomings. First, it allows synthetic scenarios to be created following pure theoretical growth patterns according to their definitions in the literature (Table 5.1), which facilitates evaluating the spatio-temporal metrics based on known growth patterns under different conditions (i.e.: baseline urban forms). Second, the ability to simulate the same growth on different urban forms facilitates the finding of unexpected behavior in metrics due to the baseline urban form. This is not simple to detect with real data, since the same growth pattern is rarely seen. Third, having a wide range of scenarios for testing the approach and metrics provides transferability to other geographical areas, despite their differences in morphology or growth pattern. Conversely, the main
shortcoming is not related to the simulation itself but to the data source. The scale of the map from which spatial metrics are derived actually influences the metric values, and this is an aspect to be considered when applying this methodology to other areas and using diverse data sets. The MMU affects the spatio-temporal metrics in a way in which a higher MMU normally leads to a decrease in the value of most spatial metrics, since smaller patches disappear and boundaries become more simplified (Šímová and Gdulová, 2012). Therefore, the selected metrics for identifying growth spatial patterns applied on very different datasets should be taken into consideration cautiously. In addition, the chosen cities are prototypes of theoretical urban forms, and urban areas usually are a combination of such forms, as well as the simulated growth patterns. Therefore, when applied to real data, these could present a more blended combination of the five growth patterns than in the simulated scenarios, and some parameters, such as the centroids of the growth patterns based on the spatio-temporal metrics (Table 5.4), could vary slightly.

Since we conducted a data-driven analysis and applied statistical methods for the objective selection of metrics, we can state that the proposed spatio-temporal metrics represent the fundamental spatial properties or attributes to be considered for the classification of the five growth patterns analyzed. In other words, more than the metrics themselves, that may slightly vary from one case to another, what will be essential to identify growth spatial patterns in urban areas are the subjacent spatial attributes they represent. These attributes are described as the change in the concentration degree of the urban cover (i.e.: distances of the urban elements with respect to the urban centroid) and the densification and compactness of the urban growth, given by the spatial adjacency of the new urban elements.

The increasing availability of frequent and updated urban data, in particular those related to LULC, will offer new opportunities in this field, requiring tools and methods, as well as interpretable indicators to efficiently categorize urban growth. Eventually, when databases and LULC data increase, new studies based on real growth cases, instead of simulations, can be conducted. Thus, the selected spatio-temporal metrics could be applied to additional urban areas in different geographical context in order to identify growth patterns and evaluate their sustainability, with the added value of considering the urban form in the classification of growth patterns.

Overall, we validated the use of two spatio-temporal metrics that quantify the densification, compactness and concentration degrees of growth, for identifying growth spatial patterns in different urban areas. These metrics can be further used for monitoring urban growth patterns whenever temporal LULC is available, in order to validate city planning, infrastructures, social
policies and territory management. As a future work, the identification of growth patterns in several cities worldwide using the weighted Euclidean distance (\(AWSD_{\text{urban}}\)) and the weighted mean expansion (\(AWMEI_{\text{urban}}\)) metrics, will allow us to study their impact on environmental, social and economic factors.

5.5. Conclusions

The development of methodologies for the description and quantification of urban growth is useful to monitor urban areas, to diminish the consequences of rapid urban growth and to improve planning and sustainability of urban environments. In the absence of long-term LULC data at high-resolution, we simulated urban growth of different cities and scenarios, and applied spatio-temporal metrics derived from LULC maps to analyze the influence of different initial or baseline urban forms in the classification of urban growth patterns. As a result, it was found that two spatio-temporal metrics that quantify densification, compactness and concentration of growth are sufficient to classify five growth spatial patterns (i.e. expansion, compact, dispersed, road-influenced and leapfrog) with an overall accuracy of 75%. The spatio-temporal metrics demonstrated their usefulness for the categorization of urban growth spatial patterns in diverse urban forms despite the notable influence of the urban form on the growth processes. The monocentric and sprawl forms eased the identification of patterns in comparison to the polycentric and linear forms that added uncertainties in the classification. Our results show the potential of spatio-temporal urban distribution metrics for monitoring dynamic urban areas. The early detection of growth patterns and thus, the ability to foresee their consequences will be valuable for land-use planning in urban and peri-urban areas.
Chapter 6

Linking spatio-temporal metrics of built-up areas to socio-economic indicators on a semi-global scale

Edited version of:

6.1. Introduction

Urban form organizes people, space and flows. As such, urban areas are simultaneously shaped by economic and demographic processes; social relations; legal and political systems; and historical, cultural and climate contexts; etc. (Tonkiss, 2013; Zhu et al., 2019). The urbanization process affects dwellers in many dimensions. For example, one impact concerns cities, where air pollution and its impact on health, inequality and environmental degradation are increasing threats as a consequence of rapid growth (UN, 2019). The development of urban areas is not only conditioned by manifold local and regional factors but also by global trends that contain drivers and consequences.

In recent years, the number of studies quantifying the relationships between EO-derived data and socio-economic variables has risen. Consequently, various elements of the built and natural environment, as well as atmospheric parameters derived from EO, have been related to different socio-economic indicators: For example, image-derived metrics and features have been used to model poverty levels. For example, severe poverty was associated with the travel time to major market towns, and the percentage of woodland and winter crop cover (Watmough et al., 2016). Duque et al. (2015) developed a composite poverty index based upon a wide set of variables related to land cover composition and urban spatial patterns. Poverty was found to be higher in areas with less impervious surfaces with the absence of clay roofs, a higher complexity of the urban fabric, and a lower diversity of landscapes. Similarly, deprived living conditions in major UK cities were related with population density, vast portions of unbuilt land, regular street patterns and cul-de-sacs (Venerandi et al., 2018). Meanwhile, a local study in Liverpool, UK found that the percentage of vegetation and water, and the variability and homogeneity of the image intensity values were the best predictors of deprivation (Arribas-Bel et al., 2017). GDP exhibits a high correlation not only with built-up density in a set of Canadian cities (Faisal et al., 2016) but also with the intensity and density of night-time lights in a city of China (Liang et al., 2020). Regarding air quality, it has been related to both the built and natural environments. Continuous urban development was associated with better air quality in urban areas of the USA, while the presence of proximate forest was significantly related to an improvement in air quality when demographic factors and the degree of urbanization were controlled for (McCarty and Kaza, 2015). Generally, a low centrality of the urban fabric, a low density, worse transport services and limited land diversity are correlated with higher pollutant concentrations (Hankey and Marshall, 2017).

A general finding from these studies is that the built-up structure, night-light
emissions, transport network, population distribution and LULC configuration and diversity are related to socio-economic-ecological factors in urban areas. Such relationships have been mainly analyzed based on correlations, multiple regression and random forest methods; they proved to be techniques suitable for modeling statistical variables by means of EO-derived data. However, the majority of studies are intra-urban analyses conducted at the city level, with only few at the regional or national levels. A minority are based on global inter-urban analyses, which provide a more comprehensive, but less detailed, picture of development patterns. Examples of inter-urban studies demonstrated that, in European cities, an equal distribution of LULC is associated with lower inequality in life satisfaction (Olsen et al., 2019) and that quality-of-life-related indicators can be modeled by means of LULC spatial metrics (Sapena et al., 2016). In urban areas of the USA, similarities in the structures of urban landscapes were linked to transport behaviors (Stokes and Seto, 2019).

On balance, relationships between the built and natural environments and socio-economic-ecological factors have been proven, but large area and multi-temporal analyses remain rare. These analyses bring the opportunity to create, based on predetermined relationships, spatial indicators of social, economic and environmental parameters among and across countries. In this direction, geospatial data have been used as proxies of income inequality (De Leeuw et al., 2010; Mveyange, 2015), unsustainable urban growth (Stokes and Seto, 2019), economic disparities (Taubenböck et al., 2017), and GDP, especially useful in countries with low-quality statistical systems (Chen and Nordhau, 2011). Hence, unraveling the links between urban form and LULC and statistical variables, both at a particular moment in time and in terms of their evolution over time, aids in mapping and assessing the temporal evolution of socio-economic and ecological processes. Some examples in this regard are foreseeing the loss of farmland and food security issues (Rimal et al., 2017), predict the risk of and exposure to diseases (Wilkinson et al., 2018) or comparing the evolution of socio-economic factors, such as employment and poverty, in response to specific policies (Oldekop et al., 2018; Sims et al., 2019).

There has been a recent call regarding the need for cross-comparative empirical analyses across different regions that reveal the consistency of these relationships and that allow the drawing of reliable conclusions on the sustainability of urban development (Seto et al., 2017; Zhu et al., 2019; Lobo et al., 2020). However, these analyses are usually limited by the scarce or inconsistent availability of data at a global scale. For the needed socio-economic datasets, currently, the availability of global and still comparable
data at resolutions of intra-urban level is still limited. On the one hand, some institutions are delivering socio-economic and environmental statistics for cities and functional urban areas. Two examples are the City Statistics from Eurostat (Eurostat, 2016b) and the Organization for Economic Co-operation and Development (OECD) (OECD, 2019a). They provide comparable statistics associated with territorial units with large-scale coverage for multiple time periods. On the other hand, there has been a growing interest in integrating statistical and spatial information to produce spatially explicit socio-economic data, swapping from irregularly shaped boundaries to a regular surface, easing comparisons within and across regions at lower levels. Two of these initiatives are GEOSTAT (GEOSTAT, 2020) and the Socioeconomic Data and Applications Center (SEDAC) (SEDAC, 2020). Although the variables and the time coverage are still limited, they are promising data sources that are under development.

For the needed spatial datasets, concurrently, recent EO-based efforts have been made in the global mapping and characterization of human settlements and land covers over time. Some examples are shown in Table 1.1. Furthermore, the development of methods and algorithms to automatically classify urban environments across the globe is progressing rapidly (e.g.: Bechtel et al., 2015; Cao et al, 2020; Qui et al., 2020). The global coverage and high spatial and temporal resolutions of EO-derived products combined with the high capacity to automatize processes allows the frequent updating of geospatial datasets. This, however, is still an issue in socio-economic databases, since they depend on surveys and censuses with low temporal frequency, and they are limited or even inexistent in some geographical areas.

Accordingly, our aim is to use spatial patterns and their development over time as proxies of socio-economic parameters at the global level. With the help of easily quantifiable spatial metrics extracted from openly available EO-derived and ancillary data, we aim to prove the feasibility. With the growing availability of spatial and socio-economic datasets, this is an opportunity in terms of methodological fine-tuning for defining empirical methods that could be applied globally in the near future, when higher-resolution data with a global reach will be available. In this context, a semi-global analysis will bring the opportunity to obtain first fundamental conclusions and foresee potential subsequent analyses when more and higher resolved (i.e., spatially, temporally, thematically, and better quality) data become available. Therefore, the purpose of this study is to quantify the relationships between socio-economic and environmental variables, such as income, inequality, GDP, air quality and employment, and spatio-temporal metrics issued from geospatial databases, both on a specific date and in terms of their variation over time. Subsequently, the purpose is to identify the spatio-temporal metrics that are most related to socio-economic and environmental variables and can be extracted on a
massive scale from current global geospatial databases.

6.2. Material and methods

In this study, we leveraged multi-temporal open datasets with global and semi-global geographic and socio-economic data. Figure 6.1 outlines the general workflow of the study. The manifold datasets are described in Section 6.2.1, while Section 6.2.2 defines the preprocessing steps to ensure the harmonization of datasets that are necessary for the subsequent extraction of spatio-temporal metrics (Section 6.2.3). Then, the spatio-temporal metrics are related to the socio-economic variables from a multi-temporal perspective by means of regression models, and the relevant metrics are identified (Section 6.2.4).

Figure 6.1. Workflow. First, data are downloaded and prepared for further analysis. Second, socio-economic variables are selected from the OECD database for the years 2000 and 2014. Third, spatio-temporal metrics are extracted from geographic data for each boundary individually (functional urban areas, FUAs) corresponding to the same two years. Last, socio-economic variables (dependent variables) and spatio-temporal metrics (independent variables) are combined and split into training and test samples to build regression models and rank the contribution of metrics.

6.2.1. Socio-economic, EO-derived and ancillary datasets

6.2.1.1. Global Human Settlement Layer (GHSL)
The GHSL consists of a global multi-temporal classification of built-up areas created by the Joint Research Centre from the European Commission. The GHSL considers “built-up” as building footprint areas (i.e., roofed constructions above ground). It is derived from Landsat imagery collections at a 30 m spatial resolution in four-time steps: 1975, 1990, 2000 and 2014. We used the latest version of the product released at the end of 2019, which has considerable improvements over the previous version, the \texttt{GHS\_BUILT\_LDSM T\_GLOBE\_R2018A\_3857\_30\_V2\_0} (Corbane et al., 2018a), for the years 2000 and 2014 to coincide with the socio-economic data. The dataset is a categorical raster in VRT format, with GeoTIFF tiles, where different categories represent built-up land at each epoch, water, non-built land and no data, in the coordinate reference system (CRS) Pseudo Mercator (EPSG: 3857).

\subsection*{6.2.1.2 OECD Regional Statistics}

The OECD offers the regional statistical database in which the metropolitan areas dataset is the lowest level (OECD, 2019a). This dataset contains data on demographic, economic, income distribution, environmental and labor statistics. For February 2020, 649 functional urban areas (FUAs) with over 250,000 inhabitants in 33 OECD member countries and Colombia from the year 2000 onwards were available. The variables presented in the database are calculated using different methods. The majority are modeled based on the aggregation of local administrative data, and others, using geospatial data sources (e.g., air quality) or by downscaling variables available from larger regions through the use of population grids (e.g.: GDP) (OECD, 2019b).

We gathered statistics for 32 countries for the years 2000 and 2014, or the previous or following year when data were not available; for example, the Gini and income variables were only available for the years 2013, 2015 and 2016; we used them as an approximation for the year 2014. The availability differs widely between years and countries, and from variable to variable; therefore, the number of FUAs we applied varied between variables. We selected socio-economic variables related to economic, income, labor and environmental topics for 2014 and for change between 2000 and 2014 (Table 6.1). The statistical data used in this study refer to data available in the metropolitan areas dataset as of February 2020. The list of FUAs available for each socio-economic and environmental variable and their values are presented in detail in www.mdpi.com/2220-9964/9/7/436/s1. FUAs with over 250,000 inhabitants not listed are due to their unavailability for our study years. Since the OECD Regional Statistics are updated from time to time, changes in the available FUAs and socio-economic variables may occur. For this reason, the original downloaded dataset is included in the supplementary material.
Table 6.1. Description of socio-economic and environmental variables modeled for 2014 or their change between 2000 and 2014.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Year/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDP</td>
<td>Gross domestic product per capita (GDP) is the value added created through the production of goods and services during a certain period per capita. It is expressed in United State dollars (USD) constant prices and constant Purchasing Power Parities (PPPs) with the base year 2010 (i.e., differences in price levels between countries are eliminated based on PPP rates). The GDP is less suitable for comparisons over time, as growth is affected by changes in prices and dollars per capita (OECD, 2020a).</td>
<td>2014</td>
</tr>
<tr>
<td>Gini</td>
<td>It is an indicator of income inequality among individuals. The Gini coefficient is based on the comparison of the cumulative proportions of the population against the cumulative proportions of income they receive; this ratio ranges from 0 in the case of perfect equality to 1 in the case of perfect inequality (OECD, 2020b).</td>
<td>2014</td>
</tr>
<tr>
<td>Income</td>
<td>It is defined as household disposable income in a particular year measured in USD. It consists of earnings, self-employment and capital income and public cash transfers; taxes and contributions are deducted (OECD, 2020b).</td>
<td>2014</td>
</tr>
<tr>
<td>Air quality</td>
<td>Fine particulate matter (PM2.5) is the air pollutant that poses the greatest risk to health, affecting more people than any other pollutant. Chronic exposure to PM2.5 increases the risk of respiratory and cardiovascular diseases. Average level in µg/m³ (OECD, 2020c).</td>
<td>2014</td>
</tr>
<tr>
<td>Employment rate</td>
<td>Employment rate measures the extent to which available labor resources (people available to work) are being used, calculated as the ratio of the employed to the working age population (aged 15 or over) (OECD, 2020d).</td>
<td>2000/2014</td>
</tr>
<tr>
<td>Population</td>
<td>Population, all ages. It is used to derive a spatio-temporal metric.</td>
<td>2000/2014</td>
</tr>
</tbody>
</table>

6.2.1.3. Boundaries of EU-OECD FUAs

The EU-OECD FUA is the unit of analysis. FUAs were defined to maximize international comparability, to overcome the limitations of using purely administrative approaches, and for policy analyses on topics related to urban development (OECD, 2012). This dataset was used for two different reasons: (i) to provide a spatial dimension to the socio-economic data (Figure 6.2), and (ii) to delimit the geographic datasets with the same boundary in order to extract metrics and statistics at the same level as for the socio-economic variables. The boundaries of the FUAs can be downloaded by country in shapefile format in the CRS WGS84 (EPSG:4326).

6.2.1.4. Climate Change Initiative Land Cover

Land cover data from the Land Cover project of the European Space Agency Climate Change Initiative (CCI-LC) were used to obtain land cover densities and dynamics due to urban growth and development. The CCI-LC project
delivers consistent global land cover maps at a 300 m spatial resolution on an annual basis for 1992 to 2018 (ESA, 2017). We used the ESACCI-LC-L4-LCCS-Map-300m-P1Y-1992_2015-v2.0.7 dataset for the years 2000 and 2014 to coincide with the rest of the datasets. The land cover map is a categorical multiband raster, in GeoTIFF format in the CRS WGS84, where each band represents one year.

6.2.1.5. Road Network

The Global Roads Inventory Project (GRIP) dataset was developed to provide a recent and consistent global road dataset for use in global environmental models (Meijer et al., 2018). We used five different datasets to cover the regions included in OECD FUAs (North America, Central and South America, Europe, South and East Asia and Oceania). The datasets are in shapefile format in the CRS WGS84.

6.2.2. Preprocessing and harmonization of datasets
The data came in different formats, resolutions and coordinate reference systems; therefore, some preliminary steps were necessary before integrating the data from different sources. The required data and codes to reproduce this work have been made available in the supplementary material. The preprocessing steps were as follows:

- The boundaries of the EU-OECD FUAs from each country were merged in a shapefile, and only those FUAs with statistical information in the metropolitan area dataset were kept. Colombian FUAs were not included in the analysis due to GHSL underclassification, cloud presence or a lack of socio-economic variables.
- The European region of the GRIP dataset was georeferenced using control points from OpenStreetMaps, as it was originally displaced (about 100 m).
- Then, two built-up epochs were extracted from the GHSL. Categories 4 to 6 represent the built-up area in 2000, and categories 3 to 6, that in 2014. This generated two built-up maps.
- Regarding the CCI-LC, two bands corresponding to the years 2000 and 2014 were extracted (bands 9 and 23). The legend of the CCI-LC was grouped into seven major land cover types, as follows: agricultural areas (categories from 10 to 30, both included), high semi-/natural vegetation (40–100 and 160–180), low semi-natural/natural vegetation (110–153), urban areas (190), bare areas (200–202), water bodies (210) and permanent snow (220). To see the original legend and the link between the categories and land covers, refer to the European Spatial Agency (ESA) (2011). This process generated two land cover maps.
- The resulting global built-up and land cover maps and road network dataset were clipped using the boundaries of the FUAs in the CRS of the dataset to be clipped, transforming the FUA boundaries when necessary.
- After that, the built-up and land cover maps in their original spatial resolutions were vectorized to shapefile format, since the tool used for the extraction of the metrics works with vector data.
- Finally, the data were transformed to a local projected CRS to allow the measurement of areas and distances, which are basic attributes in most of the spatial metrics. To do so, the centroid of the FUA was used to determine the EPSG code to project the data to their Universal Transverse Mercator (UTM) zone (e.g., Madrid has the EPSG code 32630, which corresponds to the CRS WGS84/UTM zone 30N). Thus, all the FUAs have similar adapted and local CRSs in the same units, meters.
As a result, for each individual FUA, there were two built-up maps and two land cover maps for 2000 and 2014, the road network, and the boundary delimiting the area of analysis, with a common format and CRS prepared for further analysis.

6.2.3. Extraction of spatio-temporal metrics

In order to quantify the urban form and urban growth spatial patterns of the FUAs, we computed spatio-temporal metrics for the built-up, road network and land cover maps using IndiFrag. We applied a set of uncorrelated metrics that allow the measurement of density, aggregation and spatial distribution properties and their variation over time (we discarded metrics with a Pearson’s r > 80%, the ones affected by the size of the boundary, and diversity and contrast metrics). Two types of metrics were considered: the spatial metrics extracted for one date and the multi-temporal metrics computed using maps from two different dates. Therefore, a set of spatial metrics was extracted to quantify the urban form in 2014, and another set of spatio-temporal metrics was extracted for the years 2000 and 2014 to measure the urban growth spatial patterns and land cover dynamics.

Some metrics are applied specifically to the largest and second largest urban cores of the FUA, instead of to the entire built-up area. The cores are based on the urban morphological zone definition (EEA, 2014). From the largest built-up patch, the core is measured by including all the built-up patches within a distance of 200 m, and the same applies for the second largest built-up patch. In this manner, one core split by a feature such as a river, or two built-up pixels connected by a corner were included in the urban core.

6.2.3.1. Spatial metrics (2000 and 2014)

We calculated the following spatial metrics individually for the two time points 2000 and 2014:

- The urban compactness (CU) measures the complexity and fragmentation of the built-up area; it is for both the FUAs and for the largest urban core (CuC). High values show a more compact shape and aggregated distribution (A.28).
- The dispersion index (DI) is the ratio between the normalized number of patches and the proportion of built-up area occupied by the largest patch. Low values indicate coalescence, while high values represent dispersion (A.30).
- The normalized area-weighted standard distance (AWSD) measures the centrality of the built-up area, quantifying the degree to which objects are concentrated around their centroid. It is normalized to the
shape and size of the FUA by means of the “maximum distance”, measured as the standard distance of a regular grid covering the FUA extension to the centroid. Normalized values range from 0 to 100, where lower distances show a concentrated distribution of built-up patches around the core, and higher values show built-up patches homogeneously distributed across the entire FUA, without a special clustering around the center (A.20).

> The density is the percentage of built-up area (DU) (A.1) and other land covers (DC) (A.2) relative to the total FUA area.

> The percentage of the urban core (LUC) is the percentage of the built-up area that occupies the largest core (A.9). When the value is high, it shows a monocentric form. Since the spatial metric is highly correlated to the DI, only the change was computed and included as a multi-temporal metric.

> The second largest urban core (SLUC) is the percentage of the built-up area that occupies the second largest core (A.10). When the value is close to LUC, it suggests a polycentric form.

> The elongation ratio (ERUC) of the largest urban core quantifies the elongation shape of the urban core. This metric measures the elongation, dividing the diameter of the circumference with the same area as the core by the largest side of the core (A.16). It ranges from 0 to 1. Values closer to zero show elongated shapes, i.e., a linear urban form.

> The density of road network (Droad) is the total length of roads per square kilometer (A.3).

**6.2.3.2. Multi-temporal metrics (2000-2014)**

> We calculated the following metrics as the differences between the spatial metrics for the two different years, 2000 and 2014: the change in urban compactness (CUCH), urban core compactness (UCUCH), dispersion index (DlCH), normalized area-weighted standard distance (AWSDCH), density (DUCH, DCCH), percentage of the urban core (LUUCH), second largest urban core (SLUCH) and elongation ratio (ERUCH).

> The urban change rate (UCR) is the percentage of built-up growth relative to the built-up area for the first date (A.47).

> The area-weighted mean expansion index (AWMEI) quantifies the aggregation and densification of growth. It ranges from 0 to 100. A high value indicates a densification (infilling growth) and therefore a more compact growth pattern, and an intermediate value shows expansive growth, while a low value represents scattered growth (A.43).
The area-weighted mean accessibility index (AWMAI) quantifies the accessibility of new built-up patches to the road network. This is measured with the mean of the inverse distance between the new built-up patches and their closest roads, weighted by the areas of the patches. It ranges from 0 to 100. Higher values show shorter distances to roads and better accessibility (A.43).

The population and urban growth imbalance index (PUGI) measures the inequality between the increase in the built-up area with respect to population growth or decline (based on population counts from Table 6.1). It provides information related to the land consumption per capita (i.e., the amount of built-up land per population change) and the degree of sprawl in the urbanization process (Sapena and Ruiz, 2019). Positive values show more urban growth, zero means equal growth, and negative values mean higher population growth (3.3).

The change proportion (CP) of the land cover is the ratio representing the change in a particular land cover with respect to the total area of the FUA, and it measures the relative area of change (A.40).

6.2.4. Regression models and identifying spatio-temporal metrics’ relevance

We used random forest regression models to quantify how much urban spatial patterns and their change over time are related to socio-economic indicators and their multi-temporal variations. The use of random forest over linear and non-linear regression models has been discussed in the recent literature. Many studies have compared different algorithms, and random forest performed the best in most of the cases (e.g.: Breiman, 2001b; Arribas-Bel et al., 2017; Gonzalez and Leboulluec, 2019; Liang et al., 2020; Paul, et al., 2020). Random forest is a supervised learning algorithm that uses an ensemble learning method for classification and regression (Breiman, 2001a). For building the models, we trained 500 decision trees with random splits of two thirds of the data, leaving one third for testing, which is the out-of-bag (OOB) sample. The predictions and accuracies of the models are calculated with the OOB sample. This method builds the model by minimizing the mean square error (MSE). In order to evaluate the model’s performance, we applied the following accuracy indices to the OOB sample: (i) The coefficient of determination \( R^2 \) measures the proportion of the total variability explained by the model; (ii) the MSE measures the average squared difference between the observed value and its prediction; and (iii) the root mean squared error (RMSE) is the standard deviation of the differences between the observed values and their predictions; the RMSE estimates the concentration of predictions around the 1:1 line (when the prediction equals the observation), and it is measured in the same units as
the observed variable, which limits the comparison of models of different units. Therefore, we also included (iv) the normalized RMSE with the standard deviation (sd-NRMSE). It represents the ratio between the variations not explained by the model against the overall variation in the observed variable. The sd-NRMSE will be close to zero if the model explains the variation well and around one when it explains it partially, and bigger values indicate a weak performance (Otto, 2019). (v) The normalized range-based RMSE (range-NRMSE) gives the error as a percentage of the total range of the observed variable (Otto, 2019).

In order to explore the relevance of the spatio-temporal metrics in terms of their relationships with socio-economic and environmental variables, we ranked the metrics according to the variable importance measure. This is a widely used and robust index that captures nonlinear and interaction effects (Breiman, 2001b; Arribas-Bel et al., 2017; Probst et al., 2019; Liang et al., 2020). It reflects the increase in the MSE when a metric is randomly permuted in a tree, averaged over all trees. Metrics with larger differences were ranked first in terms of importance. Additionally, to test the significance of the metrics’ importance in the model, the MSE was compared against a null distribution of the MSE. We did this by running the model 100 times and permuting the dependent variable randomly, reporting the significantly important metrics ($p$-value < 0.05). We built different models for the same variable combining subsets of spatio-temporal metrics (for example, using only spatial metrics for 2014, adding the road density, the PUGI, the land cover change, and/or the multi-temporal metrics). In this manner, the final model only keeps the combination that performs best, removing the metrics with a negative influence based on the importance measure. Finally, since the random forest regression and the variable importance measure do not report the positive or negative relationships between variables and metrics, we divided the socio-economic variables into five quantiles with the same number of FUAs from lower to higher levels. Thereby, we represented the standardized values (z-score) of the significantly important metrics for each quantile. This eases the interpretation of found relationships.

6.3. Results

6.3.1. Estimation of socio-economic variables

Table 6.2 reports the accuracy indices of the regression models for the socio-economic and environmental variables for 2014 using the best subsets of metrics. For the metrics included in each model subsection 6.3.3, Figure 6.5.
Table 6.2. Accuracy indices for mono-temporal models. GDP per capita, Gini, income and air quality regression models for 2014 using spatio-temporal metrics. FUAs represents the total number of FUAs in the model; \( R^2 \), the coefficient of determination; MSE, the mean square error; RMSE, the root mean square error in the same units as the variable; and sd-NRMSE and range-NRSME, the standard deviation and range-based normalized RMSE, respectively.

<table>
<thead>
<tr>
<th>Variable (unit)</th>
<th>FUAs</th>
<th>( R^2 )</th>
<th>MSE</th>
<th>RMSE</th>
<th>sd-NRMSE</th>
<th>range-NRMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDP (USD)</td>
<td>597</td>
<td>43.97</td>
<td>102,028,574</td>
<td>10,101</td>
<td>0.7479</td>
<td>0.1234</td>
</tr>
<tr>
<td>Gini (ratio)</td>
<td>142</td>
<td>52.2</td>
<td>0.0011</td>
<td>0.0326</td>
<td>0.689</td>
<td>0.1577</td>
</tr>
<tr>
<td>Income (USD)</td>
<td>280</td>
<td>68.07</td>
<td>45,985,090</td>
<td>6781</td>
<td>0.564</td>
<td>0.1232</td>
</tr>
<tr>
<td>Air quality (µg/m³)</td>
<td>599</td>
<td>52.9</td>
<td>20.8591</td>
<td>4.5672</td>
<td>0.6857</td>
<td>0.1324</td>
</tr>
</tbody>
</table>

The model for the gross domestic product per capita (GDP) explained almost 44% of its variability (\( R^2 \)), which shows a mid-high relationship with the urban spatial pattern. It has a mean error of 10,101 USD (RMSE), representing 12.3% of the total range of the GDP (range-RMSE). FUAs like Obihiro in Japan, Lane in USA, and Wuppertal in Germany had the lowest errors. However, the errors with respect to the total variability of the GDP are considerably high (sd-NRMSE = 0.75), due to the presence of some outliers when the GDP is high (e.g., San Francisco and Luxembourg, Figure 6.3). The model was not able to capture the spatial attributes, particularly in FUAs with relative high GDP values. Regarding the income inequality of individuals (Gini), the number of available FUAs and countries is limited. Still, 52% of its variability was explained by the model (\( R^2 \)) with an error of 0.03, which represents 16% of its range. However, the variability between the FUAs is not totally captured by our model (sd-NRMSE = 0.69). In this case, both low and high inequalities, relative to the sampled FUAs, were over- and under-estimated by the model (Figure 6.3). For instance, Bordeaux in France and Oslo in Norway have low Gini values, and the model predicted much higher values. On the contrary, Calgary and Vancouver in Canada, New Haven and Miami in the USA, and Lisbon and Porto in Portugal were underestimated, since much lower inequality values were predicted. Meanwhile, examples of good estimates are Fayette in USA, Winnipeg in Canada and Florence in Italy. The income model is the one with best performance. It shows the highest \( R^2 \) and lowest sd-NRSME. It explained 68% of the total variability of the income between the FUAs by means of spatio-temporal metrics. The errors with respect to the total variability of income are considerably low (sd-NRMSE = 0.56), representing 12% of the income range within the FUAs (range-NRMSE), with a mean error of 6,781 USD (RMSE). The model failed in the estimation of low income values, especially seen in Mexican FUAs (Figure 6.3) with the exceptions of Benito Juarez, Hermosillo and Tijuana; one reason might be that they present...
different urban forms and growth patterns but very similar mean income values at the FUA level. Finally, according to the environmental variable, the air quality due to fine particulate matter is also related to the urban spatial patterns. Almost 53% of its variability was explained by means of the spatio-temporal metrics with a mean error of 4.56 µg/m³, representing 13% of the air quality range (range-NRMSE). However, the error relative to the variability of the air quality is considerable (sd-NRMSE = 0.68). When the particulate matter was above 30 µg/m³, the model predicted lower values (Figure 6.3). This underestimation is especially seen in the FUAs in Mexico (olive green),
Korea (electric blue), Poland (dark pink) and Santiago in Chile (dark green). As seen in Figure 6.3, the RMSE is highly sensitive to outliers. Even if the majority of the FUAs have a good prediction (they are close to the 1:1 line, e.g., for the Netherlands, Germany, France and the USA), the lack of ability of the model to estimate some of them, creating outliers, widely increases the RMSE and their normalized values.

**6.3.2. Estimation of the variation of socio-economic variables**

Regarding the temporal variation of the socio-economic and environmental variables, as expected, the performance of the models was lower than that of the mono-temporal models; however, a significant amount of Air quality change and Employment change was explained by spatio-temporal metrics (Table 6.3).

Table 6.3. Accuracy statistics for multi-temporal change models. Air quality and employment rate change regression models for the period between 2000 and 2014 by means of spatio-temporal metrics. FUAs is the total number of FUAs included in the model; R², the coefficient of determination; MSE, the mean square error; RMSE, the root mean square error in the same units as the variable; and sd-NRMSE and range-NRSME are the standard deviation and range-based normalized RMSE, respectively.

<table>
<thead>
<tr>
<th>Variable (unit)</th>
<th>FUAs</th>
<th>R²</th>
<th>MSE</th>
<th>RMSE</th>
<th>sd-NRMSE</th>
<th>range-NRMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air quality change (µg/m³)</td>
<td>599</td>
<td>41.16</td>
<td>0.6172</td>
<td>0.7856</td>
<td>0.7664</td>
<td>0.1076</td>
</tr>
<tr>
<td>Employment change (%)</td>
<td>313</td>
<td>31.56</td>
<td>10.7334</td>
<td>3.2762</td>
<td>0.826</td>
<td>0.1413</td>
</tr>
</tbody>
</table>

First, the change in air quality, measured as the variation in the content of fine particulate matter in the air (µg/m³), was predicted with an R² of 41%, which shows that only part of its variability was captured by the model. It has a mean error of 0.78 µg/m³, which represents 11% of the range in the variable (range-NRMSE). However, compared to the total variability of the air quality, this is considerably high (sd-NRMSE = 0.76). According to Figure 6.4, all the FUAs experienced an improvement in air quality between 2000 and 2014. The largest drops in air pollution were measured in some Mexican and Polish FUAs, which were not properly modeled, resulting in underestimation. However, the air quality change in Aguascalientes in Mexico, New York in USA or Modena in Italy, among many other FUAs, was successfully modeled. Second, the change in the employment rate was partially explained by means of spatio-temporal metrics (R² = 32%). The mean error was 3.3, accounting for 14% of the range in the change variable. When compared to the variability in the employment change, this is quite high (sd-NRMSE = 0.83), and the model slightly explained the inherent variation in the employment change within the FUAs. Figure 6.4 shows that the highest drops in employment rates (e.g., in Dublin in Ireland, and Benton and Washoe in the USA) were underestimated and much lower...
Figure 6.4. Observed versus predicted changes in variables according to the models. The more the FUAs, represented as points, that are closer to the 1:1 line, the better the estimation by the model. The black dashed lines show the 1:1 lines (lines of perfect fit), while the blue dashed lines show the root mean square error of the model (± RMSE). The labels for the ten FUAs with the highest errors are shown, to identify outliers. The units are air quality, PM2.5 in µg/m³, and employment, %.

rates were predicted. On the contrary, the greatest increases in employment in the study period were in Nice and Marseille in France, or Barcelona in Spain, which were also underestimated. In fact, the range of the predicted values (−8.5 to 1.5) was much lower than the range of actual employment change (−15 to 8.1), and the model was not able to properly capture this variation with the spatio-temporal metrics. Nevertheless, good estimates were made, for example, in Chicago, Washington and Dallas in the USA and Rouen and Seville in France and Spain, respectively.

6.3.3. Relevance of spatio-temporal metrics

Figure 6.5 portrays the importance and significance of the spatio-temporal metrics for the modeled variables. They are represented by the mean and standard deviation of the increase in the MSE when a metric is permuted, so that the higher the increase, the higher the importance. The two most important metrics that are key in all the models are the urban compactness (CU<sub>T2</sub>) and the urban core compactness (CU<sub>UC T2</sub>); both measure the compact shape and aggregation level of the built-up and the core urban area. The changes in the built-up and urban core compactness (C<sub>CH</sub> and CU<sub>UC CH</sub>) are also important for the GDP and the change in air quality, and their effect on other socio-economic variables is lower or was not included. The dispersion index (DI<sub>T2</sub>) is relevant for the estimation of the Gini and the change in air quality, but less so for the rest of variables, as well as its change over time (DI<sub>CH</sub>), which
Figure 6.5. Spatio-temporal metrics’ importance for the different regression models. The importance is represented by the mean and the standard deviation of the increase in the MSE (the units and final MSE of the model can be found in Table 6.2 and 6.3). Blue bars indicate statistically significant variables in the model. Where the bar is missing, the metric is not included in the model.

has a low influence. Another relevant metric is the centrality and concentration of the built-up elements relative to their centroid (AWSD\textsubscript{T2}). This metric is very informative regarding the spatial configuration of the built-up areas in the FUAs, and its inclusion in the model improves the estimation of the Gini, GDP, air quality and change in employment rate; with regard to income and air quality change, its influence is lower but still significant (p-values < 0.05). On the contrary, the change in the centrality (AWSD\textsubscript{CH}) presents very low importance; it is not significant and was even removed from the models for its negative effect. This could be due to the fact that the change is very low with the exception of in a few Japanese, Korean and Mexican cities that present significant changes in the concentrations of the built-up areas. The urban density (DU\textsubscript{T2}) has a medium influence in all the models, but it is not significant enough. On the contrary, its change (DU\textsubscript{CH}) is important for GDP and employment change. The elongation ratio was removed for its negative
influence in the GDP and Gini models, and it has a slight but non-significant importance for the rest of the models. The densities of the land covers are important for different indicators. The density of agricultural land (DC\textsubscript{agric. T2}) influences the Gini, air quality and its change. Low vegetation land (DC\textsubscript{low veg. T2}) contributes to the Gini, air quality and employment change. The density of the road network (D\textsubscript{road}) improves the prediction of the Gini and changes in air quality and employment, but its contribution is not significant. Concerning the urban change rate (UCR), it only influences the change in air quality, as its impact on the rest of variables is not significant (p-values > 0.05). The densification of growth (AWMEI) also contributes in an intermediate manner to the GDP, Gini and change in employment rate. An important metric for the change in the variables is the accessibility of the new built-up elements to the road network (AWMAI), and it also contributes to the GDP and Gini. On the other hand, the imbalance between the built-up footprint and population growths (PUGI), which provides information not only about the inequality between newly developed land and demographic dynamics but also about urban sprawl, was significantly important for all the models except the Gini. Regarding the land cover change proportions, the agricultural land change (CP\textsubscript{agric.}) is detected as important for estimating the Gini, income, air quality and its change in the FUAs, as well as low vegetation land change, which influences the GDP, Gini, income, air quality and employment change. The change in high vegetation land is important for air quality change and GDP per capita.

Analyzing the performance of relevant spatio-temporal metrics against the socio-economic variables complements the interpretation of the relationships found with the models. Therefore, the FUAs were split into five quantiles based on the socio-economic variable values, where quantile 1 groups low values, and 5, high values. Then, the standardized values of the selected spatio-temporal metrics were represented with boxplots (Figure 6.6). This figure shows a selection of spatio-temporal metrics whose relationships with socio-economic variables are described and analyzed in the discussion section. The full set of graphs representing the spatio-temporal metrics per socio-economic variable can be found in the Appendix B (Figure B.16 to Figure B.21).

### 6.4. Discussion

The combination of multi-source and multi-temporal datasets for almost six hundred functional urban areas across 32 countries led us to extract insights into the relationship between urban spatial patterns and socio-economic and environmental variables at a semi-global scale. By means of a machine learning algorithm, random forest regression, we were able to partially model some
Figure 6.6. Boxplots of selected relevant spatio-temporal metrics sorted according to their importance. The socio-economic variables: (A) GDP; (B) Gini; (C) income; (D) air quality; (E) air quality change; and (F) employment rate change, are divided into five quantiles (Q1 to Q5, from low to high values), and the standardized values of the metrics are shown for each quantile. The table on the bottom-right shows the mean values of the socio-economic variables per quantile. Air quality measures the fine particulate matter (higher values mean more pollutants and lower air quality). The units are GDP and income, USD; Gini, ratio; air quality, µg/m³; and employment, %.

socio-economic variables and their change using spatio-temporal metrics extracted from geospatial databases. We explained between 68% and 44% of the variability of the income, Gini, GDP per capita and air quality variables with the sole use of spatial information. This central result proves that the spatial appearance of urban areas and their change are related to the socio-economic and environmental indicators for these areas.

We are aware that we have neither considered macro-economic or other overarching global developments nor considered intra-urban variabilities, but still, we can conclude that these relationships exist. With regard to their variations, we analyzed the relationships with the metrics for only two of them (i.e., air quality and employment rate), since many variables were not available
for two dates (such as income or Gini) or the change over time is not a good indicator of development, as is the case for GDP (OECD, 2020a). Nevertheless, we explained 41% and 32% of the variation in the air quality and employment rate, respectively, which suggests that the spatial component may relate partially to how these indicators change. Overall, however, we found that there are fundamental correlations between the spatial urban structure and socio-economic-ecological variables. Multi-temporal changes, however, cannot be estimated one-to-one from this correlation, since, for example, spatial urban structures are subject to certain inertia in contrast to economic developments.

The use of random forest regression has strengths and weaknesses. Its interpretability compared to that of parametric regression is reduced since the function is unknown. However, with the variable importance measure, it is possible to identify those independent variables that have strong influence in the model (Breiman, 2001b; Arribas-Bel et al., 2017), the ones with partial influence, and the ones adding noise or uncertainty.

We investigated the relationship between socio-economic, environmental and spatial variables and found evidence of their links. The compactness degree of built-up areas and their cores is highly associated with the average income in FUAs. In particular, more compact values are found in lower-income FUAs, while there are higher incomes in less compact, and thus more scattered, urban configurations (Figure 6.6, C). This assumption might be influenced by independent differences in compactness and income across countries. However, we found a similar negative correlation between income and compactness in the FUAs from the USA (Pearson’s $r = -42\%$), for instance, which shows that this trend is not only determined by geographical or cultural aspects. Salvati and Carlucci (2015) found that discontinuous settlements in Northern Italy (low compactness) had higher disposable incomes, and related the phenomenon to suburbanization processes typical in the developed and economically active regions of Europe. Besides, we measured nonlinearities, where a higher loss of agricultural land between 2000 and 2014, higher fragmentation of built-up areas and sprawl (more urban expansion than population growth) occurred in middle-income FUAs, while low- and high-income FUAs had built-up areas that were more spatially centralized and populations that outpaced built-up growth (Figure 6.6, C). Cities in countries with higher incomes have been previously related to higher levels of land consumption and urban fragmentation (Angel et al., 2011); however, this study disregarded income variation within cities from the same country. Income inequality, here measured with the Gini, was lower in the FUAs with compact urban cores that at the same time presented dispersed and more
spatially homogeneous built-up areas (Figure 6.6, B). These FUAs experienced higher densification and accessibility with urban growth between 2000 and 2014, which means more infilling and expansive urban growth closer to the road network. While the density of agricultural land was higher, they also lost higher proportions than more unequal FUAs in terms of income. In this sense, Boulant et al. (2016) claimed that the Gini was higher in larger cities, which usually provide more opportunities to dwellers but, in return, widen income inequalities. Meanwhile, Angel et al. (2011) related cities in countries with higher income inequalities to urban sprawl, in terms of lower population densities. Nevertheless, we did not find a significant relation between the Gini and PUGI index (which also accounts for sprawl). The GDP per capita was higher in less compact built-up shapes that experienced an increase in urban density between 2000 and 2014 (Figure 6.6, A). This trend was also found by Weilenmann et al. (2017), where wealth was positively related to higher urban densities and higher degrees of dispersion. We identified lower GDPS in compact FUAs that experienced dispersed growth with more population growth than built-up expansion between 2000 and 2014 (Figure 6.6, A). However, we found the positive correlation between GDP and the degree of urban centrality within Mexican FUAs not observed at the global level. Huang et al. (2007) also found a negative relationship between GDP per capita and compactness, stating that wealth brings more private motor vehicles and highways, which, in developed countries, contributes to the facilitation of life in outlying suburban areas; meanwhile, the lower motorization in developing countries results in more compact urban forms, as dwellers live close to their working places, usually in the inner city.

In the environmental dimension, air quality was better in FUAs with lower densities of agricultural land but higher densities of low semi-natural/natural vegetation land and water bodies (Figure 6.6, D). We also found a relationship between the pollution in the FUAs and compact shapes, both from the urban footprint and the urban core. The analysis of the compact shape of urban footprints has been proposed as a valuable indicator—besides population density, land-use mix, connectivity and accessibility—to be monitored in order to mitigate climate change. Angel et al. (2020) claimed that, other factors being equal, compact shapes reduce energy use and gas emissions. On the contrary, Bechle et al. (2011) did not find a significant correlation between compactness and NO2 concentration, but they did find such with leapfrog development and higher population densities. Regarding the change in air quality, more compact FUAs improved their air quality between 2000 and 2014, together with an increase in accessibility and a higher consumption of agricultural land as a consequence of urban growth (Figure 6.6, E). Last, concerning the employment rate change, positive rates were found in FUAs
with compact urban cores, a denser urban growth (i.e., infilling and expansive growth types) and an improvement in accessibility (Figure 6.6, F). This seems contradictory to the negative relationship between income and GDP, and built-up and urban core compactness; this may have a two-fold explanation: first, the subset of FUAs in the employment model does not represent the same geographical regions as in the GDP or income models; second, the OECD defines the employment rate as the ratio of the employed population over the working age population (OECD, 2020d), therefore, an increase in employment accompanied by a higher increase in the population of working age will result in a negative change. The employment rate model associated a higher drop in the employment rate with a higher density of low vegetation land together with greater consumption of low vegetation land due to urbanization between 2000 and 2014. Changes in employment have been previously related to LULC change in Portugal, where changes in land uses had a direct impact on labor (Meneses et al., 2017). In summary, we determined that built-up and urban core compactness are the most influential metrics for all the socio-economic variables analyzed, which has also been previously noticed by other authors (Angel et al., 2020; Ahlfeldt et al., 2018).

This analysis does not account for causality and should be interpreted cautiously; nonetheless, it helped to disentangle some relationships between the spatial patterns of functional urban areas and socio-economic indicators. Besides, the findings presented cannot be generalized to regions not covered in the analysis. The majority of the FUAs analyzed were chosen due to data availability in developed or high-income countries. Thus, we cannot assume the same relationships in developing or low-income countries until new models with more datasets are tested. In this sense, this study is a first step in exploring these global relationships and sub-models in certain regions.

In addition, some limitations should be considered when working with multi-temporal and global datasets. For example, the historical and cultural path dependencies of urban areas influence particular urban structures and land cover compositions. These influences should be considered when interpreting results at the global level. For instance, what might be considered a compact pattern in the USA versus Europe, and in high-income versus low-income countries or across continents, can be fundamentally different. Spatio-temporal metrics may have reflected those differences indirectly by means of the measured spatial patterns. Therefore, in future research, the inclusion of a categorical variable that groups FUAs with similar path dependencies or geographic-cultural contexts would be worth exploring.

On the other hand, the quality of the data is a crucial matter in this type of analysis. For instance, the GHSL used to describe the built-up areas had a
balanced accuracy of 86% (Corbane et al., 2019), which probably had an influence on the relationships found that remains unknown; however, with the interpretation of spatio-temporal metrics, we identified outliers that led to the detection of FUAs with classification errors, which were removed from the analysis, reducing the inclusion of potential errors in the models. In this direction, the use of spatio-temporal metrics linked to a boundary could be used to identify areas with anomalies and, therefore, potential errors in the GHSL database. In the realm of the OECD metropolitan areas dataset, it is still a challenge to model the variation over time, since multi-temporal data availability drastically decreases, and, when available, the data accumulate possible errors that variables might have for the two individual dates. Since different methods are applied to gather socio-economic data at the FUA level, such as aggregation or disaggregation from lower and higher levels, the reliability widely depends on the accuracy of these methods; thus, socio-economic variables are prone to uncertainties that we cannot quantify. It should be noted that the statistical data used in this study refer to data available in February 2020. After this date, OECD data are expected to be regularly updated and new cities, added to the database. However, this does not affect the proposed analysis, and the method still remains valid. Both statistical and geospatial open databases are dynamic, constantly being developed and improved; therefore, continuous changes over time are expected. Besides, statistics sometimes include estimates and assumptions; thus, data produced by different organizations for the same area are not hard facts and might differ, so they should be used with caution. However, since we compare data from the same database, we may assume that the data are consistent and the comparisons, solid. The analysis was restricted by the availability of statistical variables and geospatial data, but the inclusion of additional environmental variables, more suitable economic and social variables (e.g., employment and GDP) at the metropolitan level, and additional geographical information would be interesting to explore. Finally, the spatial boundaries used for extracting the urban spatial patterns of the EU-OECD FUAs rely on a consistent method for delineation; we recognized that due to various reasons such as the differing quality in datasets, the geometrical definition of the boundaries in some countries is not as fine as in others. For instance, Mexico, Chile and Japan showed coarser geometries than the USA or Europe, which might influence the spatio-temporal metrics, as the built-up areas were clipped using these boundaries.

The identification of socio-economic phenomena and their cross-comparison among regions, countries and continents by means of metrics derived from available geospatial databases for urban environments is increasingly feasible. These databases are continuously improving; their updates are becoming more
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and more frequent since the processes are being automatized and an increasing number of satellites are providing freely available images with global coverage (e.g., the Landsat and Sentinel missions). In the foreseeable future, more comparable data with higher spatial and temporal resolutions will become available. Hence, the use of spatio-temporal metrics—describing urban spatial patterns and growth—linked to socio-economic and environmental indicators, and their change over the time, will help in improving the understanding of the drivers of the development in urban areas and their consequences at the global scale, which has been limited to date. Therefore, the proposed methodology, tested here with current semi-global data, could be extrapolated to a global scale as soon as more data become available. Furthermore, new spatial and socio-economic datasets at different levels should be explored soon, increasing the possibilities of new findings and analyses. Our preliminary outcomes show that there are common drivers and consequences of urban development within and across regions (e.g., the compactness of the built-up footprint influences or is related to household income, income inequality or GDP per capita in functional urban areas), indicating global trends. However, intra-urban variations should not be disregarded, since the high heterogeneity in terms of urban patterns and socio-economic factors existent within urban areas needs to be considered (Zhu et al., 2019; Lobo et al., 2020).

6.5. Conclusions

Monitoring the development of the built and natural elements in urban areas and the identification of their relationships with socio-economic-ecological processes allows for the comparison of these processes across regions. This will be beneficial for the elucidation of global development trends and will help in the design of more sustainable development policies. In this study, we quantified empirical and significant relationships between socio-economic-ecological indicators (income, inequality, GDP, employment rate and air quality) and spatio-temporal metrics describing the built and the natural environments. The latter were extracted from available geospatial databases in a multi-temporal manner. The spatial metrics represent the spatial organization of urban areas and LULC and their change over a period of time. They proved to be good descriptors of socio-economic and environmental processes in urban areas, tested in up to six hundred functional urban areas from 32 countries, reaching coefficients of determination varying from 32% to 68%.

Moreover, we identified the most important metrics for modeling socio-economic and environmental indicators: the compactness of built-up areas and their urban core are the spatial attributes that better relate to socio-economic
status. This could be used, for example, as a proxy of average household income in the analyzed FUAs. The concentration degree or built-up area relative to the center was important in all the models, especially for income inequality. Other relevant metrics were the dispersion index; the densification of growth and accessibility to roads, which quantify the urban growth spatial patterns in terms of their efficiency; and agricultural and low vegetation land cover densities and their change.

This first analysis aims to leverage the proliferation of long-term spatial and socio-economic databases in combination with machine learning methods, highlighting the high potential of open datasets for identifying general development growth trends in urban areas. The inclusion of more regions and higher resolution datasets will reinforce our observations. Since the availability of global datasets is an ongoing effort that many researchers and organizations are addressing, it will be feasible to identify more robust relationships in the near future at a global scale.
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Conclusions
7.1. Conclusions

Urban areas are environments of great interest since they are a critical part of global sustainability. Urban growth influences economic, social and environmental factors with a direct impact on inhabitants’ health and well-being. Despite the growing relevance of urban environments, they are still widely unknown systems. The study of urban areas requires multi-disciplinary approaches, at multiple levels, across regions and over time. In this dissertation we aimed at contributing to the study of urban environments by developing tools and methods to efficiently characterize and monitor urban areas and their growth patterns, as well as relating their physical and socio-economic characteristics using geospatial and statistical databases. We tested these methods in different regions across the world, at multiple levels, with diverse databases and scales, spatially and temporally. This dissertation contributes to the analysis of urban environments and led us to achieve significant conclusions that are summarized in this chapter.

IndiFrag is a software tool specifically developed to analyze and monitor urban environments based on spatio-temporal metrics from multi-temporal LULC databases. This software provides researchers and planners with a tool to extract spatial information from LULC maps that can be used to monitor the development of urban areas, evaluate their growth and make informed decisions. This software tool is freely available which, together with the growing availability of EO-data and LULC databases, increases its potential use by the scientific community. In fact, IndiFrag has recently been used in studies by other authors (e.g., González-Yebra et al., 2018; Pili et al., 2019; Trinder and Liu, 2020), which shows its short-term impact on urban and natural environmental research.

Spatio-temporal metrics can be used in a wide range of applications and applied to multiple geospatial datasets (e.g., LULC, LCZ and built-up maps); however, their interpretation varies according to the MMU, thematic legend, unit and level of analysis. For this reason, it is important that comparative analyses based on spatio-temporal metrics be consistent with these factors. For instance, regarding the level of analysis, metrics at the intra-urban level provide specific and spatially explicit information on land use growth patterns, opposite to metrics at the inter-urban level that provide smoother or averaged values but allow for the cross-comparison of urban areas. Despite these differences, multi-level analyses are complementary. Analysis at local level is useful to identify discrepancies in growth patterns and distinctive features within an urban area, evidencing internal variabilities, which is important due to the intrinsic heterogeneity of urban areas. The use of broader levels provides an overview of the current state and development of urban areas and allows
for their comparison across space, which is important to find similarities between urban areas worldwide or to compare their growth patterns. In this context, the scope of analysis plays an important role. While local levels are closer to the administrative units used in local urban planning, regional or national decision-making may also require broader level approaches. Therefore, the level of analysis must be carefully selected according to the aim of the study, being restricted by the availability of data.

The population and urban growing imbalance index (PUGI) proposed in this thesis complements the multi-temporal LULC analysis based only on spatio-temporal metrics. This index provides information about demographic dynamics and urban growth, the inequality of their evolution, as well as patterns of land consumption per capita and degree of sprawl. This is a valuable information missed with the solely use of spatial metrics, and it has been shown to be relevant to evaluate the sustainability of growth patterns. Besides, this index can be used to quantify the inequality between any pair of variables, such as residential and green areas growth imbalance, and combined with spatio-temporal metrics supports the evaluation of urban planning and policy measures, along with monitoring the implementation of measures towards the fulfillment of the SDGs.

There is a relation between the urban spatial structure in cities and their quality of life and sustainability. This was demonstrated in North-Rhine Westphalia (Germany) by means of spatial metrics applied to Local Climate Zone (LCZ) maps. The metrics explained the variability of education, health, living conditions, labor, and transport indicators at inter-city level by means of statistical models. Grouping cities according to their socio-economic similarities allowed us to identify four groups with similar levels of quality of life, showing common internal spatial patterns. This confirms that the spatial structure of cities influences the quality of life of their inhabitants, and vice versa, although does not completely define it. The proposed method is transferable to other geographic areas, levels and datasets, and can be used to extract more empirical evidences of these relationships between the spatial structure and the socio-economic performance in different and larger urban environments. This knowledge is crucial for urban planning, and worth it to be explored deeper in other geographic areas.

Regarding growth patterns, a small subset of significant spatio-temporal metrics is sufficient to identify a set of well-defined urban growth spatial patterns from LULC maps. The spatial attributes that best discriminated between expansive, compact, dispersed, road-based and leapfrog patterns were the densification, compactness and concentration of growth. These attributes can be quantified based on two metrics, the Area-weighted mean
standard distance (AWSD) and the Area-weighted mean expansion index (AWMEI). These metrics can be used for the early identification of growth patterns based on LULC databases, which is useful for planners to anticipate to the consequences of unsustainable growth patterns and planning cities accordingly. However, it should be highlighted that spatio-temporal metrics were influenced by the urban form, which introduces noise in the classification of growth spatial patterns. Therefore, new approaches to diminish this influence when working with spatio-temporal metrics derived from multi-temporal LULC databases are needed.

Despite the current limited availability of open LULC, geospatial and statistical databases, we demonstrated the relationships between the spatial structure of urban environments and their socio-economic performance at a semi-global level, and this can be quantified by means of spatio-temporal metrics extracted from open databases available worldwide and statistical models. We found relationships between income, inequality, GDP and air pollution indicators and spatio-temporal metrics of built-up areas in 32 countries. By means of random forest regression models the most explanatory metrics for modeling these indicators were identified. These spatio-temporal metrics can be further used as proxies of socio-economic indicators at global scale. The compactness of built-up areas is one of the most relevant spatial attributes in all the models created, providing useful information to analyze and compare urban environments on a global scale when socio-economic data is not available.

Modeling variations in socio-economic indicators over time by means of spatio-temporal metrics of built-up areas had certain limitations at a semi-global level. Modeling socio-economic change still remains a challenge because consistent multi-temporal socio-economic databases at a global scale are scarce. Nevertheless, changes in air quality and employment rate indicators were partially explained using the metrics. Overall, a semi-global and cross-comparative analysis underlines the potential of long-term spatial and socio-economic databases for identifying and monitoring urban growth patterns on a broad scale. The proposed method can be extended to a more complete sample of geographical areas as soon as new data become available, and new databases could be included to extract spatial characteristics to be easily incorporated for modeling socio-economic indicators at a global scale.

This thesis contributes to a broader and better understanding of urban environments, their growth patterns and their relationships with social, economic and environmental processes. In general, this dissertation generates valuable knowledge and new methods for monitoring and evaluating the sustainability of growth in urban and peri-urban areas. In this context and on the basis of our findings and proposed methods, the expected availability of
long-term and better resolved geospatial and socio-economic data will provide new evidences in this field, which will bring a deeper understanding of how urban areas function and evolve, both physically and socio-economically, as well as their interrelations. This is relevant information to successfully monitor urban areas, evaluate planning policies and obtain empirical evidences across the world that will help managers and decision-makers to plan cities and urban areas towards their sustainable development.

7.2. Future research

Future research could span in several directions. The methods proposed in this thesis for analyzing relationships between the spatial structure in urban areas and socio-economic indicators are transferable. Thus, the models could be replicated or performed in larger regions within different context (e.g., including urban areas in low-income countries), using several levels of analysis, MMU, dates and databases, as soon as new data become available. This is very likely to happen thanks to all the efforts made in recent years regarding the development of global geospatial databases using EO-data, as well as the increasing availability of statistical databases. New analyses based on these methods would reinforce our findings and provide new insights and evidences in other geographical contexts and for not yet explored socio-economic indicators.

Another research line to explore further is the multi-temporal analysis. We encountered limitations in modeling socio-economic changes based on spatio-temporal metrics derived from geospatial databases due to the lack of long-term geospatial and statistical data. In this sense, in Europe, the current development of the LULC Urban Atlas 2018 database (besides the 2006 and 2012 versions) and its close link to the City Statistics database from Eurostat, brings the opportunity to start developing multi-temporal models for a period of 12 years for more than 300 urban areas. This will provide more solid conclusions and new insights regarding the relationships between LULC change patterns and quality of life than the preliminary explored relationships carried out in this thesis for a limited period of 6 years, based on the availability of data (Sapena et al., 2016).

The recent trend in the development of global maps of multi-temporal built-up areas, introduced in Chapter 1, could open a line of work. These datasets might be used for classifying urban areas into different urban forms and growth spatial patterns at multiple levels and across different regions by means of spatio-temporal metrics derived from the multi-temporal built-up maps. Then, two different directions might be taken. First, the combination of spatio-
temporal information with indices such as the PUGI (if population data is available), and use it to explore the consequences of different growth pattern on social, economic and environmental variables, applying appropriate statistical methods. Second, sensitivity analyses with varying spatial units and the influence of urban forms on spatio-temporal metrics and in the identification of growth patterns could be further explored (e.g., the inclusion of a categorical variable or some quantitative metric in the classification process including information of urban forms).
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Appendix A

Edited version of:


**The IndiFrag tool: spatio-temporal metrics**

This appendix describes the software tool IndiFrag that has been developed as part of this thesis. IndiFrag collects spatio-temporal metrics from the literature and automatizes their computation in urban environments based on categorical maps (e.g., LULC maps). These metrics can be used for several applications, such as quantifying urban form, spatio-temporal patterns, urban growth, LULC change, and landscape ecology. The tool has been created to cover the main shortcomings from other existing tools in urban applications, which were presented in the introduction and summarized in Table 1.2. As a result of the first objective of this thesis, the tool has been used in all the analyses conducted, from chapter 3 to 6, and has been made freely available to the scientific community to extend its usage. The tool was presented and described in detail in Sapena and Ruiz (2015).
The tool is registered in the Patents and Software Catalog of the Universitat Politècnica de València since 2016, under the reference code R-18020-2016, and it can be downloaded from http://cgat.webs.upv.es/software/ with an open license for non-commercial purposes. The downloaded file is a zip with: (1) the ArcGIS ToolBox; (2) the extensive user guide in Spanish; (3) a short version in English; (4) tutorials; (5) the corresponding data necessary to perform the tutorials, and (6) a table describing the metrics. The tool was designed to be easily applied and as simple as possible, including a complete Help from ArcGIS describing all the options and metrics available in the ToolBox.

The tool is composed of three modules. The first module consists of the spatial analysis, where spatial metrics are computed for one-date categorical map; then, a sub-module calculates the differences between the spatial metrics computed independently from two categorical maps. The second module conducts the multi-temporal analysis, where metrics are directly extracted from two categorical maps from different dates. The third module creates geometric super-objects for analyses in several regions. There are four options: grids, hexagons, pies, and rings, based on Adamczyk and Tiede (2017). The appearance of the Toolbox and the spatial analysis window are shown in Figure A.1.

Figure A.1. Example of IndiFrag ToolBox modules and the window of the spatial analysis.
The IndiFrag tool: spatio-temporal metrics

Regarding the development of the tool, it encompasses all the functionalities necessary to suit the analyses of this thesis, but also aiming to be general and useful for additional applications beyond this thesis. Since its first publication, there were several updates, including new metrics and improving geo-processing functions. The main characteristics of IndiFrag are listed as follows:

> It works with any categorical map in vector format, which allows for using topological relations between cartographic objects. For example, it considers the spatial properties from two adjacent objects with the same class, which is not possible using raster data.

> Metrics are computed at three hierarchy levels: (i) the super-object level describes spatio-temporal relationships between objects from various classes within the individual boundaries of multiple regions. (e.g.: territorial units, grids, hexagons, etc.); (ii) the class level describes spatio-temporal relationships between a set of objects from the same class (e.g.: land use, land cover, habitat, etc.); and (iii) the object level describes spatio-temporal characteristics of each cartographic object, despite their class or super-object (e.g.: cadastral plot, building, etc.). Figure A.2 illustrates an example of the three levels.

> When a shapefile with super-objects is available, the analysis is conducted for several regions in the study area (Figure A.2, B). If not available, the study area is considered a super-object.

> The results are quantitative values stored in the input shapefiles and in a text file. Object and class level metrics are stored in the shapefile with the cartographic objects and class field. Super-object levels are stored in the super-object shapefile.

> IndiFrag includes more than fifty spatio-temporal metrics. First, spatial metrics are calculated for one-date categorical map, and metrics are divided into five semantic groups according to the spatial attributes they measure. The groups are: Area and perimeter, shape, aggregation, diversity, contrast, based on a previous classification from McGarigal et al (2012). Second, multi-temporal metrics are computed based on two categorical maps from different dates.

> A sub-module computes spatio-temporal metrics as the differences of spatial metrics for each class and super-object. The differences are stored in the attribute table of the super-objects, easing the mapping of spatial changes within a GIS software. If the sub-module is applied for one-date categorical map, the class level metrics are transferred to the super-object shapefile, which also facilitates the mapping of results.

> Specifically for large-scale categorical maps, when a class represents the road network, there is an option to remove the influence of roads.
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Figure A.2. Example of the input data in IndiFrag: (A) a LULC map in vector format for the study area; and optionally, (B) a shapefile with super-objects. Three hierarchy levels used for computing spatio-temporal metrics: (C) super-object level, where metrics are computed for each super-object independently, (D) class level, where metrics are computed for each class and super-object independently, and (E) object level, where metrics are calculated for each cartographic object (e.g., in light blue) without considering the super-object or their class.

in the contrast analyses. An example is shown in the contrast section (A.1.5).

- IndiFrag creates graphical outputs for some metrics to complement and enrich the interpretation of the results by means of maps and graphs.
- The multi-temporal module includes a LULC change analysis, creating LULC change matrices, mapping conversions between classes and identifying changed objects.
- A module creates geometric super-objects that can be used instead of territorial or administrative units. The options are: hexagons, grids, pie or rings.

It should be noted that not all of the functionalities and metrics described in this appendix are included in IndiFrag v.2.1, the version available at http://cgat.webs.upv.es/software/. All functionalities are included in a more
recent version, IndiFrag v.3.1, which is not yet available on the website, but will be published soon.

The following sections describe in detail the metrics included in IndiFrag. First, spatial metrics (mono-temporal) are organized by semantic groups and described. Second, multi-temporal metrics are described. Finally, Table A.1 summarizes all the metrics described.

A.1. Spatial metrics

Spatial metrics are mono-temporal indicators that convert spatial patterns into quantitative terms; quantify the spatial structure, configuration, and heterogeneity of landscapes by means of categorical maps at specific scales (Herold et al., 2005; Llausàs and Nogué, 2012).

A.1.1. Area and perimeter

This group collects metrics related to the size and perimeter of the objects, as well as their density. Area and perimeter are among the simplest spatial attributes, but they are very useful when assessing and comparing super-objects.

A.1.1.1. Area (Area)

It represents the extent of a surface. It is computed at three levels: for every single object (m$^2$), for all the objects within a class (km$^2$) and for the super-object itself (km$^2$). This is a basic metric used as input in several spatio-temporal metrics.

A.1.1.2. Perimeter (Perim)

It represents the line that shapes the boundary of an object. It is computed at three levels: for every single object (m), for all the objects within a class (km) and for the entire super-object itself (km). It does not consider boundary duplicity, when two objects are adjacent only the common edge is considered. This is a basic metric used as input in several spatio-temporal metrics.

A.1.1.3. Total perimeter (PerimT)

It considers the perimeter of the super-object plus the sum of the perimeter of the objects, without duplication of boundaries (McGarigal et al., 2012). This metric is computed at the super-object level (km$^2$).

A.1.1.4. Urban density (DU)

Ratio between the total urban area (combining urban classes) and the super-object area (%); it measures the percentage of urbanization (Romano et al.,
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2010; Colaninno et al., 2011b). It is computed at the super-object level.

\[ DU = \frac{A_u}{A_T} \]  

(A.1)

\( A_u \)= total area of urban objects (m²)
\( A_T \)= total area of the super-object (m²)

A.1.1.5. Class density \((DC)\)

Ratio between a class area and the super-object area (%), it quantifies the percentage of the super-object occupied by each class. It is computed at the class level.

\[ DC = \sum_{i=1}^{n} \left( \frac{A_i}{A_T} \right) \]  

(A.2)

\( A_i \)= area of the object \( i \) from a class (m²)
\( n \)= number of objects in the class.

A.1.1.6. Road density \((D_{road})\)

Ratio between the total length of roads in meters and the super-object area in km² (m/km²). It is computed at the super-object level.

\[ D_{road} = \sum_{i=1}^{nr} \left( \frac{L_i}{A_T} \right) \]  

(A.3)

\( L_i \)= length of the road segment \( i \) (m)
\( nr \)= number of roads segments in the super-object.

A.1.1.7. Mean object size \((MS)\)

It equals the average of the size of the objects from a class or super-object (m²) (Irwin and Bockstael, 2007). It is computed at the class and the super-object levels.

\[ MS = \frac{\sum_{i=1}^{n} (A_i)}{n} \]  

(A.4)

\( A_i \)= area of the object \( i \) from a class/super-object (m²)
\( n \)= number of objects in the class/super-object.

A.1.1.8. Edge density \((ED)\)
It equals the sum of the perimeter of the objects from a class or super-object (without duplication of boundaries) divided by the area of the super-object \( \text{m}/\text{m}^2 \) (Herold et al., 2002; McGarigal et al., 2012). It is computed at the class and super-object levels.

\[
\text{ED} = \frac{\sum_{i=1}^{n} (P_i)}{A_T} \tag{A.5}
\]

\( P_i = \) perimeter of the object \( i \) from a class/super-object \( \text{m} \)

A.1.1.9. **Area-weighted mean urban fragmentation index (AWUFI)**

It evaluates the fragmentation due to the presence of urban areas in natural landscapes. It is weighted by the area of super-objects in the study area in order to perform comparisons between the fragmentation values (Astiaso et al., 2013; Romano 2002; Romano and Tamburini, 2006). It is computed at the super-object level. When there is only one super-object the weighted value will be the same as the non-weighted one. The obstruction coefficient has to be established for each class. Some examples are:

- **High obstruction coefficient** \( (O_c = 1) \): industrial, commercial, road, rail networks, airports; construction sites classes.
- **Medium-high obstruction coefficient** \( (O_c = 0.8) \): continuous urban fabric classes, high-dense residential classes.
- **Medium obstruction coefficient** \( (O_c = 0.6) \): discontinuous urban fabric, low-dense residential classes.
- **Low obstruction coefficient** \( (O_c = 0.4) \): green urban areas, sport and leisure facilities classes.

\[
UFI_i = \frac{\sum_{i=1}^{m} (L_{\text{max}} \cdot \sum_{i=1}^{n} (A_i) \cdot O_c)}{A_{Ti}} \tag{A.6}
\]

\[
\text{AWUFI}_i = \frac{\sum_{i=1}^{n} (UFI_i \cdot A_{Ti})}{\sum_{i=1}^{n} (A_{Ti})} \tag{A.7}
\]

\( A_{Ti} = \) area of the super-object \( i \) in the study area \( \text{m}^2 \).

\( L_{\text{max}} = \) maximum length of the object from the class analyzed in the super-object \( i \) \( \text{m} \).

\( O_c = \) obstruction coefficient of the class analyzed.

\( m = \) number of classes in the super-object \( i \).

\( n_s = \) number of super-object in the study area.
A.1.1.10. Porosity (P)

It measures the total ratio of open spaces in a class compared to the class area (%) It is the percentage of holes in a class and measures discontinuity (Reis et al., 2015). It is computed at the class level.

\[
P = \frac{\sum_{h=1}^{n_h} (A_h)}{\sum_{i=1}^{n_i} (A_i)} \cdot 100
\]  

(A.8)

\(A_h\) = area of the hole within a class (m\(^2\)).

\(n_h\) = number of holes in the class.

A.1.1.11. Urban porosity (PU)

It has the same formula as (A.8) for urban classes. It is computed at the super-object level (%).

A.1.1.12. Largest object index (LOI)

It represents the percentage of a class that is represented by the largest object. It ranges from 0 to 100 (%) (McGarigal et al., 2012). It is computed at the class level. This metric can also be computed for the largest urban core (L\(_{UC}\)). The urban core is defined based on the urban morphological zone definition of the EEA (2014) as a set of urban elements within a distance of 200 m.

\[
LOI = \frac{A_{max}}{\sum_{i=1}^{n} (A_i)} \cdot 100
\]  

(A.9)

\(A_{max}\) = area of the largest object in a class or the largest urban core (m\(^2\)).

A.1.1.13. Second largest object index (SLOI)

It represents the percentage of the class that is represented by the second largest object following the same equation as (A.9) (%). It is computed at the class level. It can be also computed for the second largest urban core (SL\(_{UC}\)).

\[
SLOI = \frac{A_{2nd\ max}}{\sum_{i=1}^{n} (A_i)} \cdot 100
\]  

(A.10)

\(A_{2nd\ max}\) = area of the second largest object in a class or the second largest urban core (m\(^2\)).

A.1.2. Shape

This group represents a collection of metrics that quantify the shape of objects. The interaction between the shape of an object and its size has great influence
in the internal processes of the class and the super-object. The shape is an attribute that provides information about the morphology of the objects.

**A.1.2.1. Boundary dimension (Dim\(_B\))**

It represents the relationship between the object area and the perimeter and measures complexity and homogeneity of the shape of the objects at the class level (Wu et al., 2013). It computes a minimum quadratic adjustment of the distribution of the objects, using the area and perimeter as variables, and being C a constant (A.11). Dim\(_B\) gives the boundary dimension by means of the slope of the linear function (Figure A.3). The value varies between one and two, the larger the number the more complex and heterogeneous the shapes of the objects within a class. This metric, generates graphical outputs with one plot per class with the linear function, where the slope of the line (in red) is the value of Dim\(_B\).

\[
\ln(A_i) = \frac{2}{\text{Dim}_B} \cdot \ln(P_i) + \ln(C) \tag{A.11}
\]

Figure A.3. Example of the distribution of each object (blue points) from a class based on the logarithm of the area (Y-axis) and perimeter (X-axis). It shows the Dim\(_B\) for the Residential and Green urban areas classes in a super-object (left). The plots on the right are graphical outputs from IndiFrag when Dim\(_B\) is computed.

**A.1.2.2. Fractal dimension (FD)**

Normalized shape index based on perimeter-area relationships, where the perimeter and area are transformed with logarithm. It can be computed at the three levels. At class or super-object levels, it consists of the sum of all objects within a class or a super-object (Frenkel and Ashkenazi, 2008; Gong et al., 2013; Herold et al., 2002; McGarigal et al., 2012).

\[
\text{FD}_O = \frac{2 \cdot \ln(0.25 \cdot P_i)}{\ln(A_i)}; \quad \text{FD}_{C,SO} = \sum_{i=1}^{n} \frac{2 \cdot \ln(0.25 \cdot P_i)}{\ln(A_i)} \tag{A.12}
\]
where object level (O), class level (C), and super-object level (SO).

A.1.2.3. Area-weighted mean fractal dimension (AWFD)

It equals the area-weighted-mean fractal dimension for the objects in a class. It is computed at the class level (Gong et al., 2013; Herold et al., 2002; McGarigal et al., 2012).

\[
AWFD = \sum_{i=1}^{n} \left[ \left( \frac{2 \cdot \ln(0.25 \cdot P_i)}{\ln(A_i)} \right) \cdot \left( \frac{A_i}{\sum_{i=1}^{n} A_i} \right) \right]
\]  

(A.13)

A.1.2.4. Shape index (SI)

Perimeter-area normalized ratio of the shape of objects. The shape is compared to a square with the same size (Frenkel and Ashkenazi, 2008; Jiang et al., 2007; McGarigal et al., 2012). It can be computed at the three levels.

\[
SI_O = \frac{0.25 \cdot P_i}{\sqrt{A_i}}; \quad SI_{C,SO} = \sum_{i=1}^{n} \frac{0.25 \cdot P_i}{\sqrt{A_i}}
\]  

(A.14)

A.1.2.5. Perimeter-area mean ratio (PAR)

It is a perimeter-area ratio of objects. It measures how the perimeter of an object increases per unit area (Irwin and Bockstael, 2007; McGarigal et al., 2012). It can be computed at the three levels.

\[
PAR_O = \frac{P_i}{A_i}; \quad PAR_{C,SO} = \frac{\sum_{i=1}^{n} P_i}{\sum_{i=1}^{n} A_i}
\]  

(A.15)

A.1.2.6. Elongation ratio (ER)

It quantifies the elongation of the largest object in a class. This metric is commonly used in hydrology (Schummm, 1956), it measures the elongation of the largest object by dividing the diameter of the circumference with the same area as the object by the largest side of the object. It ranges from 0-1. Closer values to zero show elongated shapes. It is computed at the class level.

\[
ER = \frac{2 \cdot \sqrt{\frac{A_{max}}{\pi}}}{L_{max}}
\]  

(A.16)

\(L_{max}\) = length of the largest side from the boundary box covering the largest object from a class (m).

A.1.3. Aggregation
This group represents a collection of metrics that show the tendency of objects to aggregate spatially, showing the spatial structure of a region. The term aggregation encompasses other concepts such as dispersion, subdivision and fragmentation.

A.1.3.1. Number of objects (NOb)

Number of objects in a class or super-object. If available, road class objects are not counted.

A.1.3.2. Object density (DO)

Number of objects divided by the area of the super-object at the class and super-object levels. It measures the number of objects by unit area (Gong et al., 2013; Herold et al., 2002; Irwin and Bockstael, 2007; McGarigal et al., 2012). The higher the value, the denser.

\[ \text{DO} = \frac{n}{A_T} \]  
(A.17)

A.1.3.3. Leapfrog (LPF)

Ratio between the total area of isolated objects from a class (i.e., objects located separately at a distance from the rest of objects of a class) and the area of the class (%) (Frenkel and Ashkenazi, 2008). It quantifies the percentage of isolated objects in class. It is computed at the class level.

\[ \text{LPF} = \frac{A_{\text{out}}}{\sum_{i=1}^{n}(A_i)} \]  
(A.18)

\( A_{\text{out}} = \) area of isolated objects of a class (m²)  
\( A_i = \) area of the object i from a class (m²)

A.1.3.4. Area-weighted mean standard distance (AWSD)

It measures the degree to which objects of a class are concentrated around their centroid. It equals the average of the distances from objects to the centroid in a super-object (km) (Colaninno et al., 2011a). It is computed at the class and super-object levels. Low values show a concentrated distribution of objects and thus centrality, while high values show disaggregation.

It can be normalized by the shape and size of the super-object by means of the maximum distance of a regular grid with the same area as the super-object to the centroid, the normalized index ranges from 0 to 100 (%).
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\[
AWSD = \sqrt{\left( \frac{\sum_{i=1}^{n} (A_i \cdot (x_i - \bar{x})^2)}{A_T} \right) + \left( \frac{\sum_{i=1}^{n} (A_i \cdot (y_i - \bar{y})^2)}{A_T} \right)} \tag{A.19}
\]

\[
AWSD_N = \frac{AWSD}{SD_{\text{max}}} \cdot 100 \tag{A.20}
\]

\(x_i, y_i\) = coordinates of the centroid of an object i (m)

\(\bar{x}, \bar{y}\) = coordinates of the centroid of objects from a class/super-object (m)

\(SD_{\text{max}}\) = maximum Standard distance, computed based on a grid covering the same area as the super-object.

A.1.3.5. Euclidean nearest neighbor mean distance (ENND)

It quantifies object isolation by measuring the average distance between nearest objects from a class in a super-object (m), it is computed at the class level (Gong et al., 2013; McGarigal et al., 2012). Higher distances show more isolation.

\[
ENND = \frac{\sum_{i=1}^{n} (D_{ij})}{n} \tag{A.21}
\]

\(D_{ij}\) = distance between an object i and its nearest object j (from boundary to boundary) of the same class (m).

A.1.3.6. Effective mesh size (EMS)

It represents the size of the objects when the class or super-object are divided into n areas with the same degree of the class or super-object division (km²). It measures the probability that two random points in an area are connected to each other (EEA, 2011; Jaeger, 2000; McGarigal et al., 2012).

\[
EMS = \frac{\sum_{i=1}^{n} (A_i^2)}{A_T} \tag{A.22}
\]

A.1.3.7. Cohesion (COHE)

It measures the physical connectivity of the objects at the class or super-object levels (Congalton, 2013; McGarigal et al., 2012). It value is higher when objects are more aggregated.
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\[ \text{COHE} = \frac{1 - \left( \frac{\sum_{i=1}^{n}(P_i)}{\sum_{i=1}^{n}(P_i \cdot \sqrt{A_i})} \right)}{1 - \left( \frac{1}{\sqrt{A_T}} \right)} \]  

(A.23)

A.1.3.8. Splitting index (SPL)

It represents the number of objects when dividing the class or super-object into equal parts, with the same degree of class or super-object division (Jaeger, 2000; McGarigal et al., 2012). It is computed at the class and super-object levels. It equals one when there is only one object, its value increases when smaller objects are subdividing the class or super-object into smaller and fragmented parts.

\[ \text{SPL} = \frac{A_T^2}{\sum_{i=1}^{n}(A_i^2)} \]  

(A.24)

A.1.3.9. Coherence degree (CD)

It represents the probability for two points to be in the same object in a class or super-object. It is computed at the class and super-object levels (Jaeger, 2000; McGarigal et al., 2012).

\[ \text{CD} = \sum_{i=1}^{n} \left( \frac{A_i}{A_T} \right)^2 \]  

(A.25)

A.1.3.10. Radius dimension (Dim\(_R\))

It measures the centrality of a class. It describes the radial spatial distribution and variation of objects around a designated center point, reflecting the centrality of objects. It shows a cumulative or diffuse distribution of the objects with respect to the given point. It is defined by the total area of the objects within a class by equidistant radius, and represents the density change of a particular class based on the distance to a center. The radius is a set of equidistant circumferences centered at the given center. It is computed by performing a minimum quadratic adjustment of the objects (using the class area within a radius and the radius as variables) where the Dim\(_R\) is obtained from the slope of the regression line (Wu et al., 2013). This metric generates a graphical output with the values of the class area in ring (Y-axis) and the radius of the equidistant ring (X-axis). The Dim\(_R\) is the inverse of the slope of the line in red (Figure A.4).

\[ \ln A_c(r) = \text{Dim}_R \cdot \ln(r) + \ln(C) \]  

(A.26)

\[ \ln A_c(r) = \text{Dim}_R \cdot \ln(r) + \ln(C) \]
r = radius from the center point.

A_c(r) = area of the class within the circumference with radius r (m^2).

Figure A.4. Example of the distribution of each class based on the logarithm of the area and radius to the centroid, using as distance 100 m, it shows the Dim_r for the Agricultural and Commercial classes on a super-object (left). The plots on the right are outputs of IndiFrag when Dim_r is computed.

A.1.3.11. Class compactness (C)

This metric measures the compactness of the objects in a class (Zhang et al., 2016). High values show more compact class. The value ranges from 0 to 100, being 100 a circumference (%). It is computed at the class level.

\[ C = \frac{2 \cdot \sqrt{\pi} \cdot \sum_{i=1}^{n} (A_i)}{\sum_{i=1}^{n} (P_i)} \cdot 100 \]  \hspace{1cm} (A.27)

A.1.3.12. Urban compactness (CU)

It is the compact degree of the urban cover, similar to (A.27) but accounting only for urban objects. It is computed at the super-object level. High values indicate a regular shape of the urban cover. The value ranges from 0 to 100, being 100 a circumference (%).

\[ CU = \frac{2 \cdot \sqrt{\pi} \cdot A_U}{P_U} \cdot 100 \]  \hspace{1cm} (A.28)

A_U = Area of the urban cover (m^2).

P_U = perimeter of the urban cover (m).

A.1.3.13. Dispersion index (DI)

Taubenböck et al. (2014) proposed the dispersion index as a function of the number of objects (Nob) and the largest object (A.9). If a class in the super-object is represented by one single coalescent object, it represents a compact
class. If a class has the maximum possible number of individual objects, the class would be the most dispersed. It is computed at the class level.

\[ \text{Nob}_N = \frac{\text{NOb}-1}{\text{NOb}_{\text{max}}-1} \times 100 \quad (A.29) \]

\[ \text{DI} = \frac{\text{Nob}_N+(100-\text{LOI})}{2} \quad (A.30) \]

\( \text{NOb}_{\text{max}} \) = maximum number of possible objects in the class. When data come from vector format, it equals the area of the class divided by the minimum mapping unit. If data come from raster, it is the total number of pixels of the class.

**A.1.4. Diversity**

This group of metrics quantifies the diversity of classes within a super-object. It describes the internal composition of the super-object without the influence of the spatial configuration of the objects. Diversity has two components, richness, which refers to the number of classes present in the super-object, and uniformity, which refers to the distribution of classes in a super-object.

**A.1.4.1. Number of classes \((Ncl)\)**

It counts the total number of classes in the super-object.

**A.1.4.2. Shannon diversity \((DSHAN)\)**

It measures the diversity of classes in a super-object computed by the total number of classes and the percentages of the super-object covered by each class. Higher values show more diversity. It equals minus the sum of the proportional abundance of each class multiplied by that proportion (Colaninno et al., 2011; McGarigal et al., 2012). It is computed at the super-object level.

\[ \text{DSHAN} = - \sum_{i=1}^{m} [P \cdot \ln(P)] \quad (A.31) \]

\( P \) = percentage of the super-object occupied by a class \( i (A_i/A_T) \) (%)

**A.1.4.3. Shannon evenness \((USHAN)\)**

It measures the number of classes in a super-object and their relative percentages. It is calculated by dividing the DSHAN by its maximum value (McGarigal et al., 2012, Romano et al., 2010). It is computed at the super-object level.
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$$\text{USHAN} = -\sum_{i=1}^{m}(P\ln(P)) / \ln(m)$$  \hspace{1cm} (A.32)

$m =$ number of classes in the super-object.

A.1.4.4. Simpson diversity (SIMP)

It represents the probability that two objects selected randomly belong to different classes. It is close to zero when the distribution of areas among classes is uneven or there is only one class. It is one when the distribution of the areas of the classes is more even (McGarigal et al., 2012), computed at the super-object level.

$$\text{SIMP} = 1 - \sum_{i=1}^{m}(P^2)$$  \hspace{1cm} (A.33)

A.1.4.5. Density-diversity (DD)

It quantifies the diversity and uniformity of classes. Unlike DSHAN, it increases as the distribution of classes becomes more uniform, instead of with the total number of classes, i.e.: it prioritizes uniformity. It can be calculated at class level or super-object level. At the class level it measures the division of a class area with respect to the class area in a super-object. At the super-object level, it equals the sum of the areas of each class divided by the area of the most representative class (i.e., the class with largest area) (Batty et al., 2004; Escolano, 2009)

$$\text{DD} = \sum_{i=1}^{m} \left( \frac{\sum_{i=1}^{n}(A_i)}{\max(\sum_{i=1}^{n}(A_i))} \right)$$  \hspace{1cm} (A.34)

A.1.4.6. Relative functional fragmentation index (RFFI)

It measures the level of functional fragmentation in a super-object by means of the ratio between the total number of classes in the super-object and the total number of classes in the study area (Marinescu and Avram, 2012). It is computed at the super-object level.

$$\text{RFFI} = \frac{(R_v-m)}{(R_v-1)}$$  \hspace{1cm} (A.35)

$R_v =$ number of classes in the total study area beyond the study area (having into account all the classes from all the super-objects).

A.1.4.7. Absolute functional fragmentation index (AFFI)
It represents the ratio between the super-object perimeter and the sum of the perimeters for each class (Marinescu and Avram, 2012). It measures the level of functional and structural integration within the perimeter of the super-object.

\[ \text{AFFI} = \frac{P_T}{\sum_{i=1}^{m} (\sum_{i=1}^{n} (P_i))} \]  
(A.36)

\( P_T \) = perimeter of the super-object (m).

**A.1.5. Contrast**

This group quantifies the differences between adjacent or continuous objects from different classes within a super-object. The contrast between the objects and their neighbor objects can influence internal processes within the super-object.

**A.1.5.1. Boundary contrast ratio (BCR)**

It equals the sum of the segment lengths of an object adjacent to an object from a different class, divided by the perimeter of the object (Irwin and Bockstael, 2007; McGarigal et al., 2012). It ranges between zero and one, being zero when the object is contiguous to objects from the same class, and one when the entire perimeter of the object is shared with objects from other classes.

\[ \text{BCR} = \frac{l_{i,j}}{P_i} \]  
(A.37)

\( l_{i,j} \) = length of the edges shared between two objects from different classes \( i \) \( j \) (m). At class or super-object level equals the sum of the total lengths (m).

For those categorical maps with a class assigned to the roads, an optional functionality has been included that “removes” the influence of the roads in the contiguity analysis between objects. The algorithm detects the axes of the roads and increases the size of the surrounding objects to these axis, and then analyzes the \( l_{i,j} \) based on the extended objects for each class (Figure A.5).
Figure A.5. Example of the optional removal of the road class for computing the contrast ratio between classes. The example on the left is an original LULC map, on the right the extended objects are shown after removing the roads.

A.2. Spatio-temporal metrics

The extraction of spatial metrics at different dates allows for the analysis of changes in terms of the variation of spatial distribution and urban morphology. In order to complement the temporal analysis, IndiFrag includes a set of multi-temporal metrics from the literature that directly measure changes from two categorical maps (Sapena and Ruiz, 2015b). Therefore, there are two sets of metrics in the spatio-temporal analysis, those obtained as the difference of the spatial metrics extracted independently from two maps (equations (3.1) to (A.37)), and metrics extracted simultaneously from two maps (equations (A.39) to (A.49)).

A.2.1. Difference between spatial metrics

IndiFrag v.3.1 includes a sub-module where the difference between the spatial metrics, previously computed for two categorical maps, is calculated straightforward. The differences for each metrics by class are stored in the super-object attribute table, facilitating the creation of maps in GIS software.

A.2.2. Multi-temporal metrics

A.2.2.1. Land use change development (LUC)

Ratio of change of the percentages of class areas weighted by their exploitation degree between two dates (Pan et al., 2011). It is computed at the super-object level. When LUC is greater than zero the super-object is in a state of development, when this is negative it is in a process of readjustment or underdevelopment.
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\[ \text{LUD} = \sum_{i=1}^{n} (E \cdot P) \cdot 100 \]  
\[ \text{LUC} = \frac{\text{LUD}_{t2} - \text{LUD}_{t1}}{\text{LUD}_{t1}} \]

\( E = \) exploitation degree of the class, where: \( E=1 \) barren or unused land; \( E=2 \) forest, water, grass; \( E=3 \) agricultural land; and \( E=4 \) urban, mine, roads, etc.

\( P = \) proportion of the super-object occupied by class \( i \) \( (A_i / A_T) \) (%)

A.2.2.2. Change proportion (CP)

The ratio represents the change of a class with respect to the size of the super-object. It is useful to assess the relative area of change for the different classes, showing their expansion intensity (Yin et al., 2011). It is computed at the class level.

\[ \text{CP} = \frac{A_{t2} - A_{t1}}{A_T} \cdot 100 \]  

\( A_{t1} = \) area of a class in the first date \( (m^2) \)

\( A_{t2} = \) area of a class in the second date \( (m^2) \)

A.2.2.3. Landscape expansion index (LEI)

Liu et al. (2010) proposed several indices to quantify urban dynamics, and they were slightly modified and implemented in IndiFrag. First, the objects are classified in two types: new developed objects and old objects. Objects that existed in both times are old, while those that did not exist in the first time are new. Subsequently, new objects are classified in three growth types: infilling, edge-expansion, and outlying (Liu et al., 2010; Sun et al., 2013; Wilson et al., 2003). For the classification, we used the ratio between the length of the common edge between the new and old neighboring objects and the perimeter of the new object (Figure A.1).

\[ \text{LEI} = \frac{l_w}{P_w} \cdot 100 \]  

\( l_w = \) length of the edge between a new object and old neighboring object (m).

\( P_w = \) perimeter of a new object (m).

It ranges from 0 to 100, where:

- Infilling growth: \( 100 \geq \text{LEI} > 50 \)
- Edge-expansion growth: \( 50 \geq \text{LEI} > 0 \)
- Outlying growth: \( \text{LEI} = 0 \).

The index is computed at the object level, and statistics and graphical outputs are created at the class level (Figure A. 6).

**A.2.2.4. Mean expansion index (MEI)**

It equals to the average of the LEI of all new objects in a class (Liu et al., 2010; Sun et al., 2013; Wilson et al., 2003). It is computed at the class level.

\[
\text{MEI} = \frac{\sum_{w=1}^{nw} \text{LEI}_w}{nw}
\]  

(A.42)

\( nw = \) number of new objects

**A.2.2.5. Area-weighted mean expansion index (AWMEI)**

It equals to the area-weighted sum across all new objects of a class. It
quantifies the aggregation properties of the objects within a class (Liu et al., 2010; Sun et al., 2013; Wilson et al., 2003). It is computed at the class level. A high value of AWMEI indicates a densification and adjacency of growth, and therefore a compacted pattern of the urban growth, while a low value represents a scattered trend.

\[
\text{AWMEI} = \sum_{w=1}^{n_w} \left( \text{LEI}_w \cdot \frac{A_w}{A_{TW}} \right)
\]

(A.43)

\( A_w \) = area of a new object (m²).

\( A_{TW} \) = total area of the new objects from a class (m²).

A.2.2.6. Area new (\( A_{\text{new}} \))

Total area of new objects from a class (km²), computed at the class level.

A.2.2.7. Area Infilling (\( A_{\text{in}} \))

Total area of new objects from a class with infilling growth type (km²), computed at the class level.

A.2.2.8. Area edge-expansion (\( A_{\text{exp}} \))

Total area of new objects from a class with edge-expansive growth type (km²), computed at the class level.

A.2.2.9. Area outlying (\( A_{\text{out}} \))

Total area of new objects from a class with outlying growth type (km²), computed at the class level.

A.2.2.10. Change rate (CR)

This index measures the dynamic characteristics of urban expansion, is calculated for the class level and is used to study the change over a period of time. It is calculated considering that the change is not constant in time (% (Malaviya et al., 2010).

\[
\text{RC} = \frac{1}{(t_2-t_1)} \cdot \ln\left( \frac{A_{t_2}}{A_{t_1}} \right) \cdot 100
\]

(A.44)

\( (t_2-t_1) \) = number of years between the two datasets

A.2.2.11. Change area (A)

The area of change is the total area of a class changed in a period of time (gain or loss in km²) (Tian et al., 2014), computed at the class level.
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\[ A_c = A_{t2} - A_{t1} \]  \hspace{1cm} (A.45)

A.2.2.12. Change area ratio (Ar)

It represents the area of change per year. This gives a value of the rate of change in km² per year for each class (Tian et al., 2014), computed at the class level.

\[ A_r = \frac{A_c}{t_2 - t_1} \]  \hspace{1cm} (A.46)

A.2.2.13. Urban change ratio (UCR)

Proportion of growth by class relative to the area at the first date (%), computed at the class level.

\[ UCR = \frac{A_{t2} - A_{t1}}{A_{t1}} \cdot 100 \]  \hspace{1cm} (A.47)

A.2.2.14. Area-weighted mean accessibility index (AWMAI)

It quantifies the accessibility of new objects of a class when data from the road network is available. It measures the inversed area-weighted-mean distance from new objects of a class to the closest road (%). Higher values show more accessibility with closer objects to the roads, while lower values show more isolation. It is computed at the class level.

\[
AWMAI = \sum_{w=1}^{nw} \left( \frac{A_w}{(D_w^R+1) \cdot A_{TW}} \right) \cdot 100
\]  \hspace{1cm} (A.48)

\( (D_w^R+1) \) = distance between a new object \( w \) from a class to the closest road. The unit is summed to avoid that objects adjacent to a road with a distance of zero create an undefined function.

A.2.2.15. Disaggregation index (DIS)

It measures the extent to which growth occurs at a significant distance from existing objects from the same class (m). The higher the value, the more spread and isolated distribution the new objects. A value close to zero will show aggregated growth (Reis et al., 2015). It is computed at the class level.

\[
DIS = \sum_{w=1}^{nw} \left( \frac{D_w^{old}}{nw} \right)
\]  \hspace{1cm} (A.49)

\( D_w^{old} \) = distance between a new object and the closest old object from the same class (m)
A.2.2.16. Centroid displacement (CNT)

In an attempt to characterize the evolution of urban expansion, Jing and Jianzhong (2011) proposed to measure the city center coordinate displacement (CNT). This metric represents the tendency of aggregation of a class with respect to the geometric center and its displacement. Thus, the distance between the two geometric centroids in two dates is computed (m). It is computed at the class level.

\[
\text{CNT} = \sqrt{(x_{t2} - x_{t1})^2 + (y_{t2} - y_{t1})^2}
\]

(A.50)

\(x_{t1}, y_{t1}\) = coordinates of the class center in the first dates

\(x_{t2}, y_{t2}\) = coordinates of the class center in the second dates

A.2.2.17. Concentric circle

The concentric circle analysis creates a graphical output used to quantify the spatial distribution of growth by class in the study area, without considering the super-objects (Figure A.7). It measures the area of a class in two dates based on several distances to a given point considered the center of the data (Yin et al., 2011). The equidistance of concentric circles can be established depending on the scale and size of the study area, and the center is introduced as an input parameter in IndiFrag.

Figure A.7. Global concentric ring growth analysis. Example of the growth of a class according to the distance to the center. This plot is created by the tool for each class.

A.2.2.18. Sector analysis

The sector analysis creates a graphical output used to quantify the spatial
distribution of growth by class in the study area, without considering the super-objects (Figure A.8). It measures the area of a class in two dates based on 16 sectors with angles of 22.5 degrees, measuring the change at different orientations with respect to the center point (Yin et al., 2011).

Figure A.8. Sector growth analysis. Example of the growth of a class according to the orientation of change. This plot is created by the tool for each class.

A.2.2.19. LULC change analysis

A land-use/land-cover change analysis is conducted using two categorical maps. This analysis is done at different levels. At the object level, the class at each date is stored and objects are classified as change/no-change, which allows for the creation of great detail change maps (Figure A.9). At the class and super-object levels, the total area of change and no-change per class and super-object are calculated. The output is a shapefile with the objects and their changes, as well as two change matrices with the summary of the changes per class and super-object (Figure A.10).
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Figure A.9. Example of LULC change map at the object level.

Figure A.10. Example of a change matrix table at the class level (Class_t1 and Class_t2) and super-object level (NAME).
Table A.1. IndiFrag v3.1 Description of spatio-temporal metrics included in IndiFrag software tool. Categorised in groups: Area and perimeter, shape, aggregation, diversity, contrast and multi-temporal. The group, name, formula, definition, units, reference and level are reported, where O means object level, Cl class level and SO super-object level. Acronyms of formulas are below the table.

<table>
<thead>
<tr>
<th>Eq.</th>
<th>Name</th>
<th>Formula</th>
<th>Definition</th>
<th>Unit</th>
<th>Reference</th>
<th>Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Area and perimeter</td>
<td>Area</td>
<td>Area</td>
<td>Area of the object, class or super-object</td>
<td>m²</td>
<td>-</td>
<td>O, Cl, SO</td>
</tr>
<tr>
<td></td>
<td>Perimeter</td>
<td>Perimeter</td>
<td>Perimeter of the object, class or super-object (without boundary duplicity)</td>
<td>m</td>
<td>-</td>
<td>O, Cl, SO</td>
</tr>
<tr>
<td></td>
<td>Total perimeter</td>
<td>PerimT</td>
<td>Perimeter of the super-object plus the total perimeter of the objects (without boundary duplicity)</td>
<td>km</td>
<td>-</td>
<td>SO</td>
</tr>
<tr>
<td>(A.1) Urban density</td>
<td>DU</td>
<td>$\frac{A_u}{A_T}$</td>
<td>Ratio between urban area and super-object area</td>
<td>%</td>
<td>Romano et al., 2006</td>
<td>SO</td>
</tr>
<tr>
<td>(A.2) Class density</td>
<td>DC</td>
<td>$\frac{\sum_{i=1}^{n} (A_i)}{A_T}$</td>
<td>Ratio between a class area and super-object area</td>
<td>%</td>
<td>-</td>
<td>Cl</td>
</tr>
<tr>
<td>(A.3) Road density</td>
<td>Droad</td>
<td>$\frac{\sum_{i=1}^{n} (L_i)}{A_T}$</td>
<td>Ratio between the total length of roads in meters and super-object area</td>
<td>m/km²</td>
<td>-</td>
<td>SO</td>
</tr>
<tr>
<td>(A.4) Object mean size</td>
<td>MS</td>
<td>$\frac{\sum_{i=1}^{n} (A_i)}{n}$</td>
<td>Equals the average of the size of the objects from a class or super-object</td>
<td>m²</td>
<td>Irwin y Bockstael, 2007</td>
<td>Cl, SO</td>
</tr>
<tr>
<td>(A.5) Edge density</td>
<td>ED</td>
<td>$\frac{\sum_{i=1}^{n} (P_i)}{A_T}$</td>
<td>Equals the sum of the perimeter of the objects from a class or super-object divided by the area of the super-object</td>
<td>m/m²</td>
<td>Herold et al., 2002; McGarigal et al., 2012</td>
<td>Cl, SO</td>
</tr>
<tr>
<td>(A.6) Area-weighted mean urban fragmentation index</td>
<td>AWUFI</td>
<td>$\frac{\sum_{i=1}^{n} (UFI_i \cdot A_{Ti})}{\sum_{i=1}^{n} (A_{Ti})}$</td>
<td>Evaluates the habitat fragmentation due to the presence of urban areas, it is weighted by SO area in order to perform comparisons between the fragmentation values</td>
<td>None</td>
<td>Astiaso et al., 2013; Romano 2002; Romano and Tamburini, 2006</td>
<td>SO</td>
</tr>
<tr>
<td>(A.7) Largest object index</td>
<td>LOI</td>
<td>$\frac{A_{max}}{\sum_{i=1}^{n} (A_i)} \cdot 100$</td>
<td>Percentage of a class that represents the largest object.</td>
<td>%</td>
<td>(McGarigal et al., 2012)</td>
<td>Cl</td>
</tr>
<tr>
<td>(A.8) Porosity</td>
<td>$P_o$</td>
<td>$\frac{\sum_{h=1}^{nh} (A_h)}{\sum_{i=1}^{n} (A_i)} \cdot 100$</td>
<td>Ratio between the open space area (area of holes within the class) and the area of the class.</td>
<td>%</td>
<td>Reis et al., 2015</td>
<td>Cl</td>
</tr>
<tr>
<td>(A.8) Urban porosity</td>
<td>PU</td>
<td>$\frac{\sum_{h=1}^{nh} (A_h)}{\sum_{i=1}^{n} (A_i) \cdot PU}$</td>
<td>Ratio between the urban open space area (area of holes within the urban cover) and the area of the urban area.</td>
<td>%</td>
<td>Reis et al., 2015</td>
<td>SO</td>
</tr>
<tr>
<td>(A.9) Urban density</td>
<td>$D_u$</td>
<td>$\frac{\sum_{i=1}^{n} (A_i)}{P_u}$</td>
<td>Ratio between the urban open space area and the urban area.</td>
<td>%</td>
<td>Reis et al., 2015</td>
<td>SO</td>
</tr>
<tr>
<td>(A.10)</td>
<td>Second largest object index</td>
<td>( \text{SLOI} = \frac{A_{2\text{nd max}}}{\sum_{i=1}^{n} A_i} \times 100 )</td>
<td>Percentage of the class that represents the second largest object.</td>
<td>%</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>--------</td>
<td>---------------------------</td>
<td>-------------------------------------------------------------------------------------------------</td>
<td>---------------------------------------------------------------------</td>
<td>----</td>
<td>----</td>
<td></td>
</tr>
<tr>
<td>(A.11)</td>
<td>Boundary dimension</td>
<td>( \ln(A_i) = \frac{2}{\text{Dim}_B} \cdot \ln(P_i) + \ln(C) )</td>
<td>Represents the relationship between the object area and the perimeter, it measures the complexity and randomicity of classes</td>
<td>None</td>
<td>Wu et al, 2013</td>
<td></td>
</tr>
<tr>
<td>(A.12)</td>
<td>Fractal dimension</td>
<td>( \text{FD} = \sum_{i=1}^{n} \frac{2 \cdot \ln(0.25 \cdot P_i)}{\ln(A_i)} )</td>
<td>A normalized shape index based on perimeter-area relationships in which the perimeter and area are transformed with logarithm</td>
<td>None</td>
<td>Frenkel and Ashkenazi, 2008; Gong et al., 2013; Herold et al., 2002; McGarigal et al., 2012</td>
<td></td>
</tr>
<tr>
<td>(A.13)</td>
<td>Area-weighted mean fractal dimension</td>
<td>( \text{AWFD} = \sum_{i=1}^{n} \left[ \frac{2 \cdot \ln(0.25 \cdot P_i)}{\ln(A_i)} \cdot \frac{A_i}{\sum_{i=1}^{n} A_i} \right] )</td>
<td>Equals the average fractal dimension of objects in the class or super-object, weighted by the area of the object</td>
<td>None</td>
<td>O, Cl, SO</td>
<td></td>
</tr>
<tr>
<td>(A.14)</td>
<td>Shape index</td>
<td>( \text{SI} = \sum_{i=1}^{n} \frac{0.25 \cdot P_i}{\sqrt{A_i}} )</td>
<td>A normalized ratio of object perimeter to area in which the complexity of object shape is compared to a square of the same size</td>
<td>None</td>
<td>Frenkel and Ashkenazi, 2008; Jiang et al., 2007; Irwin and Bockstael, 2007; McGarigal et al., 2012</td>
<td></td>
</tr>
<tr>
<td>(A.15)</td>
<td>Perimeter-area mean ratio</td>
<td>( \text{PAR} = \frac{\sum_{i=1}^{n} \left( \frac{P_i}{A_i} \right)}{n} )</td>
<td>Describes the relationship between the object area and perimeter, and thus describes how object perimeter increases per unit increase in object area</td>
<td>None</td>
<td>O, Cl, SO</td>
<td></td>
</tr>
<tr>
<td>(A.16)</td>
<td>Elongation ratio</td>
<td>( \text{ER} = \frac{2 \cdot \sqrt{\frac{A_{\text{max}}}{\pi}}}{L_{\text{max}}} )</td>
<td>Measures the elongation of the largest patch dividing the diameter of the circumference with the same area than the object by the largest side of the object</td>
<td>%</td>
<td>Schumm, 1956</td>
<td></td>
</tr>
</tbody>
</table>

### Aggregation

- **Number of Objects**
  - **Nob**
    - Number of objects in a class or super-object (except road objects)
    - \( n^o \)
    - Gong et al., 2013; Herold et al., 2002; Irwin and Bockstael, 2007; McGarigal et al., 2012

- **Object density**
  - **DO**
    - Number of objects divided by the area of the super-object
    - \( n^9/\text{km}^2 \)

Cl, SO
<table>
<thead>
<tr>
<th>Equation</th>
<th>Description</th>
<th>Unit</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A.18)</td>
<td>Leapfrog</td>
<td>%</td>
<td>Frenkel and Ashkenazi, 2008</td>
</tr>
<tr>
<td>(A.19)</td>
<td>Area-weighted mean standard distance</td>
<td>km</td>
<td>Colaninno et al., 2011</td>
</tr>
<tr>
<td>(A.20)</td>
<td>Normalized Area-weighted mean standard distance</td>
<td>%</td>
<td>-</td>
</tr>
<tr>
<td>(A.21)</td>
<td>Euclidean nearest neighbor mean distance</td>
<td>m</td>
<td>Gong et al., 2013; McGarigal et al., 2012</td>
</tr>
<tr>
<td>(A.22)</td>
<td>Effective mesh size</td>
<td>km²</td>
<td>EEA, 2011; Jaeger, 2000; McGarigal et al., 2012</td>
</tr>
<tr>
<td>(A.23)</td>
<td>Cohesion</td>
<td>None</td>
<td>Maclean and Congalton, 2013; McGarigal et al., 2012</td>
</tr>
<tr>
<td>(A.24)</td>
<td>Splitting index</td>
<td>None</td>
<td>Jaeger, 2000; McGarigal et al., 2012</td>
</tr>
<tr>
<td>(A.25)</td>
<td>Coherence degree</td>
<td>%</td>
<td>Jaeger, 2000; McGarigal et al., 2012</td>
</tr>
<tr>
<td>(A.26)</td>
<td>Radius dimension</td>
<td>None</td>
<td>Wu et al., 2013</td>
</tr>
</tbody>
</table>
A.27  Class compactness  
\[ C = \left(\frac{2}{\sqrt{\pi}}\right) \frac{\sum_{i=1}^{n} (A_i)}{\sum_{i=1}^{n} (P_i)} \times 100 \]  
Quantifies the degree of spatial aggregation of the objects of a class  
%  
Zhang et al., 2016  
Cl

A.28  Urban compactness  
\[ CU = \left(\frac{2}{\sqrt{\pi}}\right) \frac{A_U}{P_U} \times 100 \]  
Quantifies the degree of spatial aggregation of the urban type objects  
%  
Zhang et al., 2016  
SO

A.29  Dispersion Index  
\[ DI = \frac{\text{Nob} + (100 - \text{LOI})}{\text{NOb} - 1} \times 100 \]  
As a function of the number of objects (Nob) and the largest object (A.10)  
-  
Taubenböck et al., 2014

### Diversity

| (A.31) Shannon diversity | NCl | Number of classes in the super-object | No. | - | SO
| (A.32) Shannon’s evenness | DSHAN | Equals minus the sum of the proportional abundance of each object class multiplied by that proportion | None | Colaninno et al., 2011, McGarigal et al., 2012 | SO
| | USHAN | Covers the number of classes in a super-object and their relative abundances. It is calculated by dividing DSHAN by its maximum | None | McGarigal et al., 2012, Romano et al., 2010 | SO
| (A.33) Simpson diversity | SIMP | Probability that two random objects are from different classes | None | McGarigal et al., 2012 | SO
| (A.34) Density-diversity | DD | Equals the sum of the amount of a class as proportion of its maximum | None | Batty et al., 2003, Escolano, 2009 | Cl,SO
| (A.35) Relative functional fragmentation | RFFI | Points out the level of functional fragmentation in a super-object by the ratio of the number of classes in the super-object to the number of classes of the whole study area | None | Marinescu and Avram, 2012 | SO
| (A.36) Absolute functional fragmentation | AFFI | Level of functional and structural integration within the perimeter. Ratio between the super-object and the sum of class perimeters | None | Marinescu and Avram, 2012 | SO

Contrast
### Boundary contrast ratio

\[
BCR = \frac{l_{ij}}{P_i}
\]

Equals the sum of the segment lengths of an object (class or super-object) adjacent to different classes, divided by the perimeter of the object (or the class or super-object depending on the level).

**Multi-temporal**

<table>
<thead>
<tr>
<th>Equation</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A.38)</td>
<td>Land use change development</td>
<td>%</td>
</tr>
<tr>
<td>(A.39)</td>
<td></td>
<td>None</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Equation</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A.40)</td>
<td>Change proportion</td>
<td>%</td>
</tr>
<tr>
<td>(A.41)</td>
<td>Landscape expansion index</td>
<td>%</td>
</tr>
<tr>
<td>(A.42)</td>
<td>Mean expansion index</td>
<td>None</td>
</tr>
<tr>
<td>(A.43)</td>
<td>Area-weighted mean expansion index</td>
<td>km²</td>
</tr>
<tr>
<td>(A.44)</td>
<td>Change rate</td>
<td>%</td>
</tr>
<tr>
<td>(A.45)</td>
<td>Change area</td>
<td>km²</td>
</tr>
<tr>
<td>(A.46) Change area ratio</td>
<td>( A_r = \frac{A_t}{t_2-t_1} )</td>
<td>Equals the difference of the areas of a class in the studied period divided by the number of years</td>
</tr>
<tr>
<td>(A.47) Urban change ratio</td>
<td>( \text{UCR} = \frac{A_{t2} - A_{t1}}{A_{t1}} \times 100 )</td>
<td>Proportion of growth by class relative to the area in the first time</td>
</tr>
<tr>
<td>(A.48) Area-weighted mean accessibility index</td>
<td>( \text{AWMAI} = \sum_{w=1}^{n_w} \left( \frac{A_w}{(D_w + 1)A_{nw}} \right) \times 100 )</td>
<td>Measures the inversed area-weighted-mean distance from new objects of a class to the closest road.</td>
</tr>
<tr>
<td>(A.49) Disaggregation index</td>
<td>( \text{DIS} = \frac{\sum_{w=1}^{n_w} (D_w^{old})}{n_w} )</td>
<td>Measures the extent to which growth occurs at a significant distance from the existing class. It is the mean distance from every new object to the class.</td>
</tr>
<tr>
<td>(A.50) Centroid displacement</td>
<td>( \text{CNT} = \sqrt{\left( x_{t2} - x_{t1} \right)^2 + \left( y_{t2} - y_{t1} \right)^2} )</td>
<td>Distance and orientation between the geometric centers of a class (( t_1 ) and ( t_2 ))</td>
</tr>
<tr>
<td>Concentric circle graph</td>
<td>Quantity and spatial distribution of a class change, it measures areas at different distances (given) with respect to a center point</td>
<td>km(^2)</td>
</tr>
<tr>
<td>Sector analysis graph</td>
<td>Quantity and spatial distribution of a class change, it measures areas at different orientation (22.5 degrees) with respect to a center point</td>
<td>km(^2)</td>
</tr>
</tbody>
</table>

**LULC change**

Change tables and maps

A LULC change analysis is conducted using two LULC maps.

---

\( i \) = object

\( A_i \) = area of the object \( i \) (m\(^2\))

\( P_i \) = perimeter of the object \( i \) (m)

\( A_T \) = total area of the super-object (m\(^2\) | km\(^2\))

\( P_T \) = perimeter of the super-object (m | km)

\( L_i \) = length of the road \( i \) (m)

\( n_r \) = number of roads (segments) in the super-object.

\( n \) = number of objects in a class or super-object

\( n_s \) = number of super-objects in the study area

\( A_{out} \) = area of isolated objects in a class (m\(^2\))

\( A_h \) = area of the hole within the class (m\(^2\)).

\( n_h \) = number of holes in the class.

\( L_{max} \) = length of the largest side from the boundary box covering the largest object from a class (m)

\( A_{max} \) = area of the largest object in the class or largest urban core.
$A_{2nd\ max} =$ area of the second largest object in the class or second largest urban core $(m^2)$.

$x_i, y_i$ = coordinates of the centroid of an object (m)

$\bar{x}, \bar{y}$ = mean of the coordinates of the centroid of the objects of a class (m)

$SD_{max}$ = maximum Standard distance, computed through a grid covering the same area as the super-object.

$O_c =$ obstruction coefficient, where: (1) industrial, commercial, road, airports; barren land, (0.8) continuous urban; (0.6) discontinuous urban and; (0.4) green areas; sport and leisure facilities.

$D_{ij}$ = distance between an object $i$ and its nearest object $j$ (from boundary to boundary) of the same class (m)

$A_U$ = total area of urban objects $(m^2)$

$P_U = $ total perimeter of urban objects (m)

$NOb_{max} =$ maximum number of possible objects in the class. When data come from vector format, it equals the area of the class divided by the minimum mapping unit, if data come from raster, it is the total number of pixels of the class.

$r =$ radius from the center point to the circle (m)

$A_c(r) =$ area of a class inside the circle with radius $r$ $(m^2)$

$C =$ constant

$P = $ proportion of the super-object occupied by the class $i$, $(A_i/A_T)$ (%) $R_c =$ number of classes in the total study area (having into account all the SO)

$l_{ij} =$ length of the shared edges between two objects from different classes $i, j$ (m). At class or super-object level equals the sum of the total lengths (m)

$A_{t1} =$ area of a class in the first date $(m^2)$

$A_{t2} =$ area of a class in the second date $(m^2)$

$w =$ new object

$l_w =$ length of the edge between a new object and an old object (m)

$P_w = $ perimeter of a new object (m)

$A_w =$ area of a new object $(m^2)$

$A_{Tw} =$ total area of the new objects from a class $(m^2)$

$n_w =$ number of new objects

$D_{wc} =$ distance between a new object and the nearest old object from the same class (m).

$E =$ exploitation degree of the class, where: (1) barren/unused land; (2) forest, water, grass; (3) agricultural land; and (4) urban, mine, roads, etc.

$(D_w^{R}+1) =$ distance between a new object $w$ from a class to the closest road. The unit is summed to avoid that objects adjacent to a road with a distance of zero create an undefined function.

$D_{old} =$ distance between a new object and the closest old object from the same class (m)

$x_{t1}, y_{t1} =$ coordinates of the city center in the first date

$x_{t2}, y_{t2} =$ coordinates of the city center in the second date
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Ancillary maps, figures and graphs

This appendix presents additional maps, figures and graphs supporting and complementing the findings of chapters 3 to 6.

B.1. Spatio-temporal maps for the analysis at intra-urban level 214
B.2. Population and urban growth imbalance (PUGI) scatterplots 223
B.3. Simulated scenarios of urban growth spatial patterns 224
B.4. Boxplots of relevant spatio-temporal metrics sorted according to their importance per socio-economic variable. 229
B.1. Spatio-temporal maps for the analysis at intra-urban level

Figure B.1. Shannon diversity (DSHAN) in 2012 for Berlin, Paris, Krakow, Rome, Lisbon and Valencia at the administrative level.
Figure B.2. Mean object size (MS) and object density (DO) of residential class in 2012 for Berlin, Paris, Krakow, Rome, Lisbon and Valencia at the administrative level.
Figure B.3. Mean object size (MS) and area-weighted standard distance (AWSD) of green urban areas (G) class in 2012 for Berlin, Paris, Krakow, Rome, Lisbon and Valencia at the administrative level.
Figure B.4. Change of Shannon diversity ($\Delta_{DSHAN}$) between 2006 and 2012 for Berlin, Paris, Krakow, Rome, Lisbon and Valencia at the administrative level.
Figure B.5. Change of density-diversity ($\Delta DD$) of commercial and industrial (C) class between 2006 and 2012 for Berlin, Paris, Krakow, Rome, Lisbon and Valencia at the administrative level.
Figure B.6. Change ratio (CP) of green urban areas (G) class between 2006 and 2012 for Berlin, Paris, Krakow, Rome, Lisbon and Valencia at the administrative level.
Figure B.7. Change of mean patch size (ΔMS) of residential (R) class between 2006 and 2012 for Berlin, Paris, Krakow, Rome, Lisbon and Valencia at the administrative level.
Figure B.8. Change ratio (CP) and change of mean Euclidean distance of the nearest neighborhood (ΔENND) of residential (R) class between 2006 and 2012 for Berlin, Paris, Krakow, Rome, Lisbon and Valencia at the administrative level.
Figure B.9. Change of effective mesh size (EMS) of forest (F) class between 2006 and 2012 for Berlin, Paris, Krakow, Rome, Lisbon and Valencia at the administrative level.
B.2. Population and urban growth imbalance (PUGI) scatterplots

Figure B.10. Population and urban growth imbalance (PUGI) scatterplots between 2006 and 2012. The administrative units are classified in change types by color, the hue depends on the distance to the even growth line (PUGI), where darker color mean more inequality between residential and population growths.
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B.3. Simulated scenarios of urban growth spatial patterns

Monocentric (Dijon)  Polycentric (Manchester)

Sprawl (Passau)  Linear (Innsbruck)

20 km  20 km

Figure B.11. Scenarios of expansive urban growth from monocentric, polycentric, sprawl and lineal urban forms.
Figure B.12. Scenarios of compact urban growth from monocentric, polycentric, sprawl and lineal urban forms.
Figure B.13. Scenarios of dispersed urban growth from monocentric, polycentric, sprawl and lineal urban forms.
Figure B.14. Scenarios of road-based urban growth from monocentric, polycentric, sprawl and lineal urban forms.
Figure B.15. Scenarios of leapfrog urban growth from monocentric, polycentric, sprawl and lineal urban forms.
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**B.4. Boxplots of relevant spatio-temporal metrics sorted according to their importance per socio-economic variable.**

Figure B.16. GDP boxplots of relevant spatio-temporal metrics sorted according to their importance. GDP is divided into five quantiles (Q1 to Q5, from low to high values) and the standardized values of metrics are shown for each quantile.

Figure B.17. Gini boxplots of relevant spatio-temporal metrics sorted according to their importance. Gini is divided into five quantiles (Q1 to Q5, from low to high values) and the standardized values of metrics are shown for each quantile.
Figure B.18. Income boxplots of relevant spatio-temporal metrics sorted according to their importance. Income is divided into five quantiles (Q1 to Q5, from low to high values) and the standardized values of metrics are shown for each quantile.

Figure B.19. Air quality boxplots of relevant spatio-temporal metrics sorted according to their importance. Air quality is divided into five quantiles (Q1 to Q5, from low to high values) and the standardized values of metrics are shown for each quantile. Air quality measures the fine particulate matter (higher values mean more pollutants and lower air quality).
Figure B.20. Air quality change boxplots of relevant spatio-temporal metrics sorted according to their importance. Air quality change is divided into five quantiles (Q1 to Q5, from low to high values) and the standardized values of metrics are shown for each quantile. Air quality measures the fine particulate matter (higher values mean more pollutants and lower air quality).

Figure B.21. Employment change boxplots of relevant spatio-temporal metrics sorted according to their importance. Employment change is divided into five quantiles (Q1 to Q5, from low to high values) and the standardized values of metrics are shown for each quantile.