2\ UNIVERSIDAD
5 POLITECNICA | dleols o

9, DE VALENCIA motores térmicos

TRABAJO DE FIN DE MASTER

Simulacion LES de flujos
equivalentes a los chorros Diesel

Realizado por: Juan Manuel Momp6 Laborda
Dirigido por: Sergio Hoyas Calvo

Valencia, Julio de 2011

Master en

Motores de Combustion Interna Alternativos
DEPARTAMENTO DE MAQUINAS Y MOTORES TERMICOS



POLITECNICA rmy

DE VALENCIA motores térmicos

Contenidos:

I. INTRODUGCGCION .....coiiiiieeeiiiisiirrrsnssssssssssesssssnnsssssssssssssssssssssssssssssssssnsnnnssssssssssnsnnnnnnns 3
1.1.  Antecedentes 3
1.2. Memoria 4
B N 1 1 =0 7
2.1.  DISENO DE EXPERIMENTOS 7
2.1.1. Design and analysis of various factors which affect the Diesel spray simulation using Fractional Factorial
AESTEN 2 AN 25 .ottt 7
2.2.  PUBLICACIONES 8
2.2.1. On the boundary condition setup of Large Eddy Simulation of Diesel sprays. Modelling for Addictive
Behaviour, Medicine and Engineering 2010. pp. 87-99. I.S.B.N.: 978-84-693-9537-0.....cc.vvveeecriieeiiriieeeieee e 8
2.2.2. A Large-Eddy Simulation of Diesel-like gas jets. International Conference on Mechanical, Automotive
and Aerospace Engineering 2011 (selected for submission to IJVSMT) .......ccooviiiiiiiiiiiiiiiiie e 9
2.2.3. Evaluation of the Eulerian-Lagrangian Spray Atomization (ELSA) in spray simulations. International
Conference on Mechanical, Automotive and Aerospace Engineering 2011.........c.c.coveviiiiiiiiiiieniiiiie e 10
2.2.4. Application and evaluation of the Eulerian-Lagrangian Spray Atomization (ELSA) model on CFD Diesel
spray simulations. SAE Paper 2011-37-0029 .........cccuiiiiiriieieiieeeriiee ettt e ettt e e st e e e stteeeestraeeestseeesssraeeessreeesannns 11
2.2.5. A LES approach to the simulation of Diesel-like gas jets: Boundary condition configuration. Engineering
Applications of Computational Fluid Mechanics 2011 ..........cooiiiiiiiiiiiiiiieiieeieeree et 12
2.2.6. Large Eddy Simulation of Diesel like particle-laden flows. Mathematical Modelling in Engineering &
Human Behaviour 20T L....coouiiiiieiiieie ettt ettt ettt e st e et e et e e bt e e ettt e sab e e sabee e bt e e abbeesabeesabeesnbeeenaeas 13




POLITECNICA rmy

DE VALENCIA motores térmicos

1. INTRODUCCION

1.1. Antecedentes

Durante los ultimos afios se ha producido un gran avance en la comprension de muchos fenomenos
fisicos en los chorros liquidos (sprays), tanto por medios experimentales de diagnostico como
técnicas CFD basadas principalmente en RANS (Reynolds Averaged Navier-Stokes). Estos
métodos computacionales, aunque muy utiles para estudiar el flujo medio, no pueden proporcionar
informacion sobre las fluctuaciones turbulentas ni sobre el comportamiento preciso de la frontera
del chorro. En el extremo opuesto se encuentra la DNS (Direct Numerical Simuation) que resuelve
todas las escalas significativas del flujo. Este método proporciona el maximo nivel de detalle de la
fluido-dindmica sin necesidad de ninglin modelo, pero el coste computacional crece con Re” con lo
que los recursos necesarios para las condiciones de los chorros en un motor Diesel estdn por encima
de la capacidad actual del hardware disponible.

Los métodos LES (Large Eddy Simulations, Simulacion de Grandes Remolinos) por su parte,
representan un compromiso entre modelado y coste computacional. Son computacionalmente mas
caros que los RANS pero al reducirse el modelado que requiere este método, son considerablemente
mas precisos. Ademas, los métodos LES permiten el estudio detallado de las estructuras complejas
relacionadas con las zonas en las que las fluctuaciones turbulentas son importantes y que los
métodos RANS, por definicion, no pueden simular. Cabe destacar que dichas estructuras son
determinantes durante los procesos de inyeccidon y combustion y su correcta simulacion y estudio
detallado representan el paradigma necesario para seguir profundizando en la comprension de los
fendémenos fisicos (y quimicos) asociados a los chorros diésel . Asi mismo, conocer mejor estos
fendmenos resultara de gran ayuda en las tareas de reducir el consumo y minimizar las emisiones de
los motores Diesel.

Ademas del modelado de la turbulencia, el spray diesel comprende un amplio rango de procesos
fisicoquimicos complejos que han de ser incorporados a las simulaciones. Por lo que respecta a la
naturaleza bifasica de los chorros, diferentes estudios experimentales demuestran que, a partir de
una determinada distancia del inyector, los chorros diesel -tanto en condiciones evaporativas como
no evaporativas- son procesos controlados por mezcla y por lo tanto pueden ser estudiados, en una
primera aproximacion, como los chorros gaseosos.

No obstante, los procesos de mezcla entre el combustible y el aire se ven afectados de forma
significativa por la atomizacion del combustible y la colision entre las gotas, por lo que la idea de
aproximar la evolucion de un chorro liquido por medio de la inyeccion de un gas, resulta una
hipotesis demasiado restrictiva, teniendo en cuenta el nivel de descripcion fisica de las simulaciones
LES.

Originalmente los modelos LES se desarrollaron para flujos de una sola fase y, de la misma manera
que con los modelos RANS, dispone en la actualidad de diferentes planteamientos para resolver
flujos bifasicos. El enfoque euleriano-euleriano ha inspirado modelos como el mesoscdopico o el
VOF (Volume Of Fluid), mientras que el lagrangiano-euleriano se puede usar de forma directa,
siempre y cuando se tengan en cuenta los modelos necesarios para describir la interaccion entre
ambas fases para los tamafios caracteristicos de celda. No obstante, ambos presentan limitaciones
dependiendo de la zona del chorro en que nos encontremos (densa o dispersa), de ahi que, ciertas
lineas de investigacion actual busquen un modelo valido para la totalidad del chorro. El modelo
ELSA (Eulerian-Lagrangian Spray Atomization) es un modelo integral desde ese punto de vista,
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puesto que captura la totalidad de la evolucion del chorro. Este modelo estd actualmente en proceso
de desarrollo y validacion en célculos RANS donde ya ha demostrado un gran potencial y se
presenta pues, como una alternativa logica a implementar en los célculos LES de chorros diesel.

1.2. Memoria

Durante el periodo de formacion del programa de doctorado enmarcado dentro del Maéster
Universitario en Motores de Combustion Interna Alternativos, las actividades del investigador han
estado orientadas al estudio del chorro diesel. De forma general, el trabajo desarrollado ha
perseguido adaptar e implementar los métodos LES para la simulacion de chorros diesel.

Forman parte del periodo de formacion inicial, la instalacion y manejo, paralelizacion, y ciertas
técnicas de postratamiento de datos, especificos del programa con el que se realizaran las
simulaciones: el cdédigo abierto OpenFOAM. Resulta oportuno mencionar este punto por las
implicaciones practicas que se derivan de las diferencias existentes entre OpenFOAM vy los
programas de codigo cerrado, mas comunes por su uso extensivo (industrial) en simulacion
fluidodindmica.

Asi pues, y a diferencia de estos programas comerciales, el hecho de tener acceso al codigo hasta el
ultimo nivel y carecer de entorno grafico, repercute en la curva de aprendizaje pero posibilita la
comprension detallada de las variables en juego y los métodos de célculo del codigo, y propicia la
optimizacion del mismo para el caso particular de estudio, convirtiéndose en una herramienta
idonea para la investigacion en el campo de la simulacion.

Siguiendo las ideas expuestas en la introduccion el trabajo realizado se puede clasificar de la
siguiente manera:

- Simulacién LES de chorros gaseosos equivalentes un chorro diesel de referencia

- Simulacién de chorros bifasicos con el método Lagrangiano-euleriano en condiciones

- Validacién y analisis de los resultados del modelos ELSA aplicado a la simulacion de
chorros Diesel

Puesto que la paralelizacion de este tipo de calculos es condicion indispensable para su viabilidad
en términos temporales, se realizd un estudio previo sobre la influencia de los pardmetros que
afectan la reduccion temporal al paralelizar el célculo RANS de un chorro diesel. El estudio,
adjunto en los anexos, tiene en cuenta hasta 11 factores, entre los que inicialmente se encuentran los
niveles de tolerancia para los residuales de los campos calculados, la condicion CFL (Courant—
Friedrichs—Lewy), y las variables que controlan la cantidad de veces que se pasa por los distintos
bucles del algoritmo PISO (Pressure Implicit with Splitting of Operators) encargado de resolver las
ecuaciones de Navier Stokes en problemas transitorios. Después de un primer analisis se sustituyo
el nimero de Courant por el nimero de procesadores (2 y 4). El planteamiento se corresponde con
un disefio de experimentos factorial fraccional, puesto que el numero de combinaciones de un
disefio factorial completo resulta demasiado alto para su procesamiento (2''=2048 calculos) y el
interés se centra sobre todo en el efecto aislado de cada uno de los factores en el aumento de la
velocidad al paralelizar el calculo. De los resultados se pueden extraer dos conclusiones principales:
los factores mas significativos son los residuales de los campos relacionados con el modelo de
turbulencia, la velocidad, la presion y la ecuacion de la energia (entalpia); y el aumento del nimero
de bucles internos para el algoritmo de resolucion PISO no es comparable al de los residuales.

En cuanto a la simulacién LES de chorros gaseosos, el caso de referencia se escogio de entre los
que se disponia de mas datos experimentales (analizados en el instituto CMT-Motores Térmicos).
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La primera referencia que se puede encontrar de los mismos aparece en la tesis doctoral de Jaime
Gimeno Garcia “Desarrollo y Aplicacion de la Medida del Flujo de Cantidad de Movimiento de un
Chorro Diesel”. Con los datos fisicos necesarios para las condiciones de contorno, el estudio se
centr6 fundamentalmente en la validacion de la condicion de entrada.

Una peculiaridad de las simulaciones LES, que resulta de su propia metodologia de célculo, es la
necesidad de incluir un campo turbulento coherente y desarrollado en la condicién de contorno de
entrada o al menos, si no se incluyen de forma apropiada las variables turbulentas de los campos de
entrada necesarios -por no disponer de la informacion-, es necesario extender el dominio aguas
arriba de la region de interés para que la turbulencia se pueda desarrollar. En el caso concreto de la
simulacién de chorros esto supone un problema anadido, pues las alternativas no estan exentas de
inconvenientes:

- de un lado es necesario disponer de una condicidon de contorno de entrada (la salida del
inyector) que imponga para cada paso temporal dichos campos turbulentos de forma
coherente. Esto se puede conseguir a su vez de dos formas, la primera requiere disponer de
ellos por calculos LES (o DNS) previos, con las complicaciones derivadas del manejo y la
interpolacion de una gran cantidad de datos (debidos a la elevada resolucion de malla y de
paso temporal) y de la diferencia de tipologia de malla asociada a cada problema (i.e. flujo
interno en toberas, y flujo externo en la parte del chorro). Con la segunda forma los campos
se generan de forma sintética (artificial) para cada paso temporal, pero los perfiles radiales
de velocidad turbulenta para el flujo interno no son en absoluto estandar y requeriria de una
programacion ad hoc.

- Como ya se ha comentado, de otro lado cabe la posibilidad de extender la condicion de
contorno aguas arriba de la salida del inyector, lo que supondria simular el flujo dentro de la
tobera, con el consiguiente aumento del nimero de celdas y el mismo problema asociado de
la diferentes necesidades de malla del flujo confinado entre paredes y del asociado al chorro
que no se ve afectado por las paredes.

En los calculos de chorros gaseosos se optd por reducir el dominio computacional evitando
intencionadamente la zona no perturbada del chorro. Dos razones fundamentales llevaron a tomar
esta decision. En primer lugar como preparacion a los calculos de chorros en los que se afiade el
término Lagrangiano, donde esta zona se omite porque la fraccion de liquido es demasiado elevada
para la resolucion de malla. Ademas, a partir de la zona no perturbada se puede aplicar la hipotesis
de chorro gaseoso y el perfil medio de velocidades tedrico es conocido para dicha seccion. El
trabajo desarrollado ha sido expuesto en diversos congresos y aparece sintetizado en una
publicacion actualmente en revision en una revista JCR. Tanto las contribuciones a los congresos
como el articulo en revision aparecen en los documentos anexos. Cabe destacar que la contribucion
al International Conference on Mechanical, Automotive and Aerospace Engineering 2011 ha sido
seleccionada para su publicacion en la revista [JVSMT (International Journal of Vehicle
Simulation, Modeling and Testing).

Tomando como referencia estos calculos y los conocimientos adquiridos acerca de la condicion de
contorno, se afade el método Lagrangiano-euleriano con lo que el flujo simulado se puede
considerar ya bifasico. Los resultados de este estudio se presentaran en el préximo congreso
internacional Mathematical Modelling for Engineering & Human Behaviour bajo el titulo “Large-
Eddy Simulation of Diesel like particle-laden flows”. Esta previsto publicar este articulo en la
revista Mathematical and Computer Modeling.
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Por ultimo, se ha colaborado en el analisis de los resultados del proceso de validacion del modelo
ELSA en un cdédigo comercial (cerrado). Supone una primera toma de contacto con un modelo
capaz de simular la totalidad del chorro bifasico con el objetivo de plantear futuros estudios
comparativos con el mismo modelo implementado en OpenFOAM para calculos LES. Los
resultados han aparecido en sendas contribuciones a congresos internacionales adjuntos en los

ancxos.
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211. Design and analysis of various factors which affect the Diesel spray
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1. DEFINE THE PROBLEM AND OBJECTIVES OF THE STUDY
1.1 Model used for the study

To realize a further optimization of the engine design, this requires a good
understanding of the combustion process and how these processes are
influenced by engine design and settings.

The spray behavior itself comprises a range of complex physical and chemical
processes which are difficult to incorporate in the engine design or computer
models. Therefore empirical relations have been developed for the spray
behavior which are essential for the engine designer and the developers of
multi-dimensional computational models.

For engine designers insight in the behavior of an evaporating fuel spray is of
great importance. Improvements in injection equipment reduce emissions and
increase power by a more effective combustion process. The major objective of
this work is to numerically investigate the interacting physical and chemical
phenomena that characterize the flow in a diesel fuel spray evaporation system.

Within this limited topic, the Numerical Simulation of Diesel Spray with the
isothermal, non-vaporizing conditions is examed.

» Isothermal: indicating equal or constant temperatures.

> A non-evaporating fuel spray is defined as the spray produced under
variable chamber pressure condition by maintaining the chamber
temperature equal to the ambient temperature.
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Figure 1: Spray structure




We used OpenFOAM with Computational fluid dynamics tool for the calculation,
some detail techniques and methods are described shortly hereafter.

1.2Computational fluid dynamics

Computational fluid dynamics (CFD) [1] is one of the branches of fluid
mechanics that uses numerical methods and algorithms to solve and analyze
problems that involve fluid flows. Computers are used to perform the millions of
calculations required to simulate the interaction of liquids and gases with
surfaces defined by boundary conditions. Even with high-speed
supercomputers only approximate solutions can be achieved in many cases.

1.30verview of OpenFOAM

The OpenFOAM® [2] (Open Field Operation and Manipulation) CFD Toolbox is
a free, open source CFD software package produced by a commercial
company, OpenCFD Ltd. It has a large user base across most areas of
engineering and science, from both commercial and academic organisations.
OpenFOAM has an extensive range of features to solve anything from complex
fluid flows involving chemical reactions, turbulence and heat transfer, to solid
dynamics and electromagnetics.

The core technology of OpenFOAM is a flexible set of efficient C++ modules.
These are used to build a wealth of: solvers, to simulate specific problems in
engineering mechanics; utilities, to perform pre- and post-processing tasks
ranging from simple data manipulations to visualisation and mesh processing;
libraries, to create toolboxes that are accessible to the solvers/utilities, such as
libraries of physical models.

OpenFOAM is supplied with numerous pre-configured solvers, utilities and
libraries and so can be used like any typical simulation package. However, it is
open, not only in terms of source code, but also in its structure and hierarchical
design, so that its solvers, utilities and libraries are fully extensible.

OpenFOAM uses finite volume numerics to solve systems of partial differential
equations ascribed on any 3D unstructured mesh of polyhedral cells. The fluid
flow solvers are developed within a robust, implicit, pressure-velocity, iterative
solution framework, although alternative techniques are applied to other
continuum mechanics solvers. Domain decomposition parallelism is
fundamental to the design of OpenFOAM and integrated at a low level so that
solvers can generally be developed without the need for any ’parallel-specific’
coding.




1.4 Parallel computing

The availability of parallel computing provides an opportunity for solving
increasingly complex problems.

OpenFOAM employs domain decomposition to run cases on more than one
processor. The domain is automatically decomposed into a number of sub-
domains, each of which is solved on a separate processor. The communication
between processors uses the MPlI communications protocol (or shmem on Cray
platforms).

OpenFOAM has been used for calculations with 10 million cells and has run on
a 256 processor Cray T3E.

OpenFOAM displays excellent scaling performance, i.e. reduction in computing
time with increase in number of processors. The table below presents timing
data for a 3-D linear stress analysis problem on a Diesel injector valve seat with
360,000 cells. The calculation was performed on a 24 CPU Silicon Graphics
Origin 2000 in non-dedicated mode, i.e. other jobs were running on the machine
during the test.

CPU time to

No of CPUs Speedup
convergence
1 35620.4 s 1.00
2 22398.8 s 1.60
4 11406.6 s 3.10
8 4247.32 s 8.88
16 2872.58 s 12.4

Table 1: CPU time consuming
1.5Fractional Factorial Designs:

A factorial design is one in which every possible combination of treatment levels
for different factors appears.

Why do we need the factorial designs? For example, if there are , say, a levels
of factor A, b levels of factor B, c levels of factors C, then a factorial design
requires at least abc observations, and more if one wants to estimate the three
way interaction among the factors. This can get expensive when experiments
have many different factors.

To keep experimental costs in line, one approach is to use fractional factorial
designs. In these, one does not take measurements upon every possible
combination of factor levels, but only upon a very carefully chosen few.




These few are selected to ensure that the main effects and low-order
interactions can be estimated and tested, at the expense of high-order
interactions.

The scientific intuition is that it is unlikely for there to be complex interactions
among many different factors; instead, there are probably only main effects and
a few low-order interactions.

Thus one might design the collection in a fractional factorial so that all main
effects and two-way interactions can be tested, but not three-way or higher
interactions.

In this report, the experimental data will be analyzed using Statgraphics
software.

A step-by-step analysis of a fractional factorial experiment for the case will be
shown in this report.

1.6 Purposes of the study

» Reduced the calculation time by optimizing the calculation from 1 node
into parallel computation.

» To determine the significant factors that affect the behaviour of the
modelling.

» From the obtained results, an optimal reference will be used for future
study.

2. Define the response variable
» The Speed of the spray.

» The magnitude directly calculates by the computer programming. The
speed range is located from 0 — 300 m/s.

3. Selection of the factors and definition of the levels

Some numbers, controlling the numerical behaviour of the calculation, have
been selected as the factors that affect the difference founded between the 1
node calculation and the parallelization. The tolerance for the residuals of the
variables directly calculated by the code, the Courant—Friedrichs—Lewy
condition (CFL) and the correctors present inside the PISO loop, are the factors
studied.

The residual is ostensibly a measure of the error in the solution so that the
smaller it is, the more accurate the solution. Besides, it is normalised in to make




it independent of the scale of problem being analysed. The solver tolerance
should represents the level at which the residual is small enough that the
solution can be deemed sufficiently accurate.

In mathematics, the CFL condition is a necessary condition for convergence
while solving certain partial differential equations numerically. For example, if a
wave is crossing a discrete grid, then the time step must be less than the time
for the wave to travel adjacent grid points. As a corollary, when the CFL is
reduced, the upper limit for the time step also decreases. At the OpenFOAM’s
use guide there are some suggested values for a given solver.

The number Vv is called the Courant number, and is set as a constant number in
the current case, thus the time step changes to fulfill this factor of study in the
cell with the highest ratio speed-time vs cell distance.

(TRAY
Ax

Fluid dynamics solver applications in OpenFOAM use the pressure-implicit split-
operator (PISO) algorithm for transient problems. This algorithm is an iterative
procedure for solving equations for velocity and pressure, based on evaluating
some initial solutions and then correcting them. Other algorithms only make 1
correction whereas PISO requires more than 1, but typically not more than 4.
Therefore nCorrectors must be specified by the user between 2 and 4 (OF’s
recommendation) but , after some bibliography review, for the solver used for
diesel sprays under chemical reactions, authors have set this number up to 8.
Although no reactive conditions have been used in the current problem the
students wanted to know its influence for a wider range since it may be used in
future works.

L=

nNonOrthogonalCorrectors stands for an additional correction to account
mesh non-orthogonality. nOuterCorrectors specifies the number of outer loops
around the complete system of equations.

The values for each of the factors are presented in the Table 1.

Factor CFL nCorrectors | nNonOrth | nOuterCor | p,rho,U,Yi,h,k,epsilon

Value 0,5; 0,1 2:8 1;5 1;5 1e-6; 1e-10

Table 1: Factors value
4. Setup the test
The case is calculated up to 0.0003s, when the spray reaches the halve of the

domain. By this time 8400 time steps have been calculated under a CFL=0.5.
The U file calculated at 0.0003s with the domain splitted is compared with the




one calculated in one node. Specifically, the maximum absolute value of the
difference of the speed axial component in the domain was identified to get the
outcome variable analyzed in this study.

5. Number of observations

We use a factorial experimental design of 2 levels and 32 tries as presented in
the Table 2.

6. Organize the experiments

In order to minimize the human error and save time, the run of the cases was
automatized following a binary code that identifies the level of each of the
factors of study. In the following script, the case pointer is taken from the case
folder (i.e. reactingFoam_01111011001_2par) to change the value of the factors

setReactingFoam () # change the level when required
{ if [$CFL=1]
# get the case pointer then

caselD="pwd | grep reactingFoam | cut -d'_' -f2 sed\

. -e s/"\(maxCo[ \t]*) 0.5;"/"\1 0.1;"/g \
# ascribe the value to the factor

CFL="expr substr $caselD 1 1° $controlDict > temp.$$
mv temp.$$ $controlDict
nCorrectors="expr substr $caselD 2 1° i

nNonOrth="expr substr $caselD 3 1°
nOuterCor="expr substr $caselD 4 1°
p="expr substr $caselD 5 1°
rho="expr substr $caselD 6 1° then
U="expr substr $caselD 7 1°
Yi="expr substr $caselD 8 1°
h="expr substr $caselD 9 1°
k="expr substr $caselD 10 1°
epsilon="expr substr $caselD 11 1°

if [ $nCorrectors = 1]

sed\
-e s/"\(nCorrectors *\) 2;"/"\1 8;"/g \
$fvSolution > temp.$$
mv temp.$$ $fvSolution
fi




7. Conduct the experiment

caso | CFL |ncorrectorsjnNonOrth | nOuterCor p rho U Yi h k epsilon caso

i1 O 0 0 0 0 0 0 0 0 0 0 reactingFoamCase_00000000000

2l 1 0 0 0 0 1 0 0 1 1 0 reactingFoamCase_ 10000100110

31 0 1 0 0 0 1 1 0 0 0 1 reactingFoamCase_ 0100011000 1

4 1 1 0 0 0 0 1 0 1 1 1 reactingFoamCase_ (11000010111

5 0 0 1 0 0 1 1 1 1 0 0 reactingFoamCase_ 00100111100

6| 1 0 1 0 0 0 1 1 0 1 0 reactingFoamCase_ 10100011010

71 O 1 1 0 0 0 0 1 1 0 1 reactingFoamCase 01100001101

gl 1 1 1 0 0 1 0 1 0 1 1 reactingFoamCase 1110010101 1

9 0 0 0 1 0 0 1 1 1 1 1 reactingFoamCase 00010011111
10 1 0 0 1 0 1 1 1 0 0 1 reactingFoamCase 10010111001
11 O 1 0 1 0 1 0 1 1 1 0 reactingFoamCase_[01010101110
12| 1 1 0 1 0 0 0 1 0 0 0 reactingFoamCase_ (11010001000
13] O 0 1 1 0 1 0 0 0 1 1 reactingFoamCase_[0011010001 1
14 1 0 1 1 0 0 0 0 1 0 1 reactingFoamCase_(10110000101
15 O 1 1 1 0 0 1 0 0 1 0 reactingFoamCase_[01110010010
16] 1 1 1 1 0 1 1 0 1 0 0 reactingFoamCase_ (11110110100
171 O 0 0 0 1 0 0 1 0 1 1 reactingFoamCase_[0000100101 1
18] 1 0 0 0 1 1 0 1 1 0 1 reactingFoamCase_(10001101101
19 O 1 0 0 1 1 1 1 0 1 0 reactingFoamCase_[01001111010
200 1 1 0 0 1 0 1 1 1 0 0 reactingFoamCase_(1 1001011100
211 O 0 1 0 1 1 1 0 1 1 1 reactingFoamCase_[00101110111
22 1 0 1 0 1 0 1 0 0 0 1 reactingFoamCase 1010101000 1
23] O 1 1 0 1 0 0 0 1 1 0 reactingFoamCase 01101000110
24 1 1 1 0 1 1 0 0 0 0 0 reactingFoamCase (11101100000
25| 0 0 0 1 1 0 1 0 1 0 0 reactingFoamCase 00011010100
26| 1 0 0 1 1 1 1 0 0 1 0 reactingFoamCase_ 10011110010
271 O 1 0 1 1 1 0 0 1 0 1 reactingFoamCase_ 01011100101
28] 1 1 0 1 1 0 0 0 0 1 1 reactingFoamCase (1101100001 1
29] O 0 1 1 1 1 0 1 0 0 0 reactingFoamCase_ 00111101000
301 1 0 1 1 1 0 0 1 1 1 0 reactingFoamCase_ 10111001110
31 O 1 1 1 1 0 1 1 0 0 1 reactingFoamCase_ 01111011001
32| 1 1 1 1 1 1 1 1 1 1 1 reactingFoamCase 11111111111

Table 2: The value 0 sets the first level of the factors, and 1 the second level




After running all the cases the students realized that most of the cases with the
lower CFL didn't progress. As it had been said above “when the CFL is
reduced, the upper limit for the time step also decreases”, therefore, the
residuals at the beginning of their calculation loops are sometimes lower than
the tolerance set. These generate some instabilities leading to the calculation
diverged.

Consequently, the experiment was re-design, taking in account only the higher
CFL (CFL=0,5) and swapping the first factor (CFL) by a new one in order to
take advantage of the cases which were already calculated. The new factor
substituting CFL is number of processors (nproc). Thus, the cases were run in
2 and 4 nodes. Level 0 = 4 processors; level 1 = 2 processors.

case | nproc| nCorrectors| NNonOrth| nOuterCor{ ~ p rho U Yi h k epsilon | max speed diff
1 0 0 0 0 0 0 0 0 0 0 0 1,651
2l 1 0 0 0 0 1 0 0 1 1 0 1,4514
3l 0 1 0 0 0 1 1 0 0 0 1 0,1779
4 1 1 0 0 0 0 1 0 1 1 1 0,0155
5 0 0 1 0 0 1 1 1 1 0 0 1,6699
6] 1 0 1 0 0 0 1 1 0 1 0 1,533
71 0 1 1 0 0 0 0 1 1 0 1 2,322
8 1 1 1 0 0 1 0 1 0 1 1 0,0511
9 0 0 0 1 0 0 1 1 1 1 1 0,0934
10] 1 0 0 1 0 1 1 1 0 0 1 0,0342
11 0 1 0 1 0 1 0 1 1 1 0 5,8886
12 1 1 0 1 0 0 0 1 0 0 0 1,175
13| 0 0 1 1 0 1 0 0 0 1 1 0,4616
14 1 0 1 1 0 0 0 0 1 0 1 4,936
150 0 1 1 1 0 0 1 0 0 1 0 1,4933
16] 1 1 1 1 0 1 1 0 1 0 0 1,0986
171 0 0 0 0 1 0 0 1 0 1 1 0,0409
18] 1 0 0 0 1 1 0 1 1 0 1 0,0339
190 0 1 0 0 1 1 1 1 0 1 0 1,9963
20| 1 1 0 0 1 0 1 1 1 0 0 0,9997
21 0 0 1 0 1 1 1 0 1 1 1 0,0282
22| 1 0 1 0 1 0 1 0 0 0 1 0,0336
23] 0 1 1 0 1 0 0 0 1 1 0 1,1333
24] 1 1 1 0 1 1 0 0 0 0 0 0,4792
25 0 0 0 1 1 0 1 0 1 0 0 1,1397
26| 1 0 0 1 1 1 1 0 0 1 0 0,8998
27) 0 1 0 1 1 1 0 0 1 0 1 0,0621
28] 1 1 0 1 1 0 0 0 0 1 1 0,0173
291 0 0 1 1 1 1 0 1 0 0 0 1,8359
30 1 0 1 1 1 0 0 1 1 1 0 1,884
31 0 1 1 1 1 0 1 1 0 0 1 0,0676
32| 1 1 1 1 1 1 1 1 1 1 1 0,0165

Table 3: Observation factors and results.




8. Data analysis

Table 4: Initial data

Table 5: Final data

Source Sum of Squares |Df |Mean Square |F-Ratio |P-Value
A:nproc 0,912229 1 0,912229 0,73 0,4316
B:nCorrectors 0,0167674 1 0,0167674 0,01 0,9122
C:nNonOrth 0,354293 1 0,354293 0,28 0,6170
D:nOuterCor 1,75158 1 1,75158 1,40 0,2894
E:p 5,59828 1 5,59828 4,49 0,0877
F:rho 0,172593 1 0,172593 0,14 0,7252
G:U 4,59507 1 4,59507 3,68 0,1131
H:Yi 0,650798 1 0,650798 0,52 0,5026
I:h 3,66196 1 3,66196 2,93 0,1474
Jik 0,0158465 1 0,0158465 0,01 0,9147
K:epsilon 10,0541 1 10,0541 8,06 0,0363
AB+CF+Gl+JK 5,42316 1 5,42316 4,35 0,0915
AC+BF+DI+HJ 1,73133 1 1,73133 1,39 0,2919
AD+CI+EJ+FG 0,37008 1 0,37008 0,30 0,6094
AE+DJ+HI 0,0724758 1 0,0724758 0,06 0,8191
AF+BC+DG+HK  |3,58363 1 3,58363 2,87 0,1509
AG+BI+DF 0,0554528 1 0,0554528 0,04 0,8414
AH+CJ+EI+FK 3,76168 1 3,76168 3,01 0,1430
Al+BG+CD+EH 0,07997 1 0,07997 0,06 0,8102
AJ+BK+CH+DE 0,822756 1 0,822756 0,66 0,4537
AK+BJ+FH 2,62875 1 2,62875 2,11 0,2064
BD+CG+EK+FI 0,151071 1 0,151071 0,12 0,7421
BE+DK+GH 0,0717731 1 0,0717731 0,06 0,8200
BH+CK+EG+FJ 4,1441 1 4,1441 3,32 0,1280
CE+DH+GK+IJ 0,243236 1 0,243236 0,19 0,6773
EF+GJ+IK 0,18327 1 0,18327 0,15 0,7173
Total error 6,23968 5 1,24794

Total (corr.) 57,346 31

Source Sum of Squares |Df [Mean Square |F-Ratio |P-Value
A:nproc 0,912229 1 0,912229 1,26 0,2762
D:nOuterCor |1,75158 1 1,75158 2,42 0,1371
E:p 5,59828 1 5,59828 7,74 0,0123
F:rho 0,172593 1 0,172593 0,24 0,6311
G:U 4,59507 1 4,59507 6,35 0,0214
H:Yi 0,650798 1 0,650798 0,90 0,3554
I:h 3,66196 1 3,66196 5,06 0,0372
Jik 0,0158465 1 0,0158465 0,02 0,8840
K:epsilon 10,0541 1 10,0541 13,90 0,0015
AF+DG+HK  |3,58363 1 3,58363 4,95 0,0390
AH+EI+FK 3,76168 1 3,76168 5,20 0,0350
EG+FJ 41441 1 41441 5,73 0,0278
Gl+JK 5,42316 1 5,42316 7,50 0,0135
Total error 13,0209 18 |[0,723384
Total (corr.) 57,346 31
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Figure 2: Standardized pareto chart of maximum speed difference




In the initial data, standard errors are based on total error with 5 d.f, whereas
the final selection of the factors, standard errors are based on total error with 18
d.f.

The estimation in decreasing order of significance is plotted by Pareto Chart in
Figure 2. Using this graph and the values of P-Value shown in Table 4, the non-
significant cross factors were taken out in the downward order, one by one,
because the elimination of each factor imply the modification of the values of
Table 4, specifically the P-Value. The reduction processes started with the
combined factors, then following by each individual factors respectively. The
Factors were erased in the following order:

Factors Reasons
AG+BI+DF P-Value higher than 0.05
BE+DK+GH P-Value higher than 0.05
AE+DJ+HI P-Value higher than 0.05

Al+BG+CD+EH | P-Value higher than 0.05

BD+CG+EK+Fl | P-Value higher than 0.05

AF+BC+DG+HK | P-Value higher than 0.05

CE+DH+GK+lJ | P-Value higher than 0.05

AD+CI+EJ+FG | P-Value higher than 0.05

AJ+BK+CH+DE | P-Value higher than 0.05

= 2O O|INOO|O B WOIN —

0 | AC+BF+DI+HJ | P-Value higher than 0.05
1 | AK+BJ+FH P-Value higher than 0.05

At this stage all the p-values of the cross interactions were lower than 0.05. A
closed observation on the residual log file (the program file which used for
setting up the calculation) show that the variables under nNonOrthogonal loop
were no calculated because the initial residual value was already lower than the
tolerance imposed because the calculation performed in the outer loops. Thus,
the C factor call nNonOrth and its correlations were taken out of the analysis list

Old factor New factor Reasons

12 | AF+BC+DG+HK | AF +DG+HK | C factor no contribution

13 | AH+CJ+EI+FK | AH +EI+FK C factor no contribution

14 | BH+CK+EG+FJ | BH+EG+FJ | C factor no contribution

15 | AB+CF+Gl+JK | AB +Gl+JK C factor no contribution

Then the lower contribution of cross factors due to higher P-Value was
removed.

Old factor | New factor Reasons
16 | AB+Gl+JK Gl+JK AB factor lower contribution compare with G, I,
K
17 | BH+EG+FJ EG+FJ BH factor lower contribution compare with E, G




As B (nCorrectors) does not appear anymore crossed with any other factors
and the simply effect has a P-Value higher than 0.05, it was removed from the
analysis.

Regarding the rest of factors, no further reason is found in which needs to
eliminate their cross effect. Although some of the P-Values for the single effect
are higher than 0.05, this factors can not be deleted because their presence in
the cross effect. The

Table 5 show the final parameters remain for our investigation.
The final configuration gave us the following results:

e R-squared = 77,2941 percent

e R-squared (adjusted for d.f.) = 60,8954 percent

e Standard Error of Est. = 0,85052

The R-square is slightly low but acceptable in our case. This parameter
indicates how linear is the behaviour of the factors studied, suggesting future
studies of 3 levels for some of the factors must be performed in order to take in
account non-linearity.

The optimization approach is to minimize the speed difference, given that the
ideal minimum for a difference between results is zero [Table 6]. In this case the
optimum value has a negative sign, which has no mathematical sense.
However, the values of the factors to minimize the difference are reasonable.
The tolerances should be set to level 1, which means a lower tolerance. Also,
lower number of processors will reduce the difference with the solution
calculated in one processor. Although this is unlikely expectation, the factor
“number of processors” is insignificant, and it is not the main target in this
exercise.

9. Conclusion

From our analysis we can use the results as a reference for future calculations
to reduce the time and the effect of insignificant factors.




Appendix A

INITIAL DATA
Estimated effects for SpeedDiff

Effect Estimate Stnd. Error |V.I.F.
average 1,08502 0,197479
A:nproc -0,337681 [0,394958 1,0
B:nCorrectors -0,0457812 |0,394958 1,0
C:nNonOrth 0,210444 0,394958 1,0
D:nOuterCor 0,467919 0,394958 1,0
Epp -0,836531 [0,394958 1,0
F:rho -0,146881 [0,394958 1,0
G:U -0,757881 [0,394958 1,0
H:Yi 0,285219 0,394958 1,0
I:h 0,676569 0,394958 1,0
Jik -0,0445063 [0,394958 1,0
K:epsilon -1,12106 0,394958 1,0

AB+CF+Gl+JK -0,823344 10,394958 (1,0
AC+BF+DI+HJ 0,465206 0,394958 |1,0
AD+CI+EJ+FG 0,215081 0,394958 |1,0

AE+DJ+HI 0,0951813 ]0,394958 (1,0
AF+BC+DG+HK  [-0,669294 |0,394958 (1,0
AG+BI+DF 0,0832563 |0,394958 (1,0

AH+CJ+EI+FK -0,685719 |0,394958 |1,0
Al+BG+CD+EH 0,0999812 |0,394958 |1,0
AJ+BK+CH+DE -0,320694 |0,394958 |1,0

AK+BJ+FH 0,573231 0,394958 |1,0
BD+CG+EK+FI -0,137419 |0,394958 |1,0
BE+DK+GH -0,0947188 |0,394958 (1,0

BH+CK+EG+FJ 0,719731 0,394958 1,0

CE+DH+GK+1J -0,174369 [0,394958 1,0

EF+GJ+IK 0,151356 0,394958 1,0
Standard errors are based on total error with 5 d.f

The StatAdvisor

This table shows each of the estimated effects and interactions. Also shown is the standard error of each
of the effects, which measures their sampling error. Note also that the largest variance inflation factor
(V.L.F.) equals 1,0. For a perfectly orthogonal design, all of the factors would equal 1. Factors of 10 or
larger are usually interpreted as indicating serious confounding amongst the effects.

To plot the estimates in decreasing order of importance, select Pareto Charts from the list of Graphical
Options. To test the statistical significance of the effects, select ANOVA Table from the list of Tabular
Options. You can then remove insignificant effects by pressing the alternate mouse button, selecting
Analysis Options, and pressing the Exclude button.




Standardized Pareto Chart for SpeedDiff
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Analysis of Variance for SpeedDiff

Source Sum of Squares |Df |Mean Square |F-Ratio |P-Value
A:nproc 0,912229 1 0,912229 0,73 0,4316
B:nCorrectors 0,0167674 1 0,0167674 0,01 0,9122
C:nNonOrth 0,354293 1 0,354293 0,28 0,6170
D:nOuterCor 1,75158 1 1,75158 1,40 0,2894
E:p 5,59828 1 5,59828 4,49 0,0877
F:rho 0,172593 1 0,172593 0,14 0,7252
G:U 4,59507 1 4,59507 3,68 0,1131
H:Yi 0,650798 1 0,650798 0,52 0,5026
I:h 3,66196 1 3,66196 2,93 0,1474
Jik 0,0158465 1 0,0158465 0,01 0,9147
K:epsilon 10,0541 1 10,0541 8,06 0,0363
AB+CF+Gl+JK 5,42316 1 5,42316 4,35 0,0915
AC+BF+DI+HJ 1,73133 1 1,73133 1,39 0,2919
AD+CI+EJ+FG 0,37008 1 0,37008 0,30 0,6094
AE+DJ+HI 0,0724758 1 0,0724758 0,06 0,8191
AF+BC+DG+HK  [3,58363 1 3,58363 2,87 0,1509
AG+BI+DF 0,0554528 1 0,0554528 0,04 0,8414
AH+CJ+EI+FK 3,76168 1 3,76168 3,01 0,1430
Al+BG+CD+EH 0,07997 1 0,07997 0,06 0,8102
AJ+BK+CH+DE 0,822756 1 0,822756 0,66 0,4537
AK+BJ+FH 2,62875 1 2,62875 2,11 0,2064
BD+CG+EK+FI 0,151071 1 0,151071 0,12 0,7421
BE+DK+GH 0,0717731 1 0,0717731 0,06 0,8200
BH+CK+EG+FJ 4,1441 1 41441 3,32 0,1280
CE+DH+GK+IJ 0,243236 1 0,243236 0,19 0,6773
EF+GJ+IK 0,18327 1 0,18327 0,15 0,7173
Total error 6,23968 5 1,24794

Total (corr.) 57,346 31

R-squared = 89,1192 percent

R-squared (adjusted for d.f.) = 32,5393 percent




Standard Error of Est. = 1,11711
Mean absolute error = 0,364605
Durbin-Watson statistic = 2,51078 (P=0,6752)

Lag 1 residual autocorrelation = -0,255401

The StatAdvisor

The ANOVA table partitions the variability in SpeedDiff into separate pieces for each of the effects. It then
tests the statistical significance of each effect by comparing the mean square against an estimate of the
experimental error. In this case, 1 effects have P-values less than 0,05, indicating that they are
significantly different from zero at the 95,0% confidence level.

The R-Squared statistic indicates that the model as fitted explains 89,1192% of the variability in SpeedDiff.
The adjusted R-squared statistic, which is more suitable for comparing models with different numbers of
independent variables, is 32,5393%. The standard error of the estimate shows the standard deviation of
the residuals to be 1,11711. The mean absolute error (MAE) of 0,364605 is the average value of the
residuals. The Durbin-Watson (DW) statistic tests the residuals to determine if there is any significant
correlation based on the order in which they occur in your data file. Since the P-value is greater than
5,0%, there is no indication of serial autocorrelation in the residuals at the 5,0% significance level.

Normal Probability Plot for SpeedDiff
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Appendix B
SELECTION OF FINAL PARAMETERS

Analyze Experiment - SpeedDiff

Estimated effects for SpeedDiff

Effect Estimate Stnd. Error |V.I.F.
average 1,08502 0,150352
A:nproc -0,337681 |0,300704 |1,0
D:nOuterCor |0,467919 0,300704 1,0
E:p -0,836531 [0,300704 |1,0
F:rho -0,146881 [0,300704 |1,0
G:U -0,757881 [0,300704 |1,0
H:Yi 0,285219 0,300704 (1,0
I:h 0,676569 0,300704 (1,0
Jik -0,0445063 |0,300704 |1,0
K:epsilon -1,12106 0,300704 1,0
AF+DG+HK |-0,669294 (0,300704 (1,0
AH+EI+FK -0,685719 [0,300704 |1,0
EG+FJ 0,719731 0,300704 (1,0
Gl+JK -0,823344 (0,300704 |1,0

Standard errors are based on total error with 18 d.f.

The StatAdvisor

This table shows each of the estimated effects and interactions. Also shown is the standard error of each
of the effects, which measures their sampling error. Note also that the largest variance inflation factor
(V.L.F.) equals 1,0. For a perfectly orthogonal design, all of the factors would equal 1. Factors of 10 or
larger are usually interpreted as indicating serious confounding amongst the effects.

To plot the estimates in decreasing order of importance, select Pareto Charts from the list of Graphical
Options. To test the statistical significance of the effects, select ANOVA Table from the list of Tabular
Options. You can then remove insignificant effects by pressing the alternate mouse button, selecting
Analysis Options, and pressing the Exclude button.




Standardized Pareto Chart for SpeedDiff
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Analysis of Variance for SpeedDiff
Source Sum of Squares |Df |Mean Square |F-Ratio |P-Value
A:nproc 0,912229 1 0,912229 1,26 0,2762
D:nOuterCor [1,75158 1 1,75158 2,42 0,1371
E:p 5,59828 1 5,59828 7,74 0,0123
F:rho 0,172593 1 0,172593 0,24 0,6311
G:U 4,59507 1 4,59507 6,35 0,0214
H:Yi 0,650798 1 0,650798 0,90 0,3554
I:h 3,66196 1 3,66196 5,06 0,0372
Jk 0,0158465 1 0,0158465 0,02 0,8840
K:epsilon 10,0541 1 10,0541 13,90 0,0015
AF+DG+HK 3,58363 1 3,58363 4,95 0,0390
AH+EI+FK 3,76168 1 3,76168 5,20 0,0350
EG+FJ 4,1441 1 4,1441 5,73 0,0278
Gl+JK 5,42316 1 5,42316 7,50 0,0135
Total error 13,0209 18 (0,723384
Total (corr.) 57,346 31

R-squared = 77,2941 percent

R-squared (adjusted for d.f.) = 60,8954 percent
Standard Error of Est. = 0,85052

Mean absolute error = 0,471606
Durbin-Watson statistic = 2,25152 (P=0,7096)

Lag 1 residual autocorrelation = -0,143933

The StatAdvisor

The ANOVA table partitions the variability in SpeedDiff into separate pieces for each of the effects. It then
tests the statistical significance of each effect by comparing the mean square against an estimate of the
experimental error. In this case, 8 effects have P-values less than 0,05, indicating that they are




significantly different from zero at the 95,0% confidence level.

The R-Squared statistic indicates that the model as fitted explains 77,2941% of the variability in SpeedDiff.
The adjusted R-squared statistic, which is more suitable for comparing models with different numbers of
independent variables, is 60,8954%. The standard error of the estimate shows the standard deviation of
the residuals to be 0,85052. The mean absolute error (MAE) of 0,471606 is the average value of the
residuals. The Durbin-Watson (DW) statistic tests the residuals to determine if there is any significant
correlation based on the order in which they occur in your data file. Since the P-value is greater than
5,0%, there is no indication of serial autocorrelation in the residuals at the 5,0% significance level.

Normal Probability Plot for SpeedDiff
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Optimize Response

Goal: minimize SpeedDiff

Optimum value = -0,976133

Factor Low |High |Optimum
nproc -1,0 (1,0 0,999627
nCorrectors |-1,0 (1,0 0,339439
nNonOrth -1,0 (1,0 0,999152
nOuterCor |-1,0 (1,0 -1,0

p -1,0 |1,0 0,731128
rho -1,0 |1,0 0,984508
u -1,0 |1,0 0,999058
Yi -1,0 |1,0 0,990301
h -1,0 |1,0 0,977513
k -1,0 (1,0 0,232391
epsilon -1,0 (1,0 1,0

Table 6: Factor levels




The StatAdvisor

This table shows the combination of factor levels which minimizes SpeedDiff over the indicated region.
Use the Analysis Options dialog box to indicate the region over which the optimization is to be performed.
You may set the value of one or more factors to a constant by setting the low and high limits to that value.
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1 Introduction

For engine designers insight in the behaviour of an evaporating fuel spray is of great
importance. Improvements in injection equipment reduce emissions and increase power by
a more effective combustion process. Therefore, a deep understanding of the physics of
Diesel spray will provide some fundamental knowledge for the design of more efficient, less
consuming and cleaner engines.

During the last years great advances on the comprehension of several physical phenom-
ena in liquid jets and sprays have been achieved, both by means of diagnosis experimental
tests and CFD techniques mainly based on RANS (Reynolds Averaged Navier-Stokes) to
simulate turbulence. These computational methods are very useful to study the averaged
flow, but they do not provide any information neither about the turbulent fluctuations nor
about the flow on the jet boundary. In this paper we present an implementation of a LES
(Large Eddy Simulations) method in an non-reactive sprays. LES methods are compu-
tationally more expensive than RANS, but modelling required by RANS is reduced, and
therefore they are more accurate. Furthermore, a detailed study of the flow characteristics
in zones where turbulent fluctuations are significant is allowed by means of LES, while
RANS, by definition, cannot model these features. For a comprehensive description of
both methods, the book of Pope [1] is an excellent starting point.

Regarding Diesel spray injection, the most commonly used codes in the automotive
industry, until very recently, are based on the RANS approach because of their reasonably
accurate results and relatively lower computational cost. However as the RANS approach

*This research was funded by the Spanish Government (ENE2010-18542), the Universidad Politécnica
de Valencia (PAID-2759) and the Generalitat Valenciana (GV/2010/039)
fCorrespondig author.
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has the highest level of modelling it can be seen as a successful interpolation between
experimental data sets. On the contrary, direct numerical simulation (DNS) methods
solve all the significative scales of the flow, so no modelling is require and it provides the
highest level of description of the flow. Since the smallest structures of the flow have to
be solved, the computational cost increases as Re?* and the resources required for most
practical cases are above current computer hardware limitations (and will probably be in
the next 20 years). While the use of LES increases the computational cost, these methods
are able to consistently simulate the complex structures related with turbulent mixing,
which is decisive in the injection and combustion processes and invisible for RANS solvers
(2], and [3]).

The main goal of this work is to numerically investigate the influence of the inlet bound-
ary conditions on a LES of the flow in a Diesel fuel spray evaporation system. This is the
first part of a research project where the idea is to obtain a LES solver able to reproduce
the different turbulent patterns that appear in the free shear flow of Diesel sprays, as well
as the velocities profiles. In this paper we limited ourselves to the numerical simulation of
Diesel spray with the isothermal, isodense and non-vaporizing conditions. Following the
characteristic features of this congress, the paper concentrates on the mathematical aspects
of the simulation. Thus, the chemical and physical analysis have also not discussed in this
article and will be published elsewhere. The results are compared with the classical numer-
ical RANS method with both Eulerian-Eulerian and Lagrangian-Eulerian approaches and
are simultaneously validated with experimental data. Our algorithm has been implemented
in the free all-purposes CFD code OpenFOAM (¢) 2004-2010 OpenSource Ltd.

2 Numerical Technique

As mentioned above, the RANS approach has been traditionally used in order to model
Diesel spray injections[4]. The RNG (Renormalization Group Theory) k-epsilon turbulence
model with the default coefficients for the turbulent dissipation rate equation and turbulent
viscosity is used for both Euler — Euler and Lagrangian — Euler spray calculations. Previous
works [5] showed that RANS accurately predicts average velocity profiles and average
spray’s shape (i.e. dispersion rate, penetration), since the mean velocity profile and the
spreading rate are independent of Re. Nevertheless, RANS is not valid if higher level of
turbulence structure description is required during the calculations [3]. Table 1 resume the
main characteristics of RANS models compared to LES formulation. Differences are based
on the statistical treatment of the turbulence (RANS) and the use of the self-similarity
theory of Kolmogorov (LES). Also differences can be found on the time-averaging of the
Navier-Stokes equations and the spatial filtering for the RANS and LES respectively, see
Table 2.

Application of the filtering operation to the continuity and momentum equations [1]
yields:
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Table 1: Comparison between RANS and LES.

RANS LES
Reynolds-averaged Navier-Stokes Large Eddy Simulation
Statistical phenomena Kolmogorov theory of self similarity -
Time-averaged NS -2 Spatial filtered NS
k - € model (Jones and Launder, 1972) Smagorinsky (Smagorinsky, 1963)
RNG k - € model (Yakhot, 1992) One Equation model (Yoshizawa,1985)
Less computationally demanding Predict transient flows better

Large eddies of the flow are dependent on the flow geometry, while smaller
eddies are self similar and have a universal character.
2NS: Navier-Stokes Equations

V.-u=0 (1)

g—?+v-mz—%vz_?+vv2ﬂ—VT (2)

where w is the filtered velocity field, ¢ is the time, p is the filtered pressure, p is the fuel
density, v is the uniform kinematic viscosity and 7 is the stress-like tensor (7 = uu — wu).
Egs. (1) and (2) govern the evolution of the large (energy-carrying) scales of motion and
the modelled stress term is 7 . Also, this SGS stress tensor provides the communication
between the resolved scales and the dissipation scales [6].

Closure is obtained by modelling the residual-stress tensor. The Smagorinsky [7] model
is used for the sub-grid scale tensor:

T/ = —2s65S (3)

where Tg- is the deviatoric SGS stress with pggs = p (CsA?) ||S;||. Cs is the Smagorin-

—~

S;il| is the Frobenious norm ‘

\/2@;@; of the filtered strain tensor, 5”; =1 (@ + @) A is the filter width, here

2 \oz; T om
assigned to be the cube root of the local cell volume.

—~

S,

sky constant, a theoretical value (0.065-0.2) and

3 Boundary conditions

Experimental results have confirmed the hypothesis that spray evolution is controlled by
fuel-air mixing rates and thus they can be analysed in the same way as a gas jets [5]. Besides
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Table 2: Time Averaging vs. Spatial Filtering.

Instantaneous = Average + Fluctuations (v = u + ')
Averaging or filtering of NS equations gives identical equations for the

averaged /filtered variables plus averaged fluctuation terms.

Time Averaging Spatial Filtering
u; () = + tt+Tu_j(x, s) ds. u(zg) = [u(z,t)G (xg,z,A) Pdr.
v, =0, and T; = ;. ui #0, and T; # ;.
Reynolds Stress Tensor SGS-* Stress Tensor
= 7y = — (W + willy + wiw)) = W — Wy

3Spatial filter G (xg, z, A) with filter size A
4Subgrid Scale

the simplifications brought by the experimental researches, CFD still remains limitations in
term of the modelling of the atomisation process of the nearby zone which is not the goal of
the present study. In addition, the present work can be seen as a previous approach to the
inclusion of droplets (Lagrangian term) as a source of mass and momentum. Hence, to keep
the same computational domain will provide a better application of present conclusions
to future Lagrangian-Eulerian LES calculation and a more suitable framework for further
comparison between them. Consequently, the simplification of the computational domain
presented by Vuorinen [8] is also assumed. In his work the inlet boundary condition is set
far enough from the nozzle avoiding the problems of the void fraction limits which grid
resolution required by LES makes it more restrictive. As presented below, turbulent gas
jet theory will be applied to set the fields in the inlet boundary conditions of the domain.

Studies show how under certain conditions, for any section perpendicular to the spray
axis in the steady region of the gas jet or diesel spray, momentum flux is conservative,
and thus equal to that existing at the nozzle exit ([9], [10] ). Therefore, a proper im-
plementation of the inlet boundary condition would perform the same spray development
independent of where it would be placed. Consequently, the inlet boundary condition must
be perpendicular to the spray axis, contain the whole spray and the same momentum flux
as at the nozzle exit and in order to ensure a more realistic development of the flow the
boundary inlet has to reproduce the same profile of the fields as in a steady spray.

Since momentum flux can be obtained from experimental data, the unknown factors to
set up the BC. can be identified by integrating momentum over the whole spray section:
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Desantes et al. obtain the previous expression for the spray momentum [11] assuming
a Gaussian radial profile [12] for fuel concentration and axial velocity. Here the Schmidt
number (S¢) represents the relative rate of momentum and mass transport and 6, is the
spray cone angle. The point of interest for the present work can be seen in Figure 1 where
the axis velocity equals the injected velocity (U,.;s = Up ) and a Gaussian radial profile can
be assumed. The spray injected under the physical conditions shown in Table 3 has been
simulated [13]. In these conditions the end of the non-perturbed zone for the isodense case
is located at 4.073mm, approximately 8d., from the nozzle exit (with de, = do+/ps/pa) and
the spray diameter is 2.07mm which is set as the inlet boundary condition diameter. Since
LES calculation requires perturbed inlet boundary conditions, the velocity and concen-
tration reference profiles at the inlet boundary condition are Gaussian profiles randomly
perturbed a 10% as a first simplify approximation. The discussion of the convenience of
this hypothesis will be discussed in the followings sections.

Table 3: Definition of experimental and gas jet CFD simulation M = 1.11N.

reference(13] simulation
Fuel Ci3Has(1) fuel (Ng)
Air N, N
Py; (MPa) 73.995 .
Py (MPa) 3.5 3.55
Tro (K) 307.58 307.58
Tt 00 307.58 307.58
P70/ Passe 91.26 1
Up m/s 373.27 373.27
intet pom 112 2070
d,q pm 516 516

The computational domain is a cylindrical volume (d = 40mm, L. = 70mm) that rep-
resents the shape of the injection test rig chamber. The meshing methodology is fairly
the same for the RANS and LES calculations, with different grid densities depending on
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Table 4: Definition of gas jet CFD boundary conditions.

Surface Boundary type Defining variables
Spray inlet diameter Velocity turbulent inlet Up(r)&C(r), Ty
Wall rigid wall, non-slip condition =
outlet constant pressure, P ;

wave Transmissive boundary T 0

the turbulence formulation. Hexahedral cells have been preferred for the grid generation,
since they provide better accuracy and stability than tetrahedral cells. The computational
domain has been decomposed into hexahedral subparts in order to get a semi-structured
topology mesh, as shown in Figure 2(a). Cells are concentrated around the spray diame-
ter (d = 2.07mm) to get a cell size of 60 pym and 20 pm for the RANS and LES meshes
respectively. Downstream the nozzle the mesh is progressively adapted to the shape of
the computational domain in order to obtain a homogeneous cell size at sections located
downstream the inlet boundary condition, see circular sections on the right of Figure 2(a)
&(b). The number of cells is around 4x10° and 5.5x10° for the RANS and LES formu-
lation respectively. Also, an evolution on the LES mesh has been performed in order to
optimize skewness, uniformity and number of cells (reduced to 4.9x10° elements) of the
mesh along the fluid zone occupied by the spray. Previous studies performed on RANS
Euler — Euler [14] in similar spray conditions show that the structure of the mesh and cell
size are enough to get a grid independent solution. Also, the meshes used for the LES
formulation have comparable and also smaller cell sizes than recent LES studies [8] for
sprays characterization where the grid independence is proved. Finally, three boundary
conditions are assigned in the computational domain as depicted in Table 4.

4 Numerical results

The obtained numerical results are contrasted with those predicted by classical RANS
models and compared with experimental data. Experimental results have been obtained
from previously published data from the authors’ research group [10], [15], [13].
Temporal evolution of the axial velocity at 25mm of the virtual nozzle has been used to
justify the beginning for the statistical measurements. In Figure 3 (first of temp ev.) the
criteria of a constant spray angle was used to set the radial position range of the probes.
It is also shown the velocity value imposed in the center of the inlet boundary condition
(4.073mm from the virtual nozzle under the isodense conditions). The difference in both
the frequency content and the width of the velocity signals in the inlet boundary condition
and the axis velocity at 25mm show a lack of precision of the spray fields simulated at
the inlet boundary condition and justify the transient period needed for the turbulent



Figure 2: Calculation domain and boundary conditions. a) RANS case, b) LES case



450
400 inlet B.C.

N Y e \WMWWW\W%WWWMWW

. == 2.55 mm
e inlet B.C.

== 3.4 mm
—r=0
N ¢
= 350
340

100 ,J‘L/\
50 ot N N~ 330

i e

m/s]

200

Uz [m/s]

150

0 ? -
QE+00 1E-04 N 2E-04 3E-04 4E-04 SE-04 320
-50 4.0E-04 4.2E-04 4.4E-04 4.6E-04 4.8E-04 5.0E-

time [s] time [s]

Figure 3: Measurements of radial probes (x=25mm)

evolution. Its effect in LES in terms of the classical parameters to characterize the spray
is decisive as shown in Figures 4 and 5

The maximum axial distance for a 1% fuel concentration is the criteria used to define
the penetration at Figures 4. Notice that this distance is located at the edge of the spray
for theoretical and RANS calculations but not necessarily for LES simulations as shown
in Figures 5. RANS and LES (E-E) calculations correspond to isodense cases detailed in
previous sections and to obtain the RANS (L-E) penetration a Lagrangian formulation
is coupled with an Eulerian one to track the particle dispersion and solve the gas phase
variables.

The over prediction of both the RANS and LES Eulerian-Eulerian penetration at is
affected by: the different injection mass flow rate shape, the fact that spray is more effective
in transferring injection momentum to the ambient than the gas jet [16] and the non-
fulfilment of the isodense hypothesis up to 30d.,. Furthermore, for the LES calculation,
the first 5mm can be seen as a length required to develop turbulence Figure 5. Thus, the
first assumption of a 1% of velocity fluctuation at the inlet boundary condition is not a
good enough turbulent initialization of the flow. Although the inlet is placed at the end of
an not well-known zone, authors think a more realistic turbulent conditions can be achieved
by applying more realistic measured or calculated profiles of velocity variation [17], [18].
The Figure 5 show iso-surfaces of fuel concentration for the LES simulation at 0.3ms. The
red line and the green line mark the stoichiometric iso-surface for LES and RANS (E-E)
simulations respectively. These areas have a relevant importance in combustion processes.
The upper part of the figure plots the radial distance of these surfaces where detached
surfaces far from the jet can be found.

A comparison with the Gaussian radial profiles is shown in Figure 6. In both the axial
velocity has been normalized with the axis velocity. In Figure 6(left) the radial distance
is normalized with the jet’s half-width as defined by Pope [1] where in Figure 6(right) is
normalized with the axial distance. A spatial average at 25mm of the nozzle of the axial
velocity (t= 0.5ms) shows a good agreement with the theoretical Gaussian profile from the
edge to the 30% of the axis speed Figure 6(left). Differences in simulated profiles at 20
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and 25 mm in Figure 6(right) can be affected by the amount of statistics for each location
(around 0.05ms of data less at 25mm). Experimental data is close to LES simulated profile
near the edge of the spray but moves to the Gaussian one as r increases.

5 Conclusions

Using the OpenFOAM code, the authors have performed a completed simulation of diesel
spray in LES. Even the results do not match completely with the experimental results and
RANS simulation, however; it performs a correct trend of spray simulation. These depict
the complicate of modelling of spray processes with many direct or indirect parameters
involved. Some specific needs are presented in our paper as challenges to overcome. The
future research is now focusing on identifying the important parameters that affect the
model and on improving the stability and accuracy of algorithms within OpenFOAM code.
By so doing, the better spray simulation will be performed and a reliable tool will be used
in modelling the spray simulation in the near future. Hence, LES modelling can become the
practical tool in both industry and academic in the design process of combustion systems.
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Abstract— Some aspects of the transient evolution of Diesel-
liked gas jets by means of Large-Eddy Simulation (LES) are
discussed in this work. In order to understand the relationship
between the inlet boundary condition and the development of
the turbulent motions of the Diesel sprays, a 3D injection
chamber is simulated. The main assumption of the set up is the
turbulent gas jet theory hypothesis applied to the inlet
boundary conditions. Validation of the results is achieved by
comparing with both experimental diesel spray measurements
and trusted Reynolds-Averaged Navier-Stokes (RANS)
simulations. Results show that reasonable simulation of
turbulent patterns from one diameter far away of the inlet
boundary condition is achieved.

LES Methods; Diesel sprays; biphasic flows (key words)

L INTRODUCTION

For engine designers, insight in the behaviour of an
evaporating fuel spray is of great importance. Improvements
in injection equipment reduce emissions and increase power
by a more effective combustion process. Therefore, a deep
understanding of the physics of Diesel spray will provide
some fundamental knowledge for the design of more
efficient, less consuming and cleaner engines.

During the last years great advances on the
comprehension of several physical phenomena in liquid jets
and sprays have been achieved, both by means of diagnosis
experimental tests and Computational Fluid Dynamics
(CFD) techniques. Simulation of turbulence is still one of the
most challenging problems in physics and there is a general
agreement that this simulation can be done within three
levels of accuracy. The most used approaches to simulate
turbulence are based on RANS. These computational
methods are very useful to study the averaged flow, but they
do not provide any information neither about the turbulent
fluctuations nor about the flow on the jet boundary.
Regarding Diesel spray injection, the most commonly used
codes in the automotive industry, until very recently, are
based on this approach because of their reasonably accurate
results and relatively lower computational cost. However as
the RANS approach has the highest level of modelling it can
be seen as a successful interpolation between experimental
data sets, and without a careful check of the results against
experiments, little can be said. On the contrary, direct
numerical simulation (DNS) methods solve all the
significative scales of the flow, so no modelling is required
and it provides the highest level of description of the flow.

Since the smallest structures of the flow have to be solved,
the computational cost increases as Re”* and the resources
required for most practical cases are above current computer
hardware limitations (and will probably be in the next 20
years) [1], [2]. In this paper we present an implementation of
the third method: LES. It is computationally more expensive
than RANS, but modelling required by RANS is reduced,
and therefore it is more accurate. Furthermore, a detailed
study of the flow characteristics in zones where turbulent
fluctuations are significant is allowed by means of LES,
while RANS, by definition, cannot model these features. For
a comprehensive description of these methods, the book of
Pope [3] is an excellent starting point.

As it has been said, LES increases the computational
cost, but these methods are able to consistently simulate the
complex structures related with turbulent mixing, which is
decisive in the injection and combustion processes and
invisible for RANS solvers [4], [5]. A good knowledge of
this part of the spray is crucial in order to reduce the Diesel
emissions. Apart from the turbulence modelling, the spray
behaviour itself comprises a range of complex physical and
chemical processes which are difficult to incorporate in the
engine design or computer models. The nozzle internal flow
greatly affects the fuel atomization characteristics and so the
subsequent engine combustion and exhaust emissions [6],
[7]. The transient nature of the flow is greatly affected by the
needle movement which associated with cavitation has
dominated recent studies as the key phenomenon connecting
internal flow and spray behaviour [8], [9]. Thus simulating
the transient behaviour inside the nozzle [10] and predicting
the real spray characteristics is of great importance.

Experimental information (refereed by Pastor [11])
shows that Diesel sprays under both non-evaporising and
vaporising conditions can be properly described with a
mixing-controlled approach, and thus they can be analysed in
the same way as a gas jets. However, since fuel-air mixing
process is significantly influenced by fuel atomization,
breakup and collision, the idea to approximate the spray
evolution wusing gas injection cannot be completely
acceptable for LES due to its degree of physical description.
LES was originally developed to deal with turbulence in
single phase flows. Therefore different approaches have been
recently implemented in LES, in order to deal with this a
priori complicated two-phase problem. The eulerian-eulerian
approach (E-E) for two-phase flow has based models like the
mesoscopic [12] or the VOF (volume of fluid) [13].



Regarding the lagrangian-eulerian approach (L-E), a direct
use in LES can be performed by taking into account the
models needed for the sub-grid two-phase interaction
(viscous work, dissipation rate, turbulent viscosity, heat flux,
species flux) [14]. Each of them has both advantages and
disadvantages in the various regions of spray consisting of
the dense zone and the downstream dilute zone. Hence, the
Eulerian-Lagrangian Spray Atomization (ELSA) is an
integrated model for capturing the whole spray evolution in
RANS calculations [15]. Consequently, LES of atomization
seems to be a necessarily step forward as depicted by
Chesnel [16].

The main goal of this work is to numerically investigate
the influence of the inlet boundary conditions on a LES of
the flow in a Diesel fuel spray evaporation system.
Therefore, in this paper we limited ourselves to the
numerical simulation of Diesel-liked gas jet in a combustion
chamber. By including in future works those phenomena and
conditions omitted here, the effect of more complex/realistic
hypothesis on the physical behavior of the spray will be
noticed and its contribution on the fuel-air mixing process
could be quantified. The results are compared with the
classical numerical RANS method with both eulerian-
eulerian and lagrangian-eulerian approaches and are
simultaneously validated with experimental data. Our
algorithm has been implemented in the free all-purposes
CFD code OpenFOAM.

The paper is structured as follows: after the introduction,
the basis of the LES methodology and the main differences
with RANS provide the needed mathematical background. In
a subsequent section, the detailed description of the
assumptions to set the boundary conditions together with the
computational domain are presented. Finally, the numerical
results with the main conclusions are exposed.

II. NUMERICAL TECHNIQUE

As we said in the introduction, there are basically three
types of methods to solve a CFD problem depending on the
modelling and the description of turbulence: RANS, LES
and DNS. DNS was the first developed method, but it is
inapplicable in most practical cases. Both RANS and LES
methods where developed more or less at the same time in
the sixties. LES methods where first described by
Smagorinsky in 1963 [17], [18] but, due to the computational
resources required, it has not been wide applied in
engineering until very recently.

Pope, in his book [3] gives an excellent introduction to
LES that we are going to follow here. There are three
conceptual steps in LES. First, define a filtering operation to
decompose the velocity field as:

ul(z,t) =a(z,t) +u (z.1).

(1

Here the filtered component @i represents the motion of
the large scales while the small scale motions that occur on
length scales smaller than the mesh spacing are included in
the residual component u'. The motion of these sub-grid

scales (SGS) can not be captured and therefore their effect on
the large scales is modelled in a subsequent step.

In a second stage, the Navier-Stokes equations are
spatially filtered assuming that the filtering operator is
commutative with the differential operator. The filtering
operation is defined as:

Tz t) = [(; (z—2': A (2) f (2, 1) da',
E @)

where G is the filter function and A is the filter width, here
assigned to be the cube root of the local cell volume. As the
isodense condition was set, the introduction of density filter

quantities f=nfl7 i negligible. A deep explanation can
be found in [10]. In this study the conservation equations
governing the filtered velocity field @i(x’,t) are obtained by
applying the filtering operation to the Navier—Stokes
equation, for an incompressible flow of a Newtonian fluid.
Thus, the filtered continuity equation and the filtered
momentum equation become:

iV -mm= -V + VT - VT,
ot Iz

“4)

where T is the filtered velocity field, t is the time, P is the
filtered pressure, p is the fuel density, v is the uniform
kinematic viscosity and 7 is the stress-like tensor
(7 = Wi — TT) Notice that the filtered product Ut differs
from the product of the filtered velocities  ©.. Egs. (3) and
(4) govern the evolution of the large (energy-carrying) scales
of motion and the modelled stress term is T . Also, this sub-
grid scale SGS stress tensor provides the communication
between the resolved scales and the dissipation scales [10].

In the last step, closure is obtained by modelling the
residual-stress tensor. The Smagorinsky [16] model is used
for the sub-grid scale tensor:
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The Smagorinsky constant varies with both grid mesh
aspect ratio as pointed out by Scotti in [19] and the mean
shear ([20], [21]). Although some dynamic implementations
of the Smagorinsky model allow to determine Cg as a
function of time and position ([22], [23]), there is little to be
gained by the use of more complex SGS models in the case
of high Reynolds number free flows of the type considered.
As it was shown clearly in the previous results [24], the
standard Smagorinsky model and even more simple models
[25] give good results for free flows.

The time derivative terms in Eqgs. (3) and (4) are
discretized using a first order Euler scheme. The
discretization scheme for the diffusive term in Eq. (4) is a
second order gaussian integration interpolated linearly by a
centred scheme. The convection term in Eq. (3) and (4) is
discretized implicitly using a second order Gaussian limited
linear differencing scheme. The PISO [26] method is used to
solve the pressure correction equation.

As mentioned above, the RANS approach has been
traditionally used in order to model Diesel spray injections
[27]. The RNG (Renormalization Group Theory) k-epsilon
turbulence model with the default coefficients for the
turbulent dissipation rate equation and turbulent viscosity is
used for both Euler-Euler and Lagrangian-Euler spray
calculations. Previous works [11] showed that RANS
accurately predicts average velocity profiles and average
spray’s shape (dispersion rate, penetration), since the mean
velocity profile and the spreading rate are independent of
Reynolds number. Nevertheless, RANS is not valid if higher
level of turbulence structure description is required during
the calculations [5].

Table 1 resumes the main characteristics of RANS
models compared to LES formulation. Differences are based
on the statistical treatment of the turbulence (RANS) and the
use of the self-similarity theory of Kolmogorov (LES).
Consequently, differences can be found on the time-
averaging of the Navier-Stokes equations and the spatial
filtering for the RANS and LES respectively, see Table 2.

Solutions schemes for the Eulerian-Eulerian spray
simulations with the RANS formulation are exactly the same
to those used and described in the previous section for the
LES Eulerian-Eulerian spray calculations.

TABLE 1. COMPARISON BETWEEN RANS AND LES

TABLE II. TIME AVERAGING VS. SPATIAL FILTERING.

Instantaneous = Average + Fluctuations (u = @i + u’)

Averaging or filtering of NS equations gives identical equations for the
averaged/filtered variables plus averaged fluctuation terms.

Time Averaging Spatial Filtering

w; (x) = = jl"_H ; (x, 5) ds. ulwg) = [, ula, )G (g, A) Hdua,

TJs
ul =0, and T; = . u, # 0, and T, # Ts.
SGS- Stress Tensor

wwnolds Stress Tensor
Reynolds S
BRI S5 — [ Ty ——
i = uluj T (u,r:_f + T uJuJ) W, — W

3
,rh

RANS LES

a

Statistical phenomena Kolmogorov theory of self similarity

Time-averaged NS ° Spatial filtered NS

k - € model (Jones&Launder, 1972)
RNG k - ¢ model (Yakhot, 1992)

Smagorinsky (Smagorinsky, 1963)
One Eq. model (Yoshizawa,1985)

Less computationally demanding Predict transient flows better

a. Large eddies of the flow are dependent on the flow geometry, while smaller
eddies are self similar and have a universal character.

b. NS: Navier-Stokes Equations

3. Spatial filter G (X , x, A) with filter size A
4. Sub-grid Scale

III. BOUNDARY CONDITIONS

In Diesel engines the fuel is injected into a cylinder by a
high pressure atomizer with a nozzle hole diameter d, which
creates the fuel spray. In terms of computational difficulty
the flow is not statistically stationary and has 3 directions of
statistical inhomogeneity. Those conditions together with the
two phase appearing in the fuel at high velocity sets the
spray evolution as one of the most complicated turbulent
flow to simulate [3][16]. As depicted at the introduction,
besides the simplifications brought by the experimental
researches, CFD still presents limitations in term of the
modelling of the atomisation process of the nearby zone
which is not the goal of the present study. Consequently, the
simplification of the computational domain presented by
Vuorinen [25] is also assumed. In this work the inlet
boundary condition is set far enough from the nozzle
avoiding the problems of the void fraction limits which grid
resolution required by LES makes it more restrictive. In
addition, the present work can be seen as a previous
approach to the inclusion of droplets (Lagrangian term) as a
source of mass and momentum. These particle-laden gas jets
are considered by the authors as the logical following step as
it has been widely used to analyze dilute sprays [28][29]. As
it can be inferred from the description of the computational
domain this is the region of the spray where the research is
focused. Furthermore, by keeping the same computational
domain will provide a better application of present
conclusions to future Lagrangian-Eulerian LES calculation
and a more suitable framework for further comparison
between them. As presented below, turbulent gas jet theory
will be applied to set the fields in the inlet boundary
conditions of the domain.

Studies show how under certain conditions, for any
section perpendicular to the spray axis in the steady region of
the gas jet or diesel spray, momentum flux is conservative,
and thus equal to that existing at the nozzle exit [30][31].
Therefore, a proper implementation of the inlet boundary
condition would perform the same spray development
independent of where it would be placed. Hence, the inlet
boundary condition must be perpendicular to the spray axis,
contain the whole spray and the same momentum flux as at
the nozzle exit and -in order to ensure a more realistic
development of the flow- the boundary inlet has to reproduce
the same profile of the fields as in a steady spray.

Since momentum flux can be obtained from experimental
data, the unknown factors to set up the boundary condition




can be identified by integrating momentum over the whole
spray section:

R
My = M (z) = / 2ap (z,r)U (z,r) rU (z,r)dr,
Jo (6)

where the x-coordinates coincides with the spray axis and the
r-coordinate is the radial position (perpendicular to the spray
axis), p is the local density in the Diesel spray and U is the
axial velocity. Writing the density at an internal point of the
spray in terms of local concentration and assuming a
Gaussian radial profile [32] for fuel concentration and axial
velocity, Desantes et al, obtained the following expression
for the spray momentum [33]:
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Here the Schmidt number (S¢) represents the relative rate
of momentum and mass transport and 6, is the spray cone
angle. The point of interest for the present work can be seen
in Fig. 1 where the U,;; = U, . The spray injected under the
physical conditions shown in Table 3 has been simulated
[32]. In these conditions the end of the non-perturbed zone
for the isodense case is located at 4.073mm, approximately

8d,, from the nozzle exit (with @eq = do\/pr/Pay and the
gas jet diameter is 2.07mm which is set as the inlet boundary
condition diameter. The velocity and concentration reference
profiles are defined as:
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(x,7) () - exp Q 7
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with a (= 4.6) the shape factor of the Gaussian distribution.
Since LES calculation requires perturbed inlet boundary
conditions, the reference signal is randomly perturbed a 10%
as a first approximation. The discussion of the convenience
of this hypothesis will be overcome in the followings
sections.

The computational domain is a cylindrical volume (d =
40mm, L = 70mm) that represents the shape of the injection
test rig chamber. The meshing methodology is fairly the
same for the RANS and LES calculations, with different grid

i ; .1!_.: > { ({) (1 )s) (mw ”")]f.

densities depending on the turbulence formulation.
Hexahedral cells have been preferred for the grid generation,
since they provide better accuracy and stability than
tetrahedral cells. The computational domain has been
decomposed into hexahedral subparts in order to get a semi-
structured topology mesh, as shown in Fig. 2(a). Cells are
concentrated around the spray diameter (d = 2.07mm) to get
a cell size of 57.5um and 22.5pm for the RANS and LES
meshes respectively. Downstream the nozzle the mesh is
progressively adapted to the shape of the computational
domain in order to obtain a homogeneous cell size at sections
located downstream the inlet boundary condition, see
circular sections on the right of Fig. 2. The numbers of cells
are 4.05x<10° and 4.9x10° for the RANS and LES
formulation respectively.

TABLE III. DEFINITION OF EXPERIMENTAL AND GAS JET CFD
SIMULATION.
exp.[32] (M = 1.11N) simulation
Fuel Ci3 Has (1) fuel N, )
Air N, N,
Py (MPa) 73.995 -
P,.. (MPa) 3.5 3.55
Teo (K) 307.58 307.58
T, (K) 307.58 307.58
Pro /Pase 21.26 1
Uy (m/s) 373.27 373.27
dinter (Hm) 112 2070°
deg (pm) 516 516
a. Nozzle diameter
b. Jet diameter at the end of the non perturbed zone
1.2
>——=Non perturbed zone (Isodense case)
1 ‘.
- I';]on perturbed zone (Ci:Has )
0.8 g
5 0.6
2 04
0.2

—p=pf
0
0 0.01 0.02 0.03 0.04 0.05
Axial Position [m]

Figure 1. Axis velocity. Red dot line: Isodense case, Blue solid line:
Ci3Has (g) case
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Figure 2. Calculation domain and boundary conditions for the RANS case. LES grid is a finer version of this one

In this mesh, the circular faces of the cylinder are splitted
in to four parts and then meshed with a non-structured
hexahedral mesh using the same cell size than that described
above. Previous studies performed on RANS euler-euler [35]
in similar spray conditions show that the structure of the
mesh and cell size are enough to get a grid independent
solution. Also, the meshes used for the LES formulation
have comparable and also smaller cell sizes than recent LES
studies [25] for sprays characterization where the grid
independence is proved. Finally, three boundary conditions
are assigned in the computational domain as depicted in
Table 4.

TABLE IV. DEFINITION OF GAS JET CFD BOUNDARY CONDITIONS.

Surface Boundary type Defining variables
inlet turbulent velocity inlet Uy (1)&C(r), T¢
wall rigid wall, non-slip cond. -

IV. NUMERICAL RESULTS

The obtained numerical results are contrasted with those
predicted by classical RANS models and compared with
experimental data. Experimental results have been obtained
from previously published data from the authors’ research
group. Momentum flux data was achieved by measuring the
impact force of the spray in a surface with a piezo-electric
sensor [31]. The droplet velocity measurements have been
performed under non-vaporising conditions inside a SF6 (a
dense gas) atmosphere at room temperature (298K). The
environmental density at low pressure (0.5MPa) was
40Kg/m’, close to the reference case [36].

Temporal evolution of the axial velocity at 25mm of the
virtual nozzle has been used to justify the beginning for the
statistical measurements. In Fig. 3 the criteria of a constant
spray angle was used to set the radial position of the probes.
Thus the first probe in the isodense calculation is located at
the edge of the spray and the last at 4.25mm from the edge.
Since no significant velocity variation was detected by the
most far-off probe, its measurements do not appear. It is also
shown the velocity value imposed in the center of the inlet
boundary condition (4.073mm from the virtual nozzle under
the isodense conditions).

Differences in both the frequency content and the width
of the velocity signals in the inlet boundary condition and the

axis velocity at 25mm show a lack of precision of the spray
fields simulated at the inlet boundary condition Its effect in
LES in terms of the classical parameters to characterize the
spray is decisive as shown in Fig. 4.
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Figure 3. Measurements of radial probes (x=25mm)
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Figure 4. Measurements of axys velocity

The maximum axial distance for a 1% fuel concentration
is the criteria used to define the penetration. Notice that this
distance is located at the edge of the spray for theoretical and
RANS calculations but not necessarily for LES simulations
as shown in Fig. 5 (solid red line). RANS and LES (E-E)
calculations correspond to isodense gas jets cases detailed in
previous sections. A description of the Lagrangian-Eulerian
approach will be done in future works when comparing
RANS with LES Lagrangian-Eulerian calculations. This
approach is outside of the scope of the present paper and has
been shown as a reference of a good experimental estimation
to compare with.
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Comparison between RANS and LES concentration iso-surfaces t=(0.3ms). Lower part: longitudinal clip of fuel
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The over prediction of both the RANS and LES Eulerian-
Eulerian penetration is highly affected by the different injection
mass flow rate shape. The L-E injection follows the
experimental progressive evolution while the E-E injection is a
constant value, simplified in this way to avoid disguising the
first stages of the jet with this variable.

The over prediction of both the RANS and LES Eulerian-
Eulerian penetration at is also affected by the fact that spray is
more effective in transferring injection momentum to the
ambient than the gas jet [37]. In the L-E approach the
Lagrangian term carries the 45% of the momentum at 8deq of
the nozzle.

Furthermore, in this initial part of the spray the local
density is far from the assumption of constant density of the
gas jets. Therefore the isodense hypothesis that allows to
compare the gas jet with the Diesel spray is so restrictive from
the actual boundary condition placed at 8deq. The assumption
is acceptable beyond the developing region (x/deq > 30) where
differences in axis velocity under turbulent gas jet theory are
less than 3%.

Moreover, for the LES calculation, the first 5mm can be
seen as a length required developing turbulence Fig. 5. Thus,
the first assumption of a 10% of velocity fluctuation at the inlet
boundary condition is not a good enough turbulent
initialization of the flow. Given that the inlet is placed at the
end of a not well-known zone, authors think a more realistic
turbulent conditions can be achieved by applying measured or
more accurate calculated profiles of velocity variation [38],
[39]. The Fig. 5 shows iso-surfaces of fuel concentration for
the LES simulation at 0.3ms. The red line and the green line
mark the stoichiometric iso-surface for LES and RANS (E-E)
simulations respectively. These areas have a relevant
importance in combustion processes. The upper part of the
figure plots the radial distance of these surfaces where detached
surfaces far from the jet can be found.

A comparison with the Gaussian radial profiles is shown in
Fig. 6 and Fig. 7. In both the axial velocity has been
normalized with the axis velocity. In Fig. 6 the radial distance
is normalized with the jet’s half-width as defined by Pope [1]
where in Fig. 7 is normalized with the axial distance. A spatial
average at 25mm of the nozzle of the axial velocity (t = 0.5ms)
shows a good agreement with the theoretical Gaussian profile
from the edge to more than the half of the jet radius (up to 30%
of the axis speed) Fig. 6. Differences in simulated profiles at 20
and 25 mm in Fig. 7 can be affected by the amount of statistics
for each location (around 0.05ms less data at 25mm).
Experimental data is close to LES simulated profile near the
edge of the spray but moves to the Gaussian one as r increases.
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Figure 6. Radial velocity profiles (t=0.5ms). Spatial average of eight
different angles
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V. CONCLUSIONS

Using the OpenFOAM code, the authors have performed a
completed simulation of diesel spray in LES. A comparison
between the propose method and trusted (E-E) RANS sprays
simulations has been performed, obtaining a very good
agreement. Configuration and turbulent boundary conditions
election have been justified and validated. Internal structure of
the spray has been deeply studied, showing some
characteristics of the spray. LES results have been also
validated against experimental measurements of the velocity
field. Some specific needs are presented in our paper as
challenges to overcome. LES modelling can become the
practical tool in both industry and academic in the design
process of combustion system. The future research is now
focusing on identifying the important parameters that affect the
model and on improving the stability and accuracy of
algorithms within OpenFOAM code. By so doing, the better
spray simulation will be performed and a reliable tool will be
used in modelling the spray simulation in the near future.
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Abstract: There are many approaches have been developing to
simulate the spray structure especially in modeling fuel sprays,
i.e. Eulerian, Lagrangian, Lagrangian-Eulerian, FEulerian-
Eulerian and Eulerian-Lagrangian approaches. The present
study uses an Eulerian-Lagrangian Spray Atomization (ELSA)
method which is an integrated model for capturing the whole
spray evolution starting directly from injector nozzle still the end.

Our goal in this study is to evaluate the ELSA model which is
implementing into the commercial software Star-CD, for
numerically modeling of Diesel sprays. There are two key studies
in these validations, at first we examine the turbulent parameters
through the three different scenarios and then we study mesh
dependency. The results show in form of liquid penetrations,
droplet velocity, and axial velocity profiles. All numerical results
are compared with experimental data from our research
institute, CMT-Motores Térmicos.

ELSA,

Keywords: spray penetration, droplet,

atomization, turbulence.

injection,

L INTRODUCTION

Everybody knows the auto world has shifted. New
efficiency standards are requiring a fleet-wide fuel economy.
Within this purpose, car manufacturers have paid more
attention to enhance the improvement of R&D resources in
automotive industry. There is a variety of research fields
included Noise, Vibration and Harshness (NVH), simulation of
vehicle performance, dynamics, safety, durability, etc. Even
though there have been big advances over the last decade in the
efficiency of the diesel engine, automakers insist there is still
much to improve about the humble combustion engines,
especially in the Diesel injection simulation.

In the 1980s, Lefebvre (1989) described the complexity of
spray structure and its related theories. Fuel injection process
and subsequent fuel-air mixing formation play a major role on
combustion and pollutant emissions on internal combustion
engines. As the development of a spray is dependent on many
parameters and coefficients, simulation studies try to assess the
impact of complex phenomena. It is characterized by orifice
diameter, nozzle shape, pressure, density, temperature, physical
chemistry components, contraction coefficient, discharge
coefficient, vaporization, etc.

Renault and VECOM (Vehicle Concept Modeling) Marie Curie Initial
Training Network (ITN)

Frederic Ravet

Renault
1 avenue du golf 78288, Guyancourt, France
E-mail: frederic.ravet@renault.com

Thus an accurate prediction of these processes is required
in order to perform reliable engine combustion and pollutants
formation simulations.. Fuel spray injection is one of the most
important phenomena in internal combustion engine which is
still under development and it has been attracted a high
concerns from both academic and scientific researchers. Diesel
fuel injection and spray formation modeling is still a
challenging task due to the complex interrelated phenomena
taking place. Still now some of them such as primary
atomization or nozzle cavitation are not fully understood.

Even though many models are mentioned in the abstract but
each of them has both advantages and disadvantages in the
various regions of spray consisting of the dense zone and the
downstream dilute zone or atomization.

In order to enhance CFD spray simulations, the ELSA
model has been developing in recent years and integrated into
the Star-CD CFD code by Renault. This model is based in an
Eulerian approach for the description of the dense spray region,
where standard Discrete Droplet Model (DDM) method is not
suited for. Hence, the ELSA is an integrated model for
capturing the whole spray evolution. Within the diluted spray
region the ELSA model could switch to the traditional
Lagrangian description of the liquid phase, taking advantage
from well established previously developed submodels.

The theoretical aspects of the model have been developing
in the last decade, however we need to make it real and stable
for engineering applications. The ELSA model has been
implementing into Star-CD code. Through the toughest
structuring period, we continued to validate and evaluate
heavily to ensure the prompt correction in preliminary stage.

Targeting this general objective, it is included to evaluate
and validate the different parameters, improve the simply
model for computation and identify the well-described
phenomena involved in Diesel spray formation and
development from nozzle outflow to complete fuel
vaporization. As a result, we form the set of correct models for
producing a diesel engine simulation in real-life operation. This
work is part of a more ambitious project, with the general
objective of developing and validating a new spray model tool
for practical applications on CFD engine calculations.



II. THE EULERIAN - LANGRANGIAN SPRAY
ATOMIZATION (ELSA) MODEL

In this section the Eulerian-Lagrangian spray atomization
approach is described. The goal of the ELSA model is to
realistically describe the dense zone of the spray. The ELSA
model has been developed from 2001 ignited by Vallet et al.
and during the time has been under development [Beau (2006);
Lebas (2007); De Lucas M. (2007); Ning W. (2007); Blokkeel
et al. (2003)].

The ELSA model is used for situations when it assumes
the following hypotheses:

e In the situation of high-speed turbulent sprays where
Reynolds and Weber numbers are high.

¢ And it exams a turbulent mixing process between the
liquid and surrounding gaseous phases as a single-
phase turbulent fluid flow with mean properties.

Basically, we can divide ELSA approach into three broad
zones:

. Eulerian mixture zone: in the first part, single phase
CFD code to describe the liquid/gas mixture in the dense
part of the spray. In this region, liquid and gas phase are
considered as a unique mixture flow. The classical Eulerian
model is used to solve this single phase flow.

. Transition zone: switch from Eulerian to Lagrangian
calculation, and

. Lagrangian zone: classical Lagrangian tracking for
droplets in the diluted spray zone

Once the difference of velocity of a liquid jet with respect
to the surrounding gas is very strong, atomization of the jet
occurs, and droplets are formed (atomization regime).

In two papers of A. Desportes et al. (2010), the author had
summarized the key formulae as following, and we include

here for completeness. Mean liquid mass fraction Y,

Y= )

il

where Y is the mean liquid volume fraction,

The mean properties of this effective fluid or mixture (like
mean density O or Favre averaged mean velocity U,) are

defined with the following relationships:

The state equation is obtained as

p=pY+p,(1-Y) @)

P, is the liquid density and p, is the gas density, which is

expressed in terms of Y, as

1 Y 1=y
—= (3)
P pp
Ui :ZUl,i+(1_Z)Ug,i )
and the equation of state
_ (1-%)pRT
P=L—Qéii )
1-Y,-p/p,

In the equation of state (5), we take into account the
volume occupied by liquid.

Then, the classical transport equations are solved for these
mean variables:

dp aﬁUj ¥,
— 4 = S ! 6
o ox, H ©
0. 0pU U. 00Ul _
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ot 8xj ox, 8xj

It should be noticed that the last equation does not contain
any momentum exchange terms between liquid and gaseous
phases. In order to model the liquid dispersion, this set of
equations is completed by the transport equation for the liquid
mass fraction:

opr, , 9pU,T, ey’
ot axj 8xj

+8% 8)

Y, Ui .
Where S g, and S gL are the sink or source terms due to the

droplet generation or absorption when the transition from
Eulerian to Lagrangian formulation is activated.

In Egs. (5) and (6), there are 2 turbulent fluxes to be
closed. The turbulent stress tensor is modeled with a classical
k —& model closure. Concerning the liquid turbulent
diffusion flux, the gradient law approximation is applied:

50

"y =— 9
pu;y pSct dx, ©)

Liquid/gas interface density

In order to characterize the size of liquid fragments
resulted from the jet atomization, the notion of liquid surface



density is introduced. This variable is defined as the quantity
of liquid/gas interface per unit of volume Z(m_l). Using

this new variable, we can obtain the Sauter Mean Diameter of
droplet [Lebas R. (2005)]:

D;, = 6PZ,
Jp>
5 (10)
n= P =
367 pY,

A transport equation for liquid surface density is postulated
by analogy with the flame surface density.

50 0pQU . Q) -
_apQ+—p J =i ﬁla_g +S§L
ot ox; dx;| " Sc, ox;
. . . (11

ﬁ . [Qinit + Qmean + Qturh + Q('oll + Qcoal j

Here, Beau PA. (2005 & 2006) introduced the other notion
of liquid/gas interface per unity of mass that is defined as

Q=5/p mky.
The production and destruction of liquid surface are
accounted for with source terms detailed below. The first term

source Qinir in Eq. (8) permits to initialize the calculations
since all other terms source are proportional to £

2V 6P 3% 3%,

r

Se, pp, L, ox; ox,

v, Q 9y oy . (12)
22—t — otherwise
Sc, (1_Y1)Y1 ox; ox,

if¥,(1-,)<0.001

init =

The second term in the right hand side stands for a general
definition that was obtained by the phenomenological
considerations for the spray formed of the droplets with a

constant diameter. In the region closed to the injector ¥, =1,
the scale of the first liquid fragments is assumed to be
proportional to the turbulent length scale, L, .

The three next terms correspond to the production of liquid
surface density due to the mean or turbulent stresses and due
to the collisions:

puit; 00, &
Pk dx;

Qoean = (13)

ﬁturb =£ and ﬁcoll =£

Tturb Tcall

The last term in the right hand of Eq. (8) deals with
destruction of surface density due to coalescence:

~2
~ 1 Q
Qmul ==
Tmll chit

(14)

with 7, and Q.ir are the characteristic time scale of

collisions and the critical value of liquid/gas surface density.
I.  EXPERIMENTS FOR COMPARISON

The obtained numerical results are compared with
experimental data at CMT Motores Térmicos. Experimental
results have been obtained from previously published data
from the authors’ research group R. Payri et al. (2008), and J.
Gimeno (2008).

The injection velocity profile comes from measurements of
mass and momentum fluxed performed in a pressurized test
rig with nitrogen. The momentum flux measuring principle of
this technique is explained in two references of R. Payri et al.
(2005), and J. Gimeno et al. (2008), and consists of measuring
the impact force of the spray in a surface with a piezo-electric
sensor. As long as the whole cross-section of the spray
impacts on the sensor, the measured force equals to the
momentum flux at that cross section. If the measurement
position is close to the nozzle exit, the time evolution of the
impact force is equal to the nozzle (hole) momentum flux,

M

0"

II. GEOMETRY & BOUNDARY CONDITIONS
These cases have been simulated as axis-symmetric
boundary-value problems. We study 2D axis-symmetric
meshes (5 degree cylindrical segment along the axis). A 2D

view, boundary conditions and coordinate system are shown in

Inlet Axis

—
V X \ Walls

Figure 1. Boundary conditions.

Fig.1.



Within this work, we used a data as similar as CMT
Diesel-type single-hole injector experiments for a diameter of
112 um with variable velocity profile input at the injector as
depicted in Fig. 2 and some key parameters in table 1.

Velocity Input
500 —
400 —
300 —
)
E _
x
]
200 —
100 —
0 LI I LN B B | I LI I LI I
0 0.001 0.002 0.003 0.004
time [s]
Figure 2. Starting velocity profile.
TABLE L BASIS PARAMETERS
Ambient Injection .
pressure pressure Temperature Fuel Density
3.53 MPa 80 MPa 307.58 K 822.10 kg/m’

Generally, the requirement for mesh structure is especially
at the nozzle where the mesh size has to be small enough to
capture the spray structure and the small droplets at the
injector and surroundings. Our current mesh structure is based

on the following criteria:

Ax~0.05-0.1D,, = Ar=10"s

Hence, two different configurations with 10, and 20 cells
at the nozzle are used. The computational domains with the
size of 80 x 25 mm are shown in Fig. 3 according to the mesh

structures in table II.

MESH STRUCTURES
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TABLE II.

. Axial ratio . Rad‘i 2

No cells at No. axial (First/Last No. radial ratio
the nozzle cells . cells (Last/First

ratio) q

ratio)

10 435 72 90 0.006

10 218 72 45 0.006

20 250 143 50 0.003

71 72

Figure 3. Geometry.

The first two graphs in Fig. 3 are for the ten cells with fine
meshes in isometric and side views respectively, the third one
is for ten cells with coarse mesh. The forth figure from
downward position is for the case with 20 cells at the nozzle.
The detailed views of two types of meshes are also showed in

pairs.



We used the k-¢/High Reynolds Number turbulent model with
the following constants in table 3 that are usually accepted in
most of the spray calculation where C-e1=1.44 is the standard
value, and we also use the suggested value C-g1=1.60 in order
to improve predictions on round jets modeling, moreover we
examine the behavior of the simulation with C-g1=1.52. The
turbulent Prandtl number has been set to 1 in order to produce
similar solutions for the conservation equations of axial
momentum, fuel mass and energy. We notice that the Prandtl
(K.E.) in table III is another Prandtl constant which is only
used for solving the k-& equations.

TABLE III. TURBULENT PARAMETERS
Prand | Prand
C-Mu C-gl C-g2 C-€3 tl tl
(K.E.) (Eps)
Turb 1 0.09 1.44 1.92 1.44 1 1.219
Turb2 | 0.09 1.52 1.92 1.44 1 1.219
Turb 3 | 0.09 1.60 1.92 1.44 1 1.219

Combining the above descriptions, we finalize six main
cases in total:

TABLE IV. COMPUTATIONAL CASES
Case No. o it oo Vertices Cells
nozzle constant
Case 1 10 C=1.60 78,916 39,150
Case 2 C=1.44
Case 3 10 C=152 19,929 9,810
Case 4 C=1.60
Case 5 C=1.44
20 25,351 12,500
Case 6 C=1.60

III. NUMERICAL RESULTS

Figure 4 shows the comparison of the liquid penetrations
using different meshes vs. time. At first, the plot for only 20
cells at nozzle diameter with the experimental result is depicted
on top. With the constant equally to 1.44, the numerical result
prone to the right hand side of the experimental results
meanwhile with the value of 1.60, the spray penetration tend to
the other side of experimental results. This similar behavior
remains for the comparison with 10 cells. For the second plot,
the critical changes are observed between the three turbulent
constants. In the last plot, we could see the dramatically change
in the fine mesh case where the penetration curve move far
way in comparison with the coarse mesh. Thus, the choice of
this parameter must be considered for each numerical
simulation.

As visual presentation in Fig. 5, it can be easily imagined
the evolution of velocity profiles in various time steps of 0.025,
0.01, 0.5, 1, 1.5, 2 ms respectively, the structure of spray is
represented for the number of cell size of 10 at the nozzle
diameter and fine mesh case (case 1). It can be seen that
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Figure 4. Liquid penetrations.

velocity magnitude is highest in the zone surrounding the
nozzle and in the liquid core zone where the Eulerian approach
is used and lowest in the droplet peak in the axial direction.
The droplet figure describes the droplet formation is produced
starting from the transition zone and continue to develop in the
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Figure 5. Spray structure and droplet formation
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farther zone (Lagrangian zone) continuously. It is the
combined plot where the contours profile represents for the
velocity and the round circles show the droplet diameter but it
shows in the same color scale. Here, droplet diameter is in mm
and the velocity unit as m/s. Definitely, there is no droplet in
the Eulerian mixture zone. It confirms our initial setting and
formulae for ELSA model. Mean velocities and droplet
velocities in different radial and axial position are shown in
Fig. 5 and Fig. 6. Generally, the velocity profiles in the
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numerical calculation are in line with the experiments.

In Fig. 6, we plot velocity profiles in different sections with
five sections at round number of distance equal to 25 30, 35,
40, and 50 mm respectively in order to compare with the
available experiments from R. Payri et al. (2008). It can be
seen that the velocity profiles decrease according to the
penetration distance.

In Figure 7, the droplet velocity along axial direction and
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Figure 6. Velocity profiles of spray (10 cells, C-e1=1.60).



total number of droplets are sketched. To bear in mind that we
only take into account total droplets which contain within the
closest cells from the axial line.
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Figure 7. Droplet velocity profiles

We can see the number of droplets increase through each time
steps and their velocity also change accordingly and long the
mean velocity curve.

IV. CONCLUSIONS

In this report we brought out some key different amongst
those computational models and typical plots for certain cases.
For the rest of figures which resulted similar behavior, and
don’t add much value to the report aren’t showed here. As
stated in our target, we showed the relationships or discrepancy
among key elements of penetration, velocity, turbulent
parameters and different in position or number of time step and
mesh effects.

In sum, mean velocity profile and droplet velocity is
staying very close with the experiment index especially in the
highest time step. Liquid penetration is totally depend on the
mesh size, topology and of course turbulent model and
parameters which we used for our simulation. Grid sensitivity
is shown in our calculations, thus for 2-D RANS (Reynolds-
averaged Navier—Stokes) simulations, we can
use meshes as much fine as possible if time simulation and
computing power allowed in order to get nearly grid
independent results. We have to do more test and computations
to know exactly which value should be best fit to each case.

The Diesel spray was performed with ELSA model
produced a good accuracy even with the 2D axisymmetric
meshes, the numerical results indicated the similar prediction in
conjunction with the real experimental results conducted at
CMT in 2008. Designers often focus on performance areas,
thus our liquid sprays analysis and design using Computation
Fluid Dynamic (CFD) simulations were performed on the
Diesel spray and validated the ELSA model with the latest
experimental results with almost the same configuration are
very useful for them to refer to.
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ABSTRACT

During the last fifteen years Computational Fluid Dynamics
(CFD) has become one of the most important tools to both
understand and improve the Diesel spray development in
Internal Combustion Engine (ICE). Most of the approaches
and models used pure Eulerian or Lagrangian descriptions to
simulate the spray behavior. However, each one of them has
both advantages and disadvantages in different regions of the
spray, it can be the dense zone or the downstream dilute zone.
One of the most promising techniques, which has been in
development since ten years ago, is the Eulerian-Lagrangian
Spray Atomization (ELSA) model. This is an integrated
model for capturing the whole spray evolution, including
primary break-up and secondary atomization.

In this paper, the ELSA numerical modeling of Diesel sprays
implementation in Star-CD (2010) is studied, and simulated
in comparison with the Diesel spray which has been
experimentally studied in our institute, CMT-Motores
Térmicos. Since many of the most important characteristics
of the spray development, as the penetration or the axial
velocity, can be captured using 2D simulations, in this
preliminary validation of ELSA model only two-dimensional
simulations have been performed. Moreover, the main
objective of the paper is to: firstly, obtain mesh independency
for further analysis and secondly, improve the classic & - ¢
RANS model for ELSA model. Apart from this, several
characteristics of the spray as can be the droplet formation of
the liquid penetration are also showed.

Copyright © 2011 SAE International
doi:10.4271/2011-37-0029

INTRODUCTION

Fuel injection process and subsequent fuel-air mixing
formation play a major role on combustion and pollutant
emissions in internal combustion engines. It is one of the
most important phenomena in internal combustion engines
which is still under development and with high concerns from
both academic and scientific researchers, due to the complex
interrelated phenomena taking place (See for instance
Lefebvre, 1989 [17]). Still now, some of them, such as
primary atomization or nozzle cavitation, are not fully
understood.

In order to enhance Computational Fluid Dynamics (CFD)
spray simulations, the ELSA model (Vallet et al., 2001 [24])
has been developed in recent years. It has been integrated
very recently into the Star-CD CFD code by RSA. ELSA
model is based on an Eulerian approach for the description of
the dense spray region, where standard Discrete Droplet
Model (DDM) method is not able to describe the flow.
Within the diluted spray region, the ELSA model could
switch to the traditional Lagrangian description of the liquid
phase, taking advantage from well established and previously
developed submodels.

The goal of the ELSA model is to realistically describe the
dense zone of the spray and the spray atomization. Since the
seminal work of Vallet et al. [24] it has been under
development by several authors, including Blokkeel et al.,
2003 [6], Beau, 2006 [5], Lebas, 2007 [15], De Lucas M.,
2007 [9] or Ning W., 2007 [19]. As we have said, the ELSA
model takes advantages of the Eulerian description of the
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Figure 1. Illustration of the spray structure in the atomization regime (adapted from Faeth et al., 1995 [10]).

near nozzle flow where some assumptions of standard spray
models based on discrete droplet method (DDM) shows
strong limitations. This approach is valid only when the
liquid volume fraction is small inside the computational cells
and when the drops are homogeneously distributed in the
computational space, neither of them is satisfied in the near
field of the spray. In order to keep a low void fraction and
assure numerical stability, it is necessary to use grid sizes
larger than orifice diameter, which cannot adequately resolve
the flow structures in this region. Additionally, it is also not
required to assume any particular shape to represent drops
and liquid ligaments on ELSA model, where the average area
of the liquid-gas interface is introduced as a measure of the
atomization extent. Moreover, the DDM method applies
isolated drop based models in this region with strong
interaction within the liquid phase, where its validity is hardly
justified.

Basically, we have three separated zones in the ELSA model
as shown in the following figure:

¢ Eulerian mixture zone: In this region (liquid core), liquid
and gas phase are considered as a unique mixture flow. The
classical Eulerian model is used to solve this single phase
flow.

e Transition zone: switch from Eulerian to Lagrangian
calculation.

* Lagrangian zone: classical Lagrangian tracking for
droplets in the diluted spray zone and some regions of the
Dense spray zone

The main hypothesis of ELSA, is that the flow must be a
high-speed turbulent spray, where Reynolds bulk number and
Weber number should be high (See Beau, 2006 [5] for a
detailed study). In the case of Reynolds number, it must be at
least Re > 104, (A. Doudou, 2005 [3]), whereas for Weber
number, We ~ 350 (Lee and Reitz, 2001 [16] and Tanner,
2004 [23]). On the other hand, the main problem is that the
turbulent mixing process between the liquid and surrounding
gaseous phase is simulated as a single-phase turbulent fluid
flow with mean properties, so it does not give a detailed
information about both phases separately in the near nozzle
region.

According to the previous statements, the purpose of the
present study is to do a preliminary validation of the ELSA
spray model implement in the Star-CD code. This work is
part of a more ambitious project, with the general objective of
developing and validating this spray model implementation
for real-life applications on CFD engine calculations.

The structure of the paper is as follows. In the second section
the model equations are written down. In the third section the
geometry and the setup of the simulation are explained.
Fourth section is devoted to the analysis of the results and
conclusions are explained in the last section.

MODEL EQUATIONS

As we have said, the ELSA model was first described in an
article of Vallet et al., 2001 [24]. Several other works as A.



Desportes et al., 2010 [2] Beau, 2006 [5], and Ning et al.,
2007 [19] also discussed this set of equations, that we write
down here in shake of completeness of the paper and a
logical explanation of the ELSA model. These equations
covered the several regions of the ELSA model, changing
from one to another but, from now on and in all the regions,
the subscript / stands for liquid and g stands for gas, whereas
i, j are the direction in space. In order to facilitate the reading
of the manuscript, we have added a symbol table at the end of
the document.

a). Eulerian Mixture Zone

We define the mean liquid mass fraction, Y, as

;=P
P

(1)
where p is the density and Y is the liquid mass fraction.
Intuitively, mean density is defined as

p=pY,+p,(1-Y,),

)
which is expressed in terms of Y, as
LARR N e
IO pl pg
G)
Favre averaged mean velocity is defined as
Ui = Y~lUl,i + (1 - Y:l )Ug,i
“)
and mean pressure Pis given by the equation of state
__-T)pR,
1-Y-p / P
)

In this equation Ry is the gas constant and Ty is the mixture
temperature.

Then, the classical transport equations are solved for these
mean variables:

P, opU
ot  ox,
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v,

Her, Sk are some source terms that are activated during the
transition from FEulerian to Lagrangian when there exist
droplet generation. It should be noticed that the last equation
does not contain any momentum exchange terms between
liquid and gaseous phases. In order to model the liquid
dispersion, this set of equations is completed by the transport
equation for the liquid mass fraction:

opt, U, __opury”
o ox, ox)

J

)

In equations (6) and (7), there are two turbulent fluxes
unknown. The turbulent stress tensor is modeled with a
classical k£ - ¢ model closure, which is discussed below.
Concerning the liquid turbulent diffusion flux, a gradient law
approximation is applied:

Y =N,
sy pSc, ox;

)

In this equation v, is the liquid viscosity and Sc; is the
turbulent Schmidt number.

b). Liquid/Gas Interface Density

In order to characterize the size of liquid fragments resulted
from the jet atomization, the notion of liquid surface density
is introduced. This variable is defined as the quantity of

-1
liquid/gas interface per unit of volume Z(m ) Using this
new variable, we can obtain the Sauter Mean Diameter of
droplet, D3, and the drop number density (drop number per
unit of volume), n (Lebas R., 2005 [14]):

oY,

D,, :6L_’
P
25

n :p,—_2
367z pY,

(10)

A transport equation for liquid surface density, €, is
postulated by analogy with the flame surface density.



pQ U, _ 3 (v, 20
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,5 : (Qinit + Qmean + Qturb + Qcoll + Qcoal ] + S?L

(11)
Where Qinit, Qmean’ Qturb, lel, and Qmal, are the initial,
mean, turbulence, collision and coalescence value of liquid/
o
gas surface density respectively; Sk is the source term of the
liquid/gas interface. Beau, 2006 [5] introduced other notion
of liquid/gas interface per unity of mass that is defined as

Q=%/p (k).

The production and destruction of liquid surface are
accounted for the five liquid/gas surface densities. The first

term source init in Eq. (11) permits to initialize the
calculations since all other terms source are proportional to

Q.
y__6p 3% 9Y,

Sc, pp,L, ox; ox,
8 anar

. if Y (1-Y,)<0.001
Qinit:

t

Se, (1—17;)?1 ox, ox,

, otherwise

(12)
L, is the turbulent length scale.

Three next terms correspond to the production of liquid
surface density due to the mean or turbulent stresses and due
to the collisions:

~ uu” QU . ~

Qmean = p_l~] %Q N
Pk ox;
Eznlrb = i ) and
Tlurb
< Q
Qcoll e
T

coll
(13)
Torp and T,y are the characteristic time scale of turbulence

and collisions respectively and k is the turbulent kinetic
energy.

The last term on the right hand side of Eq. (11) deals with

destruction of surface density due to coalescence, Qcoa:

. 1 ~2
Qnoal ==

T chit

coll

(14)

¢). Transition Zone

We rely on a critical value of the Eulerian liquid volume
faction to decide whether it should turn from Eulerian to
Lagrangian formulation (Beau, 2006 [5]). The Lagrangian
droplets are formed where spray is assumed to be diluted
enough. It follows the below equation.

&)l — gﬁ < Ci)?m
P
(15)

F. crit
where cI)l
fraction.

is the critical value of the Eulerian liquid volume

The transitional criterion is based on the value of liquid
volume fraction that is linked to the ratio of mean free path
between two droplets and mean equivalent radius of the
droplets in the cell. In our calculation, the transition is done
when the liquid volume fraction becomes lower than 0.01 [2].
The transition zone is composed of the computational cells
that form the border with the dense zone (i.e. zone where the
liquid volume fraction is greater than 0.01) and only one
parcel is generated per transition cell and per time step.

The velocity of the droplets is defined as
_ = u’v”
g, =0,+24%2
pY,
(16)

The diameter of the droplet is equal to the Sauter Mean
Diameter

6Y
D,, =—*
P2

(17)

The number of droplets per generated parcel r;,), is obtained
from mass conservation

IBY~I‘/cell

n =
o 7[/6 pzDgz

(18)

where V. is the volume of one transitional cell



Table 1. Basis Parameters

Ambient pressure Injection pressure

Ambient Temperature

Fuel Density

3.53 MPa 80 MPa

293 K 822.10 kg/m’

MODEL VALIDATION SETUP

GEOMETRY AND BOUNDARY
CONDITIONS

The geometry is to simulated an outflow of a non-cavitating
single-hole injector (tapered nozzle), with an outlet diameter
of 112 um. The chamber has a size of 80x25mm. Some
physical key parameters of chamber and spray are depicted in
table 1.

This nozzle presents a variable velocity profile input at the
nozzle exit that is showed in Figure 2. This is an average
measure, not an instantaneous realization. The great
irregularity showed in this picture seems to be an effect of
wave reflections inside the nozzle (see R. Payri et al., 2008
[22] or J. Gimeno, 2008 [8] for more details about this issue).

Velocity Input
500 =

400 —

300 —

200 —

100 —

LI B ) I L I LI I B ) I LI B | I
0 0.001 0.002 0.003 0.004

time [s]

Figure 2. Velocity Profile (m/s).

In our computational cases we simulate the maximum time of
2ms, as the measurement obtained in CMT are matched well
with our computational cases and velocity as explicitly shown
in the later results. Moreover, the most important reason is
the computational time is quite long especially once many
droplets formed in ELSA modeling when time increased.

As this is axis-symmetric nozzle, a first approximation to this
sort of problems is to perform 2D simulations. Of course,
turbulence and engines are always 3D, but, as a first
approximation to the real problem, 2D simulation can model
reasonably the spray behavior. In our calculation, 2D

simulations are actually a 3D simulation with only a cell in
the azimuthal direction, modeling a 5° sector of the spray.
This is showed in the rightmost part of Figure 4, where we
also show the boundary conditions imposed on the spray and
chamber. Figure 3 depicts the front view of two typical
meshes.

Generally, the requirements for mesh structure are especially
important at the nozzle, where the mesh size has to be small
enough to capture the spray structure and droplets. The
criterion used in this paper is to define the size of the first cell
and then extrude the mesh, fixing the axial and radial ratio.
The six cases studied in this paper are showed in table 2.

In table 3 we have the main formula based on the successive
ratio used in constructing our meshes are showed. In these
equations: /1 is length of the first interval of the edge, /, is
length of the n interval of the edge, R is the interval length
ratio, n is the number of intervals and L stands for the total
edge length [11]. The sixth case is a little bit different.
Instead of using first/last ratio of 72 on the axial direction,
and the last/first ratio equal to 0.006 on the radial direction,
we have taken the first segment of the mesh with Ax; = Az; =
[y = 0.2R;; = 0.1D;,; = 11.1 (um), and have used the same
number of segments in the axial edge and radial edge, 218
and 25, respectively.

For the completeness, three different configurations with 3-,
5-, and 10-cell at the half of the nozzle are used (note that
only half of the nozzle is simulated). In all of these cases we

have fixed At in 1078, obtaining Courant numbers below 0.3.
Mesh structures can be seen in Figure 3 with a zoom of the
near nozzle region.

The RANS turbulent model chosen for our validation is the &
- ¢ /High Reynolds Number, those equations are

ok . ok k*( 0@, i, au o (Cuk® ok |
= tii,——=C,—| —t4—L = |-
o  ’ox;, M E&|ox axl ox, y Tox x| o, & ox,

(19)
and

0  _ 0 ~( 0, 9, |94 9 (C, k* 9 &
i 2o | il o T Y
o ) T [axfa ,Jaxfax,(ag e axjj “ 7

(20)

The constants of the model are listed in table 4. We are using
the classical constants used in most of the spray calculation.
However, as it is also known few decades back by Pope,
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Figure 3. Computational meshes and detailed views (on the left side), for 5 cells and 10 cells at the same nozzle radius.
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Figure 4. Geometry (front view and side

1978 [20], the classical value of Cfl causes an overprediction
of the spreading and decay of rate of a round jet flow.

The Cfl constant modifications are based on the suggestion of
(J. Janicka et al., 1982 [13] and Dally B.B., 1998 [7]). Thus,

we have used classical value C€1 i the suggested value

Cfl =160 and an average value of 1.52 that in some cases

give a better approximation. The turbulent Prandtl number
has been set to 1 in order to produce similar solutions for the
conservation equations of axial momentum, fuel mass and
energy. Noting that the Prandtl (K.E.) in table 4 is another
Prandtl constant which is only used for solving the k-¢
equations which is well-known in CFD calculation and

view) & Boundary Condition.

mentioned again in Diesel spray by Lebas and Blokkeel et al.,
2005 [14].

Experimental Validation

The numerical results are compared with experimental data at
CMT-Motores Térmicos. Experimental results have been
obtained from quiescent vessel tests previously published in
R. Payri et al., 2008 [22], and J. Gimeno, 2008 [8].

The injection velocity profile comes from measurements of
mass and momentum fluxed performed in a pressurized test
rig with nitrogen. Mass flow rate for the velocity inlet was
measured by means of Bosch's method (Bosch, 1966 [4]) The
momentum flux measuring principle of this technique is
explained in two references of R. Payri et al., 2005 [21], and
J. Gimeno, 2008 [8], and consists of measuring the impact



Table 2. Mesh parameters

0 TR T\ ¥
0 50 100 150 200 250 300 350 400 450 500 550 600

Yin

0 P N T
0 50 100 150 200 250 300 350 400 450 500 550 600

C_

yin

No cells at
No. axial Axial ratio No. radial Radial ratio . Total
Lo I threl;l;lli()f cells (First/Last ratio) cells (Last/First ratio) elalEbIcE Cells
1 3 218 72 45 0.006 19929 9810
2 5 218 72 25 0.006 11,169 5450
3 5 218 72 45 0.006 19,929 9,810
4 5 435 72 90 0.006 78,916 39,150
5 10 250 143 50 0.003 25,351 12,500
First length First length
6 5 218 11.1 pm 25 11.1 pm 11,169 5450
Table 3. Successive Ratio of Mesh edges
Successive Ratio Last/First ratio First/Last ratio First Length
l/(”_l) _1/(”_1) n L
Formula R= l—n R = l_l z Iel_l = —
L L i=1 L,
Table 4. Turbulence Models
C, C., | C, | C, | Prandtl (KE) | Prandtl (Eps)
Turb 1 0.09 1.44 1.92 1.44 | -0.33 1 1.219
Turb 2 0.09 1.52 1.92 1.44 | -0.33 1 1.219
Turb 2 0.09 1.60 1.92 1.44 | -0.33 1 1.219
—Y =0.001 —Y =0.001
—Y =0.01 —Y =0.01
15+ Y =005 | 15F —Y=005 {
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Figure 5. Comparison of iso-surfaces of 5-cell at 2ms, case 2 with

force of the spray in a surface with a piezo-electric sensor. As
long as the whole cross-section of the spray impacts on the
sensor, the measured force equals to the momentum flux at
that cross section. If the measurement position is close to the
nozzle exit, the time evolution of the impact force is equal to
the nozzle (hole) momentum flux, Mo.

C, =

& =1.52 (left figure) and 1.60 (right figure).

NUMERICAL RESULTS

The Cy effect of the penetration can be clearly seen in Figure
5, where several iso-surfaces of liquid mass fraction are
showed. The longer axial distance of approximately 570 is

obtained with €& =10 while it is only 490 with Ca = 52,

It is clear from the figures, the effect of Cfl reduces spray
dispersion and consequently increases spray penetration.
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Figure 7. Comparisons of Axial velocity: (a) Cfl = 1'44; b) Cfn

In the case of axial velocity, this effect is also very clear as
can be seen in Figure 6, where the comparison of axial
velocity for 10-cell case corresponding to two turbulent
constants (1.44 and 1.60) at t=1.6 ms are illustrated. The

matching of Csl =160 is better than in the case of Cfl :1'44,

Moreover, it seems to be clear from the figure that in the
latter case, spray penetration is not enough to show an
appreciable axial velocity at 50 mm from the nozzle. This
result is also clear in the Figure 7, where we only have 5 cells

at the nozzle. Clearly, Cfl L& is underpredicting the axial
velocity, whereas the 1.60 value gets more accurate results.

In Figure 8, a full view of droplet profile combined with the
velocity in the same plot and a detailed view of the dense
zone are depicted for 5-cell case (case no. 3), with turbulent
constant equal to 1.60 at t = 2 ms. The first three figures on
the left hand side are only depicted the velocity profile, and
the last figure is illustrated both droplets and velocity. As it is

(b)
=1.60

expected, it confirms that velocity magnitude is highest in the
zone next to the nozzle/inlet boundary and in the liquid core
zone where the Eulerian approach is used. The farther
distance from axial and radial edge, the less velocity we
obtained. The last figure on the right hand side captures both
velocity profile and the droplets, which are generated in
regions where the velocity are approximately below 150 m/s.

The droplet formation is showed in Figure 9. According to
the above description, the droplet formation starts at the
transition zone and continue to develop in the farther zone
(Lagrangian zone). As it was also expected, there is no
droplet in the Eulerian mixture zone (regions contained the
red color and its closed surroundings). These figures confirm
that the initial setting and formulae for ELSA model are
correctly captured in the final result. The Sauter Mean
Diameters range from 8.88e- 9 um to 4.896 pm in our
computational cases, which is smaller than the smallest cell
as stated in the previous part.



Figure 8. Velocity profile and droplet formation.

Figure 9. Droplet profile.
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Figure 10. Droplet profiles at different time of 0.1, 0.5, 1, 1.5, and 2 ms (from left to right) for case 3, Cfn = 1'44.

Table 5. Droplet Information

Time (ms) | Active Droplets | T 2porated/ Di];iggf:‘tfd /Absorption | 7.1 Droplets

5-cell, C g =1.44 2 69101 422,994 492,095
5-cell, CE‘ =1.60 2 125,739 529,320 655,059
10-cell, C g =1.44 1 706 3,734 4,440

10-cell, C o =1.44 1.5 78,894 398,061 476,955
10-cell, C ; =1.44 1.75 87,969 440,249 528,218
10-cell, CE‘ =1.60 2 107,549 630,334 737,883

Figure 10 shows the evolution of droplets in various time cell, C€1 :1,44’ for t=1, 1.5, and 1.75 in table 5 accumulated

steps of 0.1, 0.5, 1, 1.5, 2 ms respectively for the case with 5
cells at nozzle radius. In those plots, all the droplets have the
same size for the sake of visibility, independently of their
actual diameter as already shown in Figure 9. A summary of
the active and inactive droplets are shown in table 5. The total
number of generated droplets increase rapidly after each time

step for all the Cfl values. As an example, the case with 10-

4440, 476955, and 528218 droplets respectively. Several
reasons could lead to the disappearance of droplets such as
the evaporation due to the high temperature or their absoption
into the Eulerian zone, where the flow is treated as a
monophasic fluid.
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Figure 11. Spray penetration of the case with 3 cells and 5 cells.
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Figure 12. Comparison of spray penetration.

Penetration rates also show a great dependency on the value

of Cfl. Results on the penetration are showed in Figure 11
and 12. In this case, it is clear that the value of 1.60 is
overprediting the penetration, while 1.44 is underpredicting
in Figure 11, and for all the meshes has been tested so far.
Hence, we have used a third value of 1.52 and we obtain the
best fit with various meshes.

While the Figure 12 (a) illustrate the difference between 3-
and 5-cell meshes, the averaged numerical errors of 3-cell
case (case 1) is 0.9% whereas the 5-cell case with the first
length equal to 11.1 um (case 6) is 1%, and 5-cell case with
last/first ratio (case 2) is only 0.42% as plotted in Figure 12
(b) and the detailed difference of representative errors are
depicted in the Figure 13. The variance between 3-cell case
and 5-cell case as in Figure 12 (a) is quite large in
comparison with the discrepancy from 5-cell to 10-cell cases

in Figure 11 (b). Using the same constant Co= 1'52, it only

takes 138451 seconds (~39 hours) to complete one parallel
calculation consisted of 6 processors for 5-cell case (case no.
3), while it must need 517741 seconds (~ 144 hours) to
complete one parallel calculation consisted of 12 processors
for 10-cell case (case no. 5). Hence, the 5-cell mesh with last/

first ratio consisted of 25 radial cells, and Cf} =1.52 is the

optimal setup, it should be enough for using the future RANS
calculation of this nozzle diameter.

SUMMARY/CONCLUSIONS

In this study, several test cases are employed to have an
initial validation of the ELSA model implemented in Star-

CD. Mesh independency and the effect of changing Cfl
constant are explored. All the simulations have been made in
2D meshes, considering axis-symmetric problems and have
been wvalidated against experimental data of a well
characterized nozzle.
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Two major conclusions are obtained from this work. Firstly,

the classical value of Cfl, 1.44, leads to an overpredicting of
the penetration, while the typical value used in sprays, 1.60,
causes overprediticion. Secondly, mesh independency is
obtained with only 5-cell at the nozzle radius, which satisfies
the reasonable result, permits a considerable saving in
computational time and storage space. The best fit in the

. . . =1.52
penetration curve is obtained for Ca .

Obviously, a couple of 2D simulations are not a completed
validation of the code. It is planned to continue with two
other experimental cases analyzed in our institute, a full 3D
simulation of the three nozzles, and last but not least, the
effect of a cavitating nozzle.
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away of the inlet boundary condition is achieved.

Keywords:

LES Methods; Diesel sprays; gas jets, biphasic flows

Main text

Introduction

Insight in the behaviour of an evaporating fuel spray is of great importance for
engine designers. Improvements in injection system reduce emissions and
increase power by a more effective combustion process. Therefore, a deep
understanding of the physics of Diesel spray will provide some fundamental
knowledge for the design of more efficient, less consuming and cleaner
engines.

During the last years great advances on the comprehension of several physical
phenomena in liquid jets and sprays have been achieved, both by means of
diagnosis experimental tests and Computational Fluid Dynamics (CFD)

techniques. Simulation of turbulence is still one of the most challenging



problems in physics and there is a general agreement that this simulation can
be done within three levels of accuracy. The most used approaches to simulate
turbulence are based on RANS. These computational methods are very useful
to study the averaged flow, but they do not provide any information neither
about the turbulent fluctuations nor about the processes linked with them (e.g.
flow on the jet boundary). One of the key elements to model turbulent flows is
the choice of a turbulent closure scheme [5]. In this sense, it is eloquent that the
standard coefficients of one of most used scheme (i.e. k-€ model) need to be
modified to simulate circular turbulent jets in order to achieve better agreement
with the laboratory results [4].

Regarding Diesel spray injection, the most commonly used codes in the
automotive industry, until very recently, are based on the RANS approach
because of their reasonably accurate results and relatively lower computational
cost. Moreover, coupled to probability density functions (PDF) is able to
reasonably overcome combustion simulations [41].

However as the RANS approach has the highest level of modelling it can be
seen as a successful interpolation between experimental data sets, and without
a careful check of the results against experiments, little can be said. On the
contrary, direct numerical simulation (DNS) methods solve all the significative
scales of the flow, so no modelling is required and it provides the highest level
of description of the flow. Since the smallest structures of the flow have to be

%% and the resources required

solved, the computational cost increases as Re
for most practical cases are above current computer hardware limitations (and

will probably be in the next 20 years) [25], [23]. In this paper an implementation



of the third method is presented. LES is computationally more expensive than
RANS, but modelling required by RANS is reduced, and therefore it is more
accurate. Furthermore, a detailed study of the flow characteristics in zones
where turbulent fluctuations are significant is allowed by means of LES, while
RANS, by definition, cannot model these features [39]. For a comprehensive
description of these methods, the book of Pope [40] is an excellent starting
point.

As commented above, LES increases the computational cost, but this method is
able to consistently simulate the complex structures related with turbulent
mixing, which is decisive in the injection and combustion processes and
invisible for RANS solvers [38], [37], [11]. A good knowledge of this part of the
spray is crucial in order to minimize emissions in Diesel engines. Apart from the
turbulence modelling, the spray behaviour itself comprises a range of complex
physical and chemical processes which are difficult to incorporate in the
computer models used in engine design. The nozzle internal flow greatly affects
the fuel atomization characteristics and so the subsequent engine combustion
and exhaust emissions [14], [34]. The transient nature of the flow is greatly
affected by the needle movement which associated with cavitation has
dominated recent studies as the key phenomenon connecting internal flow and
spray behaviour [32], [30]. Thus simulating the transient behaviour inside the
nozzle [35] and predicting the real spray characteristics is of great importance.
Experimental information (refereed by Pastor [31]) shows that Diesel sprays
under both non-evaporising and vaporising conditions can be properly

described with a mixing-controlled approach, and thus they can be analysed in



the same way as a gas jets. However, since fuel-air mixing process is
significantly influenced by fuel atomization, breakup and collision, the idea to
approximate the spray evolution using gas injection cannot be completely
acceptable for LES due to its degree of physical description. LES was originally
developed to deal with turbulence in single phase flows. Therefore different
approaches have been recently implemented in LES, in order to deal with this a
priori complicated two-phase problem. The eulerian-eulerian approach (E-E) for
two-phase flow has based models like the mesoscopic [19] or the VOF (volume
of fluid) [7]. Regarding the lagrangian-eulerian approach (L-E), a direct use in
LES can be performed by taking into account the models needed for the sub-
grid two-phase interaction (viscous work, dissipation rate, turbulent viscosity,
heat flux, species flux) [8]. Each of them has both advantages and
disadvantages in the various regions of spray consisting of the dense zone and
the downstream dilute zone. Hence, the Eulerian-Lagrangian Spray Atomization
(ELSA) is an integrated model for capturing the whole spray evolution in RANS
calculations [12]. Consequently, LES of atomization seems to be a necessarily
step forward as depicted by Chesnel [9].

The main goal of this work is to numerically investigate the influence of the inlet
boundary conditions on a LES of the flow in a Diesel fuel spray evaporation
system. Therefore, in this paper we limited ourselves to the numerical
simulation of Diesel-liked gas jet in a combustion chamber. By including in
future works those phenomena and conditions omitted here, the effect of more
complex/realistic hypothesis on the physical behavior of the spray will be

noticed and its contribution on the fuel-air mixing process could be quantified.



The results are compared with the classical numerical RANS method with both
eulerian-eulerian and lagrangian-eulerian approaches and are simultaneously
validated with experimental data. The algorithm used in this paper has been
implemented in the free all-purposes CFD code OpenFOAM.

The paper is structured as follows: after the introduction, the basis of the LES
methodology and the main differences with RANS provide the needed
mathematical background. In a subsequent section, the detailed description of
the assumptions to set the boundary conditions together with the computational
domain are presented. Finally, the numerical results with the main conclusions

are exposed.

Numerical Technique

As it is said in the introduction, there are basically three types of methods to
solve a CFD problem depending on the modelling and the description of
turbulence: RANS, LES and DNS. DNS was the first developed method, but it is
inapplicable in most practical cases. Both RANS and LES methods where
developed more or less at the same time in the sixties. LES methods where first
described by Smagorinsky in 1963 [44], [27] but, due to the computational
resources required, it has not been wide applied in engineering until very

recently [43].



Pope [40] in his book gives an excellent introduction to LES which is briefly
presented in this section. There are three conceptual steps in LES. First, define

a filtering operation to decompose the velocity field as:

w(x,t) =wu(x, t)+u (x.1).
(1)

where the filtered component, U, represents the motion of the large scales, once
the small scale motions that occur on length scales smaller than the mesh
spacing are included in the residual component u'. The motion of these sub-grid
scales (SGS) can not be captured and therefore their effect on the large scales
is modelled in a subsequent step.

In a second stage, the Navier-Stokes equations are spatially filtered assuming
that the filtering operator is commutative with the differential operator. The

filtering operation is defined as:

f(x.1) [G’ (x —x' A (x)) f (2, t)dx’,
L ()

where G is the filter function and A is the filter width, here assigned to be the
cube root of the local cell volume. As the isodense condition was set, the
introduction of density filter quantities f=7I/7 is negligible. A deep explanation
can be found in [35]. In this study the conservation equations governing the
filtered velocity field G(x’,t) are obtained by applying the filtering operation to the
Navier—Stokes equation, for an incompressible flow of a Newtonian fluid. Thus,

the filtered continuity equation and the filtered momentum equation become:

V-u=10, 3)



Ju 1 _
— 4V T = —=Vp+ VT - Vr,

where U is the filtered velocity field, t is the time, 7 is the filtered pressure, p is
the fuel density, v is the uniform kinematic viscosity and 1 is the stress-like
tensor (7 = @7 — 7%)_Notice that the filtered product 77 differs from the product
of the filtered velocities 7%. Eqs. (3) and (4) govern the evolution of the large
(energy-carrying) scales of motion and the modelled stress term is 1 . Also, this
sub-grid scale SGS stress tensor provides the communication between the
resolved scales and the dissipation scales [35].

In the last step, closure is obtained by modelling the residual-stress tensor. The

Smagorinsky [9] model is used for the sub-grid scale tensor:

ﬂ—l'll ‘) -ll 1T O C;
T aflsG s,
¥ / L (5)
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where 7 is the deviatoric SGS stress and /*“*

Cs is the Smagorinsky constant, with a theoretical value in the range [0.065-0.2]

J o —

/25,8

i s ¥

of the filtered strain tensor,
The Smagorinsky constant varies with both grid mesh aspect ratio as pointed
out by Scotti in [42] and the mean shear ([22], [46]). Although some dynamic
implementations of the Smagorinsky model allow to determine Cs as a function
of time and position [20] there is little to be gained by the use of more complex
SGS models in the case of high Reynolds number free flows of the type
considered. As it has been already shown clearly in previous results [26] [16],

the standard Smagorinsky model and even more simple models [45] give good



results for free flows. Nevertheless, LES of jets has been carried out with a
dynamic model to evaluate the Cs [29]. In their work, Ma et al. had to apply
some modifications to avoid the negative values and the strong variations
yielded by this model.

The time derivative terms in Egs. (3) and (4) are discretized using a first order
Euler scheme. The discretization scheme for the diffusive term in Eq. (4) is a
second order gaussian integration interpolated linearly by a centred scheme.
The convection term in Eq. (3) and (4) is discretized implicitly using a second
order Gaussian limited linear differencing scheme. Finally, The PISO [6] method
is used to solve the pressure correction equation.

As mentioned above, the RANS approach has been traditionally used in order
to model Diesel spray injections [36]. The RNG (Renormalization Group Theory)
k-epsilon turbulence model with the default coefficients for the turbulent
dissipation rate equation and turbulent viscosity is used for both Euler-Euler and
Lagrangian-Euler spray calculations. Previous works [31] showed that RANS
accurately predicts average velocity profiles and average spray’s shape
(dispersion rate, penetration), since the mean velocity profile and the spreading
rate are independent of Reynolds number. Nevertheless, RANS is not valid if
higher level of turbulence structure description is required during the
calculations [37].

Table 1 resumes the main characteristics of RANS models compared to LES
formulation. Differences are based on the statistical treatment of the turbulence
(RANS) and the use of the self-similarity theory of Kolmogorov (LES).

Consequently, differences can be found on the time-averaging of the Navier-



Stokes equations and the spatial filtering for the RANS and LES respectively,
see Table 2.

Solutions schemes for the Eulerian-Eulerian spray simulations with the RANS
formulation are exactly the same to those used and described in the previous

section for the LES Eulerian-Eulerian spray calculations.

Table1 Comparison between RANS and LES
RANS LES
Statistical phenomena Kolmogorov theory of self similarity @
Time-averaged NS ° Spatial filtered NS

k - € model (Jones&Launder, 1972) | Smagorinsky (Smagorinsky, 1963)

RNG k - € model (Yakhot, 1992) One Eqg. model (Yoshizawa,1985)

Less computationally demanding Predict transient flows better

2. Large eddies of the flow are dependent on the flow geometry, while smaller
eddies are self similar and have a universal character.
® NS: Navier-Stokes Equations

Table2 Time Averaging vs. Spatial Filtering.

Instantaneous = Average + Fluctuations (u = 0 + u’)
Averaging or filtering of NS equations gives identical equations for the

averaged/filtered variables plus averaged fluctuation terms.

Time Averaging Spatial Filtering
w; (xr) = ,JJ,—.J;I'I_H w; (x,s)ds. ulry) = [, u(r,t)G (g, z, A) “dr.
u! = 0, and T; = ;. ul # 0, and T; # ;.
Revnolds Stress Tensor SGS-* Stress Tensor
=} o= — (T, + TG+ wu) = T - W

“ij if

3, Spatial filter G (xo, X, A) with filter size A
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4. Sub-grid Scale

Boundary Conditions

In Diesel engines the fuel is injected into the cylinder by a high pressure
atomizer with a nozzle hole diameter do which creates the fuel spray. In terms of
computational difficulty, the flow is not statistically stationary and has 3
directions of statistical inhomogeneity. Those conditions, together with the two
phase appearing in the fuel at high velocity, sets the spray evolution as one of
the most complicated turbulent flow to simulate [40][9]. As depicted in the
introduction, besides the simplifications brought by the experimental
researches, CFD still presents limitations in terms of the modelling of the
atomisation process of the nearby zone which is not the goal of the present
study. Consequently, the simplification of the computational domain presented
by Vuorinen [25] is also assumed. In this work the inlet boundary condition is
set far enough from the nozzle, avoiding the problems of the void fraction limits
which grid resolution required by LES makes it more restrictive. In addition, the
present work can be seen as a previous approach to the inclusion of droplets
(Lagrangian term) as a source of mass and momentum. These particle-laden
gas jets are considered by the authors as the logical following step as it has
been widely used to analyze dilute sprays [17][18]. As it can be inferred from
the description of the computational domain this is the region of the spray where

the research is focused. Furthermore, by keeping the same computational
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domain will provide a better application of present conclusions to future
Lagrangian-Eulerian LES calculation and a more suitable framework for further
comparison between them. As presented below, turbulent gas jet theory will be
applied to set the fields in the inlet boundary conditions of the domain.
Studies show how under certain conditions, for any section perpendicular to the
spray axis in the steady region of the gas jet or diesel spray, momentum flux is
conservative, and thus equal to that existing at the nozzle exit [15][33].
Therefore, a proper implementation of the inlet boundary condition would
perform the same spray development independent of where it would be placed.
Hence, the inlet boundary condition must be perpendicular to the spray axis,
contain the whole spray and the same momentum flux as at the nozzle exit and
-in order to ensure a more realistic development of the flow- the boundary inlet
has to reproduce the same profile of the fields as in a steady spray.
Since momentum flux can be obtained from experimental data, the unknown
factors to set up the boundary condition can be identified by integrating
momentum over the whole spray section:
' . R
My = M (x) [ 2rp(x,r) U (z,r)rU (x,r) dr,
oy (6)

where the x-coordinates coincides with the spray axis and the r is the radial
coordinate, p is the local density in the Diesel spray and U is the axial velocity.
Writing the density at an internal point of the spray in terms of local
concentration and assuming a Gaussian radial profile [10] for fuel concentration
and axial velocity, Desantes et al, obtained the following expression for the

spray momentum [13]:
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Here the Schmidt number (SC) represents the relative rate of momentum and

mass transport and 6, is the spray cone angle. The point of interest for the

present work can be seen in Fig. 1 where the Uaxis = U0 . The spray injected

under the physical conditions shown in Table 3 has been simulated [10]. In

these conditions the end of the non-perturbed zone for the isodense case is

located at 4.073mm, approximately 8deq from the nozzle exit (with

dey = dov/pr/pa) and the gas jet diameter is 2.07mm which is set as the inlet
boundary condition diameter. The velocity and concentration reference profiles

are defined as:

T 2
EI__T O Er._r“ s f. '| . ex (_) .
(. 7) vis (T cxln( 0 7 )
(8)
C(z.7) = Cosis () ( 5 (})>
e, r) = Cupis L) - €XP - S0 - | =— .

with a (= 4.6) the shape factor of the Gaussian distribution. Since LES
calculation requires perturbed inlet boundary conditions, the reference signal is
randomly perturbed a 10% as a first approximation. The discussion of the
convenience of this hypothesis will be overcome in the followings sections.
The computational domain is a cylindrical volume (d = 40mm, L = 70mm) that
represents the shape of the injection test rig chamber. The meshing

methodology is fairly the same for the RANS and LES calculations, with
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different grid densities depending on the turbulence formulation. Hexahedral
cells have been preferred for the grid generation, since they provide better
accuracy and stability than tetrahedral cells. The computational domain has
been decomposed into hexahedral subparts in order to get a semi-structured
topology mesh, as shown in Fig. 2(a). Cells are concentrated around the spray
diameter (d = 2.07mm) to get a cell size of 57.5um and 22.5um for the RANS
and LES meshes respectively. Downstream the nozzle the mesh is
progressively adapted to the shape of the computational domain in order to
obtain a homogeneous cell size at sections located downstream the inlet
boundary condition, see circular sections on the right of Fig. 2. The numbers of

cells are 4.05x10° and 4.9x10° for the RANS and LES formulation respectively.

Table3 Definition of experimental and gas jet CFD simulation.
exp.[10] (M =1.11N) | simulation

Fuel C13 H28 (I) fuel (N2)
Air N, N2
Pinj (MPa) 73.995 -
Pa.. (MPa) 3.5 3.55
Tro (K) 307.58 307.58
Ta. (K) 307.58 307.58
of0/pa,co | 21.26 1
Uo (M/s) 373.27 373.27
dinet (M) 1122 2070°
deq (UM) 516 516

@ Nozzle diameter
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b Jet diameter at the end of the non perturbed zone

1.2
»—1(Non perturbed zone (Isodense case)
1

Non perturbed zone (CisHze @)

0.8
o 0.6
2
2 04
0.2
p=pa
—p=pf
0 0.01 0.02 0.03 0.04 0.05
Axial Position [m]
Figure1 Axis velocity. Dot line: Isodense case, Solid line: C13H28 (g) case
inlet ~___ outlet
Figure2 Calculation domain and boundary conditions for the RANS case.

LES grid is a finer version of this one

In this mesh, the circular faces of the cylinder are splitted into four parts and
then meshed with a non-structured hexahedral mesh using the same cell size
than that described above. Previous studies performed on RANS euler-euler [1]
in similar spray conditions show that the structure of the mesh and cell size are
enough to get a grid independent solution. Also, the meshes used for the LES
formulation have comparable and also smaller cell sizes than recent LES

studies [45] for sprays characterization where the grid independence is proved.
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Finally, three boundary conditions are assigned in the computational domain as

depicted in Table 4.

Table4 Definition of gas jet CFD boundary conditions.
Defining
Surface | Boundary type
variables
inlet turbulent velocity inlet Uo (N&C(r), Ts

wall rigid wall, non-slip cond. | -

constant pressure,
outlet Pac Taw
wave Transmissive

Experimental Results and Validation

Experimental data have been obtained from previously published data from the
authors’ research group. Mass flow rate for the velocity inlet was measured by
means of Bosch’s method [21]. Momentum flux data to calculate the length of
the non-perturbed zone was achieved by measuring the impact force of the
spray in a surface with a piezo-electric sensor [33]. The velocity of droplets is
also measured under non-vaporising conditions inside a SF6 (a dense gas)
atmosphere at room temperature (298K). The environmental density at low
pressure (0.5MPa) was 40Kg/m3, close to the reference case [3].

A comparison with the Gaussian radial profiles is shown in Fig. 3 and Fig. 4. In
both the axial velocity has been normalized with the axis velocity. In Fig. 3 the

radial distance is normalized with the jet’s half-width as defined by Pope [40]
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where in Fig. 4 is normalized with the axial distance. A spatial average at 25mm
of the nozzle of the axial velocity (t = 0.5ms) shows a good agreement with the
theoretical Gaussian profile from the edge to more than the half of the jet radius
(up to 30% of the axis speed) Fig. 3. Differences in simulated profiles at 20 and
25 mm in Fig. 4 can be affected by the amount of statistics for each location
(around 0.05ms less data at 25mm). Experimental data is close to LES

simulated profile near the edge of the spray but moves to the Gaussian one as r

increases.
1.2 - -
< Gaussian Fit
- AVG
—0
— /8
—T1/4

—3/4n
T
—bl4m

Uz/Uo

Figure3 Radial velocity profiles (t=0.5ms). Spatial average of eight different

angles

1.2
— Gaussian Fit

1
0.8

0.6

Uz/Uo

0.4

0.2

O ™ ae” te iy
-0.2 -0.15 -0.1 -0.05 0 0.05 0.1 0.15 0.2
r/x

Figure4 Radial velocity profiles (t=0.5ms). Time-averaged [3].
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Temporal evolution of the axial velocity at 25mm of the virtual nozzle has been
used to justify the beginning for the statistical measurements. In Fig. 5 the
criteria of a constant spray angle was used to set the radial position of the
probes. Thus the first probe in the isodense calculation is located at the edge of
the spray and the last at 4.25mm from the edge. Since no significant velocity
variation is detected by the most far-off probe, its measurements do not appear.
It is also shown the velocity value imposed in the center of the inlet boundary
condition (4.073mm from the virtual nozzle under the isodense conditions).
Differences in both the frequency content and the width of the velocity signals in
the inlet boundary condition and the axis velocity at 25mm show a lack of
precision of the spray fields simulated at the inlet boundary condition. Its effect
in LES in terms of the classical parameters to characterize the spray is decisive
as shown in Fig. 6. Therefore the improvement of the velocity field imposed at

the inlet boundary condition will be a compulsory progress to work on.
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‘N 200
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Figure5 Measurements of radial probes (x=25mm)
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Figure6 Measurements of axys velocity

LES vs RANS

The spray penetration is defined as the maximum axial distance for the 1% fuel
mass fraction iso-surface, as shown in Fig. 7. Notice that this distance is located
at the edge of the spray for theoretical and RANS calculations but not
necessarily for LES simulations (see Fig. 7 solid red line). The Fig. 7 shows iso-
surfaces of fuel concentration for the LES simulation at 0.3ms. The red line and
the green line mark the stoichiometric iso-surface for LES and RANS (E-E)
simulations respectively. These areas have a relevant importance in
combustion processes. The upper part of the figure plots the radial distance of
these surfaces where detached surfaces far from the jet can be found.

RANS and LES (E-E) calculations correspond to isodense gas jets cases
detailed in previous sections. A description of the Lagrangian-Eulerian approach
will be done in future works when comparing RANS with LES Lagrangian-

Eulerian calculations. This approach is outside of the scope of the present
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paper and has been shown as a reference of a good experimental estimation to

compare with.

rm]

Figure7 Comparison between RANS and LES concentration iso-surfaces
t=(0.3ms). Lower part: longitudinal clip of fuel concentration contours, Upper
part: Radial coordinates of stoichiometric iso-surfaces

The over prediction of both the RANS and LES Eulerian-Eulerian penetration is
highly affected by the different injection mass flow rate shape. The experimental
injection velocity follows a progressive evolution (also shown in [21]) while the
modeled injection is a constant value, simplified in this way to avoid disguising
the first stages of the jet with this variable.

The over prediction of both the RANS and LES Eulerian-Eulerian penetration is
also affected by the fact that spray is more effective in transferring injection
momentum to the ambient than the gas jet [2] (e.g. in the L-E approach the
Lagrangian term carries the 45% of the momentum at 8deq of the nozzle).
Furthermore, in this initial part of the spray the local density is far from the
assumption of constant density of the gas jets. Therefore the isodense

hypothesis that allows comparing the gas jet with the Diesel spray is so
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restrictive from the actual boundary condition placed at 8deq. The assumption is
acceptable beyond the developing region (x/deq > 30) where differences in axis
velocity under turbulent gas jet theory are less than 3%.

Moreover, for the LES calculation, the first 5mm can be seen as a length
required developing turbulence Fig. 7. Thus, the first assumption of a 10% of
velocity fluctuation at the inlet boundary condition is not a good enough
turbulent initialization of the flow. Given that the inlet is placed at the end of a
not well-known zone, authors think a more realistic turbulent conditions can be
achieved by applying measured or more accurate calculated profiles of velocity

variation [24], [28].

Conclusions

Using the OpenFOAM code, the authors have performed a completed
simulation of diesel spray in LES. A comparison between the propose method
and trusted (E-E) RANS sprays simulations has been performed, obtaining a
very good agreement. Configuration and turbulent boundary conditions election
have been justified and validated. Internal structure of the spray has been
deeply studied, showing some characteristics of the spray. LES results have
been also validated against experimental measurements of the velocity field.
Some specific needs are presented in our paper as challenges to overcome.
The results show how the hypothesis of an incompressible flow applied to

obtain the governing equation imposes restrictions that distance the physical
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development calculated from the real behaviour. Therefore, for future
calculations under similar conditions the solver should take into account the
effect of compressibility, due to closeness to sonic conditions (density-based
solver).

LES modelling can become the practical tool in both industry and academic in
the design process of combustion system. The future research is now focusing
on identifying the important parameters that affect the model and on improving
the stability and accuracy of algorithms within OpenFOAM code. By so doing,
the better spray simulation will be performed and a reliable tool will be used in

modelling the spray simulation in the near future.
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Figure1 Axis velocity. Dot line: Isodense case, Solid line: C13H28 (g) case

Figure2 Calculation domain and boundary conditions for the RANS case.

Figure3 Radial velocity profiles (t=0.5ms). Spatial average of eight different

angles

Figure4 Radial velocity profiles (t=0.5ms). Time-averaged.

Figure5 Measurements of radial probes (x=25mm)

Figure6 Measurements of axys velocity

Figure7 Comparison between RANS and LES concentration iso-surfaces
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In the automotive industry, computational fluid dynamics (CFD) tools are very useful in
order to reduce experimental measurements and help understand many thermodynamic
processes that take place inside internal combustion engines. These CFD codes solve
the Navier-Stokes equations together with the energy equation using three different
approaches to model the turbulence: Reynolds-Averaged Navier-Stokes (RANS), Large
Eddy Simulation (LES), and Direct Numerical Simulation (DNS). Regarding Diesel
spray injection, the most commonly used codes in the automotive industry, until very
recently, are based on the RANS approach. These computational methods are very
useful to study the averaged flow, but they do not provide any information neither about
the turbulent fluctuations nor about the flow on the jet boundary. Nevertheless, they
provide reasonably accurate results and have relatively lower computational cost.

On the contrary, direct numerical simulation (DNS) methods solve all the significative
scales of the flow, and no modelling is required. Therefore, the DNS provides the
highest level of description of the flow, but the computational resources required for
most practical cases are above current computer hardware limitations (and will be in the
next 20 years).

LES is a compromise between DNS and RANS. LES methods model only the smallest-
scale fluid motions and directly represent the large-scale ones. While the use of LES
increases the computational cost, LES has been a predictive tool able to consistently
simulate the complex structures related with turbulent mixing, which is decisive in the
injection and combustion processes and invisible for RANS solvers.

It is the aim of this paper the evaluation of numerical (LES) approach to simulate Diesel
sprays by means of the open source CFD code OpenFoam. Previous works performed
by these authors showed the potential of LES methodology for Diesel spray simulations,
also with Euler-Euler approximations. However, since fuel-air mixing process is
significantly influenced by fuel atomization, breakup and collision, the idea to
approximate the spray evolution using gas injection cannot be completely valid for LES
due to its degree of physical description. Therefore, Lagrangian-Eulerian particle-laden
flow simulations have been carried out in order to accurately predict the mixing and
entrainment processes that take place in a real Diesel spray. A parametric and sensibility
study of the most significant parameters of the LES approximation has been also
presented.

The modelling results are compared with the classical numerical RANS method with
both Eulerian-Eulerian and Lagrangian-Eulerian approaches and are simultaneously
validated with experimental data.
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