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a  b  s  t  r  a  c  t

Carbohydrate  counting  is  not  only  a burden  for patients  with  type  1 diabetes,  but  estimation  errors
in  meal  announcement  could  also  degrade  the  outcomes  of the  current  hybrid  closed-loop  systems.
Therefore,  removing  meal  announcement  is desirable.  A  novel  control  system  is addressed  here  to face
postprandial  control  without  meal  announcement.  The  proposed  system  grounds  on two  applications  of
the sliding  mode  observers  in  dealing  with  disturbances:  first,  the equivalent  output  technique  is used to
reconstruct  the  meal  rate  of  glucose  appearance  via  a first  order  sliding  mode  observer;  second,  a  super-
twisting-based  residual  generator  is used  to  detect  the  meals.  Subsequently,  a  bolusing  algorithm  uses
the  information  of  the  two observers  to  trigger  a series  of  boluses  based  on  a proportional-derivative-Q1
like  strategy.  An in  silico  validation  with  30 patients  in a 30-day  scenario  reveals  that  the  meal  detector
algorithm  achieves  a low  rate  of  false  positives  per  day  (0.1 (0.1),  mean  (SD))  and  a  detection  time  of
28.5(6.2)  min.  Additionally,  the  bolusing  algorithm  fulfills  a  non-statistically  different  mean  glucose  than
the hybrid  counterpart  with  bolus  misestimation  (146.69  (12.20)  mg/dL  vs. 144.28  (11.01)  mg/dL,  p>0.05),
without  increasing  hypoglycemia  (0.029  (0.077)  vs.  0.004  (0.014)%,  p > 0,05),  although  at the  expense  of
a slightly  higher  time  in  hyperglycemia  (22.51(8.72)  % vs.  18.65  (7.89)%,  p < 0.05)  due to the conservative
tuning  of the  bolusing  algorithm  for the  sake  of safety.

©  2019  Published  by  Elsevier  Ltd.

1. Introduction

In artificial pancreas systems, insulin action on lowering glucose
is delayed because of the subcutaneous absorption lag and the glu-
cose diffusion lag in continuous glucose monitoring sensor readings
[1]. This delayed action is critical after meal consumption since it
leads to a rapid rise of glucose, increasing the risk of suffering the
hyperglycemia-related long-term complications such as retinopa-
thy, nephropathy, neuropathy or heart disease [2]. Additionally,

Abbreviations: AUC, Area Under the Curve; CF, correction factor; FA, meal-
announcement-free automatic system; FOSMO, first order sliding mode observer;
FP,  false positive; FN, false negative; GESO, Generalized Extended State Observer;
ICR, insulin-to-carbohydrate ratio; IFB, Insulin Feedback; IB, main controller with
Ideal Bolus; IOB, Insulin on board; IVP, Identifiable virtual patient; MB, main con-
troller with Misestimated Bolus; NB, main controller with No Bolus; RA, meal rate
of  glucose appearance; RMSE, root mean squared error; ST, super-twisting; SMRC,
Sliding Mode Reference Conditioning; TDI, Total Daily Insulin; TP, true positive.

∗ Corresponding author.
E-mail addresses: ivsami@upv.es (I. Sala-Mira), jldiez@isa.upv.es (J.-L. Díez),

bearibe@mat.upv.es (B. Ricarte), jbondia@isa.upv.es (J. Bondia).

stacked insulin in the subcutaneous depot, i.e.,  the insulin-on-board
(IOB), acts beyond meal absorption, leading to late postprandial
hypoglycemia events [3] which could cause, in the severe cases,
comma  or even death.

Hybrid closed-loop systems cope with that delay by delivering
an insulin bolus at meal time. Those systems rely on an accurate
carbohydrate meal content estimation by the patient. However,
carbohydrate counting is a burden for subjects and they are prone
to either underestimate high-carbohydrate meals or, especially
for adolescents, skipping meal announcement, leading to hyper-
glycemia events [4]. Therefore, removing meal announcement is
desirable.

Several approaches in literature only utilize glucose measure-
ment to detect meals and/or delivering boluses: Dassau et al. [5]
suggest a voting system between four meal detection methods
based on backward glucose differentiation and glucose estimation
by Kalman Filter; Lee et al. [6] utilize the first and second glu-
cose derivatives and some thresholding criterion to deliver meal
boluses; and a Lagrangian interpolation polynomial is used in Har-
vey et al. [7] to compute glucose derivatives. Other techniques
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Fig. 1. Overview of the proposed meal-announcement-free artificial pancreas sys-
tem. Diagram where the main parts of the system are depicted: main controller,
super-twisting (ST)-based meal detector module and first order sliding mode
observer (FOSMO)-based rate of glucose appearance (RA) estimator. The contribu-
tions of this paper are highlighted in orange

employ the estimated rate of meal glucose appearance ( RA )
since it provides information about meal absorption dynamics. For
instance, the variable state dimension Kalman filter in [8] or the
unscented Kalman filter in [9,10].

In a previous work [11], the authors assessed the viability of
a linear disturbance observer, named generalized extended state
observer (GESO), to estimate the RA. Although performance met-
rics were near off-line estimation techniques reported in [12], the
estimation was affected by uncertainty and linearization errors.
Therefore, a nonlinear observer approach is studied in this paper.

Sliding mode observers (SMO) exhibit inherent robustness
properties to certain disturbances [13]. SMO  can reconstruct dis-
turbances by means of the equivalent output injection term [14]
and they are suitable for robust residual generator [15]. This work
exploits those applications to build to remove the meal announce-
ment. On the one hand, an estimation of the RA is obtained via
a first order sliding mode observer (FOSMO). On the other hand,
a meal detector algorithm is proposed based on a super-twisting
observer (ST) to detect the faults (meals). Finally, the meal detec-
tor algorithm and the RA estimation are fed to a bolusing algorithm
aimed at reducing time in hyperglycemia without increasing hypo-
glycemia events regarding the hybrid counterpart. In all cases the
Sliding Mode Reference Conditioning-augmented Insulin Feedback
(SMRC-IFB) controller, assessed in [16], is used.

The paper is organized as follows. In Section 2, each module con-
forming the meal-announcement-free artificial pancreas and the
conditions for the validation tests are detailed. In Section 3, the
results of each comparative analysis are drawn. Finally, Section 4
closes the paper and considers some future research.

2. Materials and methods

2.1. System structure

The proposed system consists of four modules (see Fig. 1): 1)
the main controller based on the SMRC-IFB assessed in [16], 2) a
RA estimator based on a FOSMO; 3) a ST-based residual generator
meal detector and 4) the bolusing algorithm. In the following sec-
tions, a description of each module as well as, the design model, are
presented.

2.2. Design model

The Identifiable Virtual Patient (IVP) model [17] is selected to
design the main controller and the RA estimator since it is a tradeoff

Table 1
Parameters of the IVP model resulted from the two-step optimization.

Parameter Value Units

�1 82.82 min
�2 21.43 min
p2 1.549·10-2 min-1

SI 6.923·10-4 (2.414·10-4) mL/  �U/min
GEZI 3.0300·10-8 min-1

EGP 1.4880 mg/dL/min
CI 1116.1250 mL/min

Identified parameters for the IVP model in (1). The insulin sensitivity (SI) is expressed
as  mean (SD).

option between Bergman’s model [18] and Hovorka’s model [19] in
terms of accuracy and complexity. Its equations are⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

İSC (t) = −1/�1 ISC (t) + 1/�1 uAP/CI

İP (t) = −1/�2 IP (t) + 1/�2 ISC (t)

İEFF (t) = −p2IEFF (t) + p2SIIP (t)

Ġ (t) = − (GEZI + IEFF (t))G (t) + EGP + RA (t)

, (1)

where ISC (t) and IP (t) are subcutaneous and plasma insulin concen-
tration (�U/mL), respectively; IEFF (t) is insulin effect in lowering
glucose (min-1) and G (t) is plasma glucose concentration (mg/dL).
uAP (t) is the exogenous subcutaneous insulin infusion (�U/min)
and RA (t) is the rate of glucose appearance (mg/dL/min). Finally,
�1 and �2 are pharmacokinetic time constants (min), p2 is the
kinetic rate for insulin action (min-1), SI is the insulin sensitivity
(mL/�U/min), GEZI is glucose effectiveness at zero insulin (min-1),
EGP is the hepatic glucose production (mg/dL/min) and CI is the
insulin clearance (mL/min).

Model (1) was identified for the average adult in the University
of Virginia and Padova (UVa-Padova) simulator [20], under a 2-day
scenario with 3 daily meals which considers hyperglycemia, hypo-
glycemia and normoglycemia conditions. Resulting parameters �1,
�2, p2, CI , GEZI and EGP were used as population values for the
design of the proposed system, whereas insulin sensitivity, SI , was
individualized for each subject in the study cohort. Remark that,
the approach of individualizing only the insulin sensitivity (i.e. the
model gain) is commonly addressed in the literature to personalize
control-oriented models, see for example [21]. The identification
procedure is based on the two-step approach in [17] to reduce the
estimation error in the insulin pharmacokinetic parameters (�1, �2
y CI) for the average patient: first, insulin subsystem parameters
were estimated by minimizing the root mean squared error (RMSE)
between the estimated plasma insulin and the real value computed
by the simulator. The second step minimizes the RMSE between the
estimated glucose measurement and the real glucose computed by
the simulator to estimate p2, GEZI, EGP and SI while insulin phar-
macokinetic parameters were kept fixed according to the first step.
Note that RA(t) was generated by UVA-Padova simulator in this step.
Remark that the above procedure, although improving identifica-
tion for the average patient, is not a guarantee of a better estimation
for other patients when the average model is used as population
model for algorithms design.

The identified parameters (see Table 1), are in the range of other
results in the literature [17]. Further, the goodness of fit is 84.99%
for G(t) and 98.63% for Ip (t).

2.3. Main controller

The SMRC-IFB control consists of a PD controller and two insulin
limitation layers (see Fig. 2), Sliding Mode Reference Conditioning
(SMRC) and Insulin Feedback (IFB), which constrain PD insulin infu-
sion depending on insulin-on-board estimation (̂IOB) and plasma
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Fig. 2. Diagram of the main controller. The modules of the main controller are shown
here: PD controller, Sliding mode reference conditioning and Insulin feedback. Gm ,
Gr and Grf denote the measured glucose, the glucose set-point and the filtered set-
point respectively. � and �̂Ip are the gain and the deviation of the estimated plasma
insulin with respect to the basal used in the insulin feedback. w is the discontinuous
control action triggered by the switching function �SM to constrain the estimated
insulin-on-board (̂IOB) to the upper bound IOB.

insulin estimation (̂IP), respectively. For completeness, the basics
of this controller are described below:

2.3.1. Proportional derivative controller
The PD controller reads as

uPD (t) = Kp
(
Gm(t) − Grf (t)

)
+ KpTdĠm(t) (2)

where Gm(t) is the measured glucose, Kp is the proportional gain
tuned with the 1500-rule [22] and Td is the derivative time set to
60 min.

2.3.2. Sliding mode reference conditioning
The SMRC [23] modulates the PD glucose set-point such that

ÎOB(t) remains bounded by the upper IOB limit, IOB(t), which could
be time-variant, although in this work it will be considered con-
stant. The SMRC forces the sliding manifold ˙:=

{
x (t)

∣∣ ÎOB(t) −
IOB(t) ≤ 0} to be attractive to the system state x(t), despite the
presence of disturbances, by the discontinuous law

w (t) =
{
W+, if �SM (t) > 0

0 , otherwise
(3)

where W+ is the upper value of w (t) with a nominal value of
350 mg/dL. �SM is the sliding function given by

�SM (t) :=̂IOB (t) − IOB (t) +
l−1∑
i=1

�i
(̂
IOB(t)(i) − IOB(t)(i)

)
(4)

with l the relative degree between ÎOB (t) and w (t), �i are the
constant gains and superscripts (i) denote the i-th derivatives.

Additionally, the estimated IOB is considered as the subcuta-
neous insulin in (1), i.e.,  IOB(t):=ISC (t) .

Furthermore, the first order filter

Ġrf (t) = −�rf Grf (t) + �rf (Gr(t) + w (t)) (5)

ensures that all the signals are smooth in the control loop. In
(5) Grf is the filtered glucose set-point, Gr (t) is the original glucose
target (Gr (t) = 100 mg/dL)  and �rf is the filter rate constant which
is tuned to 0.1 min-1.

Note that, from (3) and (4) it results that l = 2, so only �1 (
�1 = 10 min[16]) needs to be tuned in (4). Further, the IOB is indi-

vidualized by applying a 35% increment with respect to the basal
IOB for each subject.

2.3.3. Insulin Feedback
The IFB in [24] mimics the auto-inhibition of endogenous insulin

production by the beta cells with

uIFB (t) = uAP (t) − �
(
ÎP (t) − Î∗P (t)

)
= uAP (t) − ��ÎP (t) (6)

where � is the controller gain (� = 0.42 L/min)  and Î∗P is the esti-
mated plasma insulin in basal conditions. Unlike in [25], here, the
deviation regarding the plasma insulin is employed, to avoid retun-
ing the PD for keeping the steady state conditions of the PD without
IFB.

Finally, ÎP (t) and Î∗P (t) are calculated with the first two equa-
tions in (1), although only the basal insulin rate is considered as
insulin infusion to compute Î∗P (t).

2.4. First order sliding mode-based rate of glucose appearance
estimation

2.4.1. First order sliding mode observer
The FOSMO is used to reconstruct the disturbance RA. In [13] a

FOSMO is designed for a nonlinear perturbed system given in the
following form⎧⎪⎨
⎪⎩
ẋ1 (t) = A11x1 (t) + A12x2 (t) + �1 (x, u)

ẋ2 (t) = A21x1 (t) + A22x2 (t) + �2 (x, u) + D2f (y, u, t)

y (t) = C2x2 (t)

(7)

where the disturbance term f ( · ) ∈ R
q only affects the measured

output y(t) ∈ R
p. In (7) u (t) ∈ R

m are the known inputs, whereas
the system state is x (t) := col (x1 (t) , x2 (t)) ∈ R

n with x2 the last p
components of x (t).  � (x, u, t) = col (�1, �2) is the known nonlinear
term which is considered Lipschitzian with respect to x (t) with
L� the Lipschitz constant. Finally, A11, A12, D2 and C2 are system
matrices with proper dimensions.

To design the FOSMO, the following transformation is applied,

T =
[

In−p L

0p x (n−p) Ip

]
L =

[
L0 0(n−p) x q

]
(8)

where. Oixj . denotes a matrix of zeros with dimension i x j, Ii
denotes the identity matrix of dimension i and L0 ∈ R(n−p)x(p−q).
However, since the IVP model in (1) has the same number of mea-
sured outputs than disturbances, L0 is undefined and therefore, = I4.
Consequently, IVP model is already expressed in the form of (7)
with x (t) = [ISC (t) , IP (t) , IEFF (t) , G (t)]T and f (t) := RA (t) for the
system matrices

�1 (t) =

⎡
⎢⎢⎣
u (t)
�1CI

0

0

⎤
⎥⎥⎦ �2 (t) = EGP − G (t) IEFF (t)

A11 =

⎡
⎢⎢⎣

−1/�1 0 0

1⁄�2 −1⁄�2 0

0 p2SI −p2

⎤
⎥⎥⎦ A12 =

⎡
⎢⎣

0

0

0

⎤
⎥⎦

A21 =
[

0 0 0
]

A22 = −GEZI

D2 = 1 C2 = 1

(9)
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Table  2
Performance metrics in the rate of glucose appearance estimation.

FOSMO GESO P-Value

RMSE (mg/min) 1.060(0.448) 0.939[0.836, 1.111] 1.220(0.492) 1.177[0.879, 1.310] 1.3724·10-4

AUCr breakfast 1.081(0.625) 0.990[0.617, 1.475] 1.183(0.761) 1.175[0.529, 1.685] 1.3539·10-5 0.1937 3.8250·10-5

AUCr lunch 1.168(0.570) 1.067[0.747, 1.517] 1.225(0.670) 1.128[0.791, 1.714] 3.3385·10-4 1.1305·10-5 1.1963·10-8

AUCr dinner 1.217(0.552) 1.123[0.850, 1.498] 1.365(0.808) 1.319[0.818, 1.863] 4.9558·10-7 1.6734·10-10 5.0299·10-14

Comparison of the first order sliding mode observer (FOSMO) and the generalized extended state observer (GESO) in the estimation of the rate of glucose appearance (RA).
Assessed metrics, expressed as mean (SD) and median [25th percentile, 75th percentile], are the root mean squared error (RMSE) of the RA and the ratio between the area
under  the curve of the estimated RA and its real value (AUCr) for each meal. In the P-Value column, first value is the result of the paired comparison between FOSMO and
GESO.  The second and third values check if mean or median of AUCr could be considered 1 for the FOSMO and GESO, respectively.

Hence, for the system (7), the FOSMO proposed in [13] is given
by⎧⎪⎪⎨
⎪⎪⎩

¨̂x1 (t) = A11x̂1 (t) + �1
(
x̂, u

)
˙̂x2 (t) = A22x̂2 (t) + �2

(
x̂, u

)
− K

(
x2 − x̂2

)
ŷ (t) = x̂2 (t)

+ v (t) , (10)

where x̂ (t) :=col(̂x1(t), x̂2(t)) and v(t) is the discontinuous
term which allows the state error (e1 (t) :=x1 (t) − x̂1 (t) ∈
R

3, ey (t) := x2 (t) − x̂2 (t) ∈ R) to reach the sliding surface
S:={(e1(t), ey(t))|ey(t) = 0} and to remain there hereafter. This
term is defined by,

v(t):=� ( · ) sign
(
ey (t)

)
(11)

with K and �( · ), respectively, the gain and the scalar function
to be tuned such that the following conditions are satisfied [13] :

K must guarantee the stability of

[
A11 0
0 C2A22C

−1
2 + C2K

]
.

For e1(t) to be asymptotically stable in S the inequality AT11P +
PA11 + εPPT + 1

ε1
L2
�1
I + ε2P ≤ 0 must be hold with ε1 and ε2 posi-

tive constants, P the positive definite matrix used in the Lyapunov
function V := eT1Pe1 and L�1

the Lipschitz constant of �1.
ey(t) and e1(t) are driven to S if � ( · ) ≥ L�̂w (t) + 
 ( · ) + �

where � is a positive constant and ŵ(t) is the solution to ˙ŵ (t) =
−0.5ε2 ŵ(t).

In above conditions, 
( · ) is the upper-bound value of the distur-
bance. Since this value is unavailable, an approximation is obtained
by computing the maximum of the following dynamic model of the
RA(t) in [17]

RA (t) = CH
VG�

2
m

t · exp
(
−t/�m

)
(12)

where CH are the ingested carbohydrates (mg), VG is the glucose
distribution volume (dL) and �m the peak time of glucose appear-
ance (min). To determine those parameters a realistic worst-case
scenario is considered: a large meal of CH = 1.2 · 105mg with a fast
absorption peak (�m = 47 min, chosen from Table 2 in [17]). VG is
selected from the average adult model in the UVa-Padova simula-
tor.

2.4.2. Rate of glucose appearance estimation
The disturbance reconstruction is based on the concept of equiv-

alent output error injection term veq(t), i.e.,  the average effect of the
high-frequency switching action v(t) which maintains error trajec-
tories in S [13].

Remind that, once the sliding surface is reached, ey(t) = ėy(t) = 0
and e1(t) → 0 (see Proposition 3.2 and 3.3 in [13]). As a result, the
disturbance f ( · ) :=RA can be reconstructed form the output error
dynamic as

veq(t) → f (y, u, t) (13)

where an estimation of veq, v̂eq, is computed by filtering the switch-
ing term with the first order filter with constant time �f (�f = 5 min),

�f ˙̂veq(t) = −̂veq(t) + v(t) (14)

Then, the estimated RA will be: R̂A (t) :=̂f (t) → v̂eq.

2.4.3. Implicit discretization
Explicit discretization methods lead to numerical chattering

[26], which is characterized by a zig-zag behavior of the state vari-
ables around the sliding surface. This limit cycle occurs because
the single-valued sign function changes its value in every iteration.
Acary et al. [27] address this problem by applying the multivalued
sign function signm

signm (a) =

⎧⎨
⎩

1 if a > 0

−1 if a < 0

[−1, 1] if a = 0

(15)

The implicit discretization of (10) applied to the IVP model reads
as⎧⎪⎨
⎪⎩
x̂1 (k + 1) = (I3 + dtA11) x̂1 (k) + dt�1

(
x̂, u

)
x̂2 (k + 1) = (1 + dtA22) x̂2 (k) + dt�2

(
x̂, u

)
−dtK

(
y (k) − x̂2 (k)

)
+ dt v (k + 1)

(16)

where dt is the sample time, k denotes the iteration and v(k + 1) is
defined by the ensuing set-valued relation

v (k + 1) ∈ � ( · ) sgnm
(
ey (k + 1)

)
(17)

To calculate a causal expression for v(k + 1), two properties of
convex sets are considered [28]:

• The inverse function of the multivalued sign function b ∈
signm(a) is defined as

b ∈ sgnm (a) ↔ a ∈ N[−1,1]

with N[−1,1](b) the normal cone onto the convex set [−1, 1] at
point b.

For a symmetric positive definite matrix M ∈ R
r x r and a closed,

convex and non-empty set C ⊆ R
r then

M (b − a) ∈ −NC (b) ↔ b = proj(C; a) (18)

where proj(C; a) is the Euclidean projection of the point a into C.
After applying the above properties, v(k + 1) is determined by

v (k + 1) = proj

([
−� ( · )C−1

2 , � ( · )C−1
2

]
;

(1 − dtGEZI + dtK)
dt

ey (k) + f̂ (k)

)
(19)

2.5. Super-twisting-based meal detector

Here, the identification of the meal onset is addressed as a fault
detection problem. Firstly, the residuals, i.e.,  the inconsistencies
between the measured glucose and the estimated glucose [29], are
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generated. Secondly, some decision rules are applied to determine
the occurrence of the meal.

2.5.1. Residuals generation
SMO  are suitable for generating residuals which are robust to

uncertainties and disturbances [15]. Specifically, ST achieves the
same performance as first order sliding mode observer in terms of
robustness against matched disturbances but alleviating the prob-
lem of chattering since the discontinuity is hidden in the derivative.
The ST algorithm reads as [30]⎧⎪⎪⎨
⎪⎪⎩

˙̃z1 (t) = z̃2 (t) − k1

∣∣z̃1 (t)
∣∣1

2 sign (z̃1 (t))

˙̃z2 (t) = F (t) − k2sign (z̃1 (t))

, (20)

where z1(t) ∈ R  and z2(t) ∈ R  are the states of ST, F (t) is the
lumped disturbance which is upper-bounded by f +; and k1 and
k2 are gains to be designed. If k1 and k2 satisfy certain conditions,
then z1(t) and ż1(t) will converge to 0 (see [30], [31] or [32] for dif-
ferent approaches) after a finite time despite the disturbance F(t).
The tuning in [31]

k1 = 1.1f + k2 = 1.5(f +)

1
2 (21)

is employed since it is a compromise option between accuracy
and fast convergence.

In the context of fault detection, z1(t):=z1(t) − ẑ1(t) is the resid-
ual between the measured signal z1(t) and its estimation ẑ1(t), and
F(t) is the fault to be detected. To detect the fault, residual must be
sensitive to (t), therefore the term f + must be fixed such that z1(t)
does not converge to 0 at certain level of F(t).

To design a residual generator for meal detection, consider the
two last equations in (1) and apply the transformation

z1 (t) := G (t)

z2 (t) := − (GEZI + IEFF (t))G (t) + EGP
(22)

which leads to the dynamic system given by{
ż1 (t) = z2 (t) + RA (t)

ż2 (t) = fz (z1, z2, uAP (t)) + pz (z1, z2)RA (t)
(23)

where fz (z1, z2, ID) and pz (z1, z2) are defined as

fz (z1, z2, ID) = p2 (EGP − z2 − GEZIz1 − SIIDz1) + z2
2/z1 − EGPz2/z1

pz (z1, z2) = (z2 − EGP)/z1
(24)

Now, let design a ST differentiator [31] for z1(t) written by,{
˙̂z1 (t) = u1 (t) + k1

∣∣z̃1 (t)
∣∣1/2

sign (z̃1 (t))

u̇1 (t) = k2 sign (z̃1 (t))
(25)

where u1(t) is an auxiliary input. Observe that the residual dynam-
ics,{

˙̃z1 (t) = z2 (t) − u1 (t) − k1

∣∣z̃1 (t)
∣∣1/2

sign (z̃1 (t)) + RA (t)

u̇1 (t) = k2 sign (z̃1 (t))
(26)

do not resemble the ST algorithm given in (20). By defining
�(t):=z2(t) − u1(t) + RA(t) the residual dynamics are transformed
into

⎧⎨
⎩

˙̃z1 (t) = �̃ (t) − k1

∣∣z̃1 (t)
∣∣1/2

sign (z̃1 (t))

˙̃� (t) = − k2 sign (z̃1 (t)) + fz (z1, z2, ID) + pz (z1, z2)RA (t) + ṘA (t)
(27)

which has the form of (20) with F (t) :=fz (z1, z2, ID) +
pz (z1, z2)RA (t) + ṘA(t). Note that F (t) depends on the disturbance
and its derivative so F (t) will have peaks at meal onset which would
exceed the term f + and consequently the residual would not be 0
anymore. However, F (t) also depends on the unmodeled dynamics
so f + must be set higher enough for unmodeled dynamics to avoid
breaking the convergence of the residuals.

2.5.2. Decision rule for diagnosis
After residual generation, some rules are applied to determine if

a new meal is detected. Specifically, a new detection is considered
if the residuals exceed a certain threshold and Gm(t) increases at
certain rate. Additionally, to avoid multiple detections triggered by
a single meal, two detections will be separated at least by a selected
time window.

2.6. Feedforward actions

2.6.1. Bolusing algorithm
The bolusing algorithm delivers a series of boluses, B(k), target-

ing postprandial control of unannounced meal. The algorithm is
described below:

First, at a positive detection, a conservative bolus is computed
as follows

B(k = 0) = ˛

ICR
+ min

(
0,
Gm − Gr
CF

)
, (28)

where ICR is the insulin-to-carbohydrate ratio (g/U) and CF is
the correction factor (mg/dL/U) of the standard open-loop ther-
apy [33]. � is the equivalent meal bolus and it is set to 8 g, after
exhaustive simulation, because this tuning would unlikely cause a
hypoglycemia within a false positive (FP) while it would serve as a
corrective bolus if this FP is due to the intrapatient variability.

Afterwards, a series of boluses is delivered. The size of these
boluses responds to the following PD-like algorithm added to a
constant �-g equivalent meal bolus:

B (k  > 0) = ˛

ICR
+ kp (Gm − Gr) + kdĠm (29)

where kp and kd are tuned as,

kp =
exp

(
t − t2ndbolus

ˇ

)
CF

kd =

⎧⎪⎨
⎪⎩
TDI

100
if Ġm ≥ 0

TDI

85
if Ġm < 0

, (30)

with t the current time (min), t2ndbolus the time corresponding
to the second bolus,  ̌ the exponential decay time constant (min-1)
and TDI the subject-individualized total daily insulin (U/day). The
exponential decay ratio is imposed to the kp to reduce hypo-
glycemia events caused by large delayed boluses. In this regard,
the asymmetric tuning of the kd allows more aggressiveness when
hypoglycemia events are more likely to happen (negative deriva-
tives). The coefficients of kd and  ̌ (set to 50 min-1) are selected
heuristically through extensive simulations.

A new bolus is delivered if the meal size corresponding to
the previous bolus has been absorbed. An approximation of the
absorbed carbohydrates is computed with the area under the curve
(AUC) of the estimated mass RA (i.e., RA · VG, mg/min) according to
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the trapezoidal rule. The meal size related to the previous bolus is
obtained by,

CH (k − 1) = B (k  − 1) · ICR (31)

where B(k − 1) is the preceding bolus.
Remark that, because of the imposed exponential decay, the

temporal separation between boluses will decrease as time goes
on, since the AUC condition will be satisfied more often. This behav-
ior at the end of the postprandial period could lead to a late insulin
over delivery. Additionally, due to uncertainties coupled to the esti-
mated RA, the condition AUC >  ̨ could be satisfied for FP cases
which would trigger a deleterious bolus leading to hypoglycemia.
For these reasons, the following conditions have been set to stop
bolusing:

• Transition from hyperglycemia to normoglycemia: Since the
bolusing algorithm targets reducing postprandial glucose excur-
sions, if once the glucose has been above 180 mg/dL, it recovers
the normoglycemia condition, then no additional bolus will be
delivered.

• Threshold on the estimated RA : When RA becomes 0 after a
detection means that meal has been absorbed, hence no addi-
tional bolus is needed. Because of uncertainties coupled to RA, a
threshold of 0.6 mg/dL/min was fixed instead of 0.

• Time window: Additional boluses are avoided if more than
150 min  have elapsed since detection time.

• Condition on glucose slope from detection point to current
time: Above conditions avoid retarded boluses in TP events but,
they might fail in FP. To be more restrictive with FPs the instant
when the slope of the line joining the glucose at detection time
and the current time goes below a threshold near 0 is considered
to stop delivering the bolus. The main assumption is that the first
bolus has a larger impact on lowering glucose in a FP than in a TP,
so the time it takes the slope to go below that threshold is less
than in a TP. As a result, the bolusing algorithm deactivates before
the AUC of the RA is large enough to deliver a second bolus.

2.6.2. Complementary feedforward action
One of the strengths of the SMRC in a hybrid closed-loop sys-

tem is that the continuous control infusion uPD(t) (see Fig. 3 in
red) becomes 0 right after a pre-meal bolus violates IOB. Nonethe-
less, if boluses are delivered later than meal consumption, as it
is the case for the proposed system, then the SMRC takes longer
to make uPD (t) = 0 (see Fig.3 in blue). That happens because,
before detecting the meal, there is no feedforward action that
helps SMRC-IFB to compensate the meal. Consequently, the uPD (t)
magnitude in the meal-announcement-free case is larger than the
meal-announcement case, so w(t) must be larger to shut off the
pump earlier. Therefore, the feedforward action consists in increas-
ing W+ (particularly, a 65% with respect to its nominal value) when
the conditions for delivering a second bolus are satisfied. W+ will
return to its nominal value, i.e.,  W+ = 350 mg/dL,  when the stop
conditions of the bolusing algorithm are held.

2.7. Tuning guidelines

Here, a brief guideline is provided to tune the main parameters
in a real implementation.

Regarding the meal detector algorithm, the larger f + is, the
lower the residuals are, so, f + should be set to the minimum value
needed for the residual to be near 0 in basal conditions In addition,
when increasing time window size, FPs will reduce in detriment
of increasing the time detection or even, decreasing sensitivity.
Moreover, the larger the residual threshold the less likely the FP
events are, but sensitivity is reduced. Finally, when increasing glu-
cose derivative threshold, the FPs will decrease at the price of a

longer delay in detection and a larger number of false negatives
(FN). Finally, concerning the bolus algorithm, a large value of  ̌ leads
to an aggressive control.

2.8. In silico validations

2.8.1. Scenarios
UVa-Padova simulator, extended with different sources of vari-

ability, was  used to configure two  scenarios for the assessment.
Scenario 1 involved the 10 adults included in the academic version
of the simulator by repeating three times every patient. i.e.,  with
different instances of random variability. It was a 14-day scenario
with 3 daily random meals of 45, 80 and 60 g at 7, 14 and 21 h,
respectively. Standard deviation for the meal time was  ± 10 min
and the coefficient of variance for the meal size was ± 20%. Each
meal had an absorption profile randomly chosen from available
meal profiles in the simulator. Meal absorption rate, carbohydrate
bioavailability and the subcutaneous insulin absorption rate varied
at each meal following a uniform distribution of ± 30%, ± 10% and ±
30%, respectively. Additionally, the insulin sensitivity was  affected
by sinusoidal circadian variations with 24-h period, random ampli-
tude according to a uniform distribution of ± 30% and random
phase [34]. Moreover, sensor errors were considered according to
the default model of the simulator.

Scenario 2 was  a 30-day scenario of 3 daily meals. The other
characteristics (meal dose, variability and noise) were configured
as in Scenario 1.

2.8.2. Performance tests
Three validations were performed in this work. Validation 1

targeted FOSMO and GESO comparison in estimating RA. It was  per-
formed under the Scenario 1 and it measured the quality of the
estimation through the RMSE between the RA and R̂A ; and the AUC
ratio for every type of meal (AUCr breakfast, AUCr lunch and AUCr
dinner). The AUC ratio denotes the quotient between the AUC of
mass R̂A and the AUC of mass RA.

Validation 2 assessed the meal detector algorithm under the
Scenario 1. The metrics used in [10] were considered:

• The number of true positives (TP) defining the number of correct
detections that the algorithm has detected in less than 120 min
from the onset of the meal.

• The number of false positives (FP) indicating a detection without
a meal. To compare the FP among dissimilar scenarios the false
positive per day (FP/day) was also reported.

• The number of false negatives (FN) occurring when the meal was
not detected in 120 min  after its consumption.

• The sensitivity is defined as the percentage of TP regarding the
total meals for each patient.

• The detection time indicating the time when a TP is detected.

Additionally, the carbohydrate content related to FN (CHOFN)
was reported. Of note, in Validations 1 and 2, the controller corre-
sponded to the SMRC-IFB without delivering boluses.

Finally, Validation 3 compared, under the Scenario 2, the
proposed meal-announcement-free automatic system (FA) with:
the main controller with missed bolus (NB), the main controller
with ideal pre-meal bolus (IB) and the main controller with mis-
estimated pre-meal bolus (MB). Noted that when meals were
announced (IB and MB)  a standard meal bolus ( Bmeal) was  delivered,
that is,

Bmeal(t) = CH · ICR · ı(t − tmeal) (32)

where tmeal is the meal time and ı( · ) is the Dirac delta. Additionally,
rescue carbohydrates were not provided in the comparison in any
case.
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Fig. 3. Effect of increasing term W+in Sliding Mode Reference Conditioning: In the hybrid system (red) the continuous infusion (left, centered plot) is shut off right after
delivering the bolus (right, centered plot). In the detected case (blue) it takes longer because insulin infusion is larger at that time. Increasing W+ (green) force the filtered
reference (bottom plot) to be higher which improves the glucose response (top plot).

The carbohydrates misestimation followed the regression curve
addressed in the Fig.3 of [35], with an uniform random variability of
30% according to the maximum error observed in the referred plot.
The standard metrics, i.e.,  %Time in Gm>180, %Time in Gm >250,
%Time in Gm >300, %Time in Gm <70, %Time in Gm <54, %Time in
range, mean glucose and L1 (Gm <70) and L2 (Gm <54) hypoglycemia
levels, were reported. Besides, the amount of carbohydrates leading
to Gm >250, as well as, the number of FP and FN leading to Gm <70
or Gm >180, respectively, also were reported. Meal detector metrics
and the RMSE of the RA were also included to compare Scenario 1
and Scenario 2 outcomes.

2.8.3. Statistical analysis
All metrics referred in this paper were expressed as mean (SD)

and median [25th percentile, 75th percentile].
For comparisons using the same scenario, paired t-test or

Wilcoxon signed-rank test were performed, depending on their
normality. When comparing metrics between Scenario 1 and Sce-
nario 2 the non-paired t-test and the Wilcoxon rank test were used,
for normal and non-normal distributions, respectively. In all cases,
the significance level was 0.05.

3. Results and discussions

3.1. Validation 1: Comparison of rate of glucose appearance
observers

Fig. 4 illustrates the estimation of the observers and the real
value of the RA computed with the UVa-Padova simulator. Either
mismatch error between UVa-Padova model and IVP model or
parameter uncertainties degrades estimation performance leading
to an underestimation of the RA and, even, to some non-physiologic
negative values. Despite that, both observers capture rightly the
meal absorption dynamics at the meal onset, although FOSMO
has lower variability. In fact, as shown in Table 2, the FOSMO
significantly reduces RMSE compared to GESO (1.060 (0.448)
mg/dL/min vs. 1.220 (0.492) mg/dL/min, p < 0.0003).Regarding AUC
ratio, Table 2 shows values near 1 for the FOSMO than it is for the
GESO in all the types of meals. Consequently, FOSMO fulfills a more

accurate estimation of the ingested carbohydrate reaching plasma
than GESO does. Nevertheless, although the AUC ratio can be con-
sidered 1 for the breakfast (p = 0.104) is significantly different to the
simulated RA for lunch (p = 1.13·10-5) and dinner (p = 1.67·10-10).

To the best of the authors’ knowledge, in the meal detector lit-
erature, only the work of [10] reports RA-related metrics: a RMSE
of 2.8 mg/dL/min for a 14-day scenario with variability in meal
absorption parameters. Beyond meal detector context, the off-line
estimator of [12] fulfills a 0.72-mg/dL/min mean RMSE for the 10
virtual patients of the UVa-Padova under a 50-g meal scenario.
Although that method improves FOSMO results, it relies on plasma
insulin measurement, therefore its applicability is limited to clinical
environments.

3.2. Validation 2: Meal detector algorithm assessment

Table 3 reports a sensitivity of 90.3 (6.8)% so the algorithm
improves the 82% achieved by [6], but, other methods in the litera-
ture enhance this metric: Ramkinssoon et al.[10] report 93 (6)% of
sensitivity in their tradeoff tuning; Xie et al [8] achieves a 91%, while
Mahmoudi et al. [36] perform 99.5%. Conversely, the proposed algo-
rithm, with a detection time of 29.4(6.8) min, outperforms the 37
(83) min  in [10], the 45 (14.4) min  in [8] and the 58.4 (18.7) in [36].
Therefore, the tradeoff is between a higher sensitivity and an ear-
lier detection of meals. Given the delay in the insulin action, in view
of triggering a feedforward action after the meal detection, a short
time detection will be desirable if FN-related meals do not have a
too high carbohydrate content and can be dealt with the feedback
controller.

Regarding FP metrics, the proposed method has an average of
1.6 (1.2) FP out of a total of 42 meal per patient and a rate of 0.1 (0.1)
FP per day. The comparison to other methods in the literature is not
straightforward given the heterogeneity in the validation scenarios.
Ramkinsoon et al [10] record 3 (3) FP and 0.2(0.5) FP per day in a 42
meal scenario with 47 (16) g of carbohydrate; Lee et al. [6] achieve
a 6.75% of FP regarding a total of 800 meals ranged from 20 g to 80 g
and Harvey et al [7] show a rate of FP per day less than 2 for a 24-h
scenario with meals of 50, 75 and 100 g.
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Fig. 4. Population plot of the estimation of the rate of glucose appearance for the 10 subjects in UVa-Padova simulator. The first order sliding mode observer (FOSMO) and the
generalized extended state observer (GESO) are compared regarding the real rate of glucose appearance obtained by the UVa-Padova simulator. Shaded areas correspond to
standard deviation values while solid lines are mean values. Remark, only the first 48 h of the simulation have been plotted for the sake of clarity.

Table 3
Meal detector performance metrics for the Validation 2.

Sensitivity (%) TP FP FN FP/day Detection time (min) CHOFN (g)

Mean 90.3 (6.8) 37.9 (2.9) 1.6 (1.2) 4.1 (2.9) 0.1 (0.1) 29.4 (6.8) 49.2 (4.2)
Median 90.5 [85.7,97.6] 38.0 [36.0,41.0] 1.0 [1.0,2.0] 4.0 [1.0,6.0] 0.1 [0.1,0.1] 30.0 [25.0,30.0] 48.3 [46.0,52.4]

Metrics are expressed as mean (SD) and median [25th percentile, 75th percentile]. Assessed metrics are: Sensitivity, TP (true positives), FP (false positives), FN (false negatives),
FP/day  (false positives per day), detection time and CHOFN (carbohydrates related to false negatives). The total number of meals per patient was 42.

Table 4
Meal detector-related metrics for Validation 3.

Sensitivity (%) FP/day Detection time (min) Min. glucose at FP (mg/dL) Max. glucose at FN (mg/dL)

Mean 92.4 (4.4) 0.1 (0.1) 28.5 (6.2) 98.2 (14.7) 202.3 (31.0)
Median 92.8 [90.0,95.6] 0.1 [0.1,0.2] 30.0 [25.0,30.0] 97.9 [91.2,110.9] 196.7 [182.7,208.7]

Metrics are expressed as mean (SD) and median [25th percentile, 75th percentile]. Assessed metrics are: Sensitivity, FP/day (false positives per day), detection time, the
minimum glucose value 90 min  after FP and the maximum glucose value 90 min  after FN. The total number of meals per patient was 90.

3.3. Validation 3: Meal-announcement-free artificial pancreas
assessment

The RMSE of RA is slightly lower than the RMSE in Table 2, but
differences are not significant (Validation 3: 1.033 (0.286) vs. Val-
idation 1: 1.060 (0.448) mg/dL/min, p = 0.6288). Additionally, the
meal detector algorithm shows a satisfactory repeatability since
either the detection time or the FP per day are close to those
obtained in Section 3.2 (see Table 4). Moreover, the apparently
improvement in sensitivity in Validation 3 does not have statistical
significance (p=0.325).

Table 5 shows that the proposed system reduces significantly all
levels of hyperglycemia (Gm>180, Gm >250 and Gm >300) regard-
ing the missed bolus case. However, time in hyperglycemia for
the proposed system is longer when comparing to either the ideal
announced case or the bolus misestimation case; although, in this
last case severe hyperglycemia is not statistically different (FA:
0.448 (0.747)% vs. MB:0.356 (1.153)%). The longer time in hyper-
glycemia is due to a still long detection time and to the need for
a conservative bolus at detection time in order to reduce hypo-Q2
glycemia events during FP occurrences. Indeed, as observed in Fig. 5
both, the missed bolus case and the proposed case, have the same
average postprandial response before the second bolus is deliv-
ered. That evidences the slow dynamics of insulin compared to
meal absorption which makes challenging the meal compensa-
tion problem. In addition, the occurrence of FN events also leads to

hyperglycemia. Nevertheless, out of 6.6 (3.8) of occurring FN only
1.4 (1.2) are directly related to hyperglycemia. That is because, the
carbohydrate content of the meals related to FN (46.3 (4.4) g) is
lower than the meal size leading to Gm >250 mg/dL (83.5 (7.2) g).

Although the proposed system tends to increase L1 and L2
hypoglycemia either in percent time or incidence, that rise is
not significative (see Table 5). Furthermore, only 0.033 (0.183)
FP events are related to hypoglycemia Among these FP, only
two events of L2 hypoglycemia are reported (49.14 mg/dL and
45.32 mg/dL) for the second and third instances of patient 7, respec-
tively. Indeed, the 25th and 75th percentiles of the minimum
measured glucose after 90 min  from detection are always above
70 mg/dL. The fact is not only because the first bolus is conserva-
tive, but it also shows the correct choice of the stop conditions to
avoid a second bolus during a FP. For example, in the 75% of all the
cases the slope condition prevents for a new bolus before 35 min
the FP occurrence.

Moreover, the proposed system significantly improves the time
in range and the glucose mean compared to the missed bolus case.
Although the ideal announced case fulfills better results in these
metrics, the more realistic case of bolus misestimation achieves a
glucose mean without significative differences regarding the pro-
posed system (MB: 144.276 (11.010) mg/dL vs. FA: 146.690(12.198)
mg/dL, p = 0.0724). Thus, in both cases, the predicted glycated
hemoglobin is similar with the advantage that the proposed system
frees the patient from the burden of carbohydrate counting.
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Table  5
Performance metrics for the comparison between the missed bolus case, the carbohydrate misestimation case, the ideal meal announced and the detected meal case.

Hybrid system with missed
bolus (NB)

Hybrid system with bolus
misestimation (MB)

Hybrid system with ideal
announced meals (IB)

Meal-announcement-free
automatic system (FA)

Mean Gm (mg/dL) 169.057 (22.409) * 160.065
[157.641,193.172]

144.276 (11.010) 141.473
[138.630,154.346]

138.970 (9.074) * 136.954
[133.937,146.519]

146.690 (12.198) 143.412
[139.815,148.091]

Gm <70 (%Time) 0.003 (0.011) 0.000
[0.000,0.000]

0.004 (0.014) 0.000
[0.000,0.000]

0.013 (0.037) 0.000
[0.000,0.000]

0.029 (0.077) 0.000
[0.000,0.000]

Gm <54 (%Time) 0.000 (0.000) 0.000
[0.000,0.000]

0.000 (0.000) 0.000
[0.000,0.000]

0.000 (0.000) 0.000
[0.000,0.000]

0.005 (0.018) 0.000
[0.000,0.000]

70≤  Gm ≤80 (%Time) 62.255 (14.463) * 67.587
[50.289,69.063]

81.349 (7.894) * 82.008
[78.785,86.262]

85.884 (6.975) * 86.939
[80.949,90.938]

77.459 (8.706) 78.958
[75.046,81.042]

Gm >180 (%Time) 37.743 (14.463) * 32.413
[30.938,49.711]

18.647 (7.893) * 17.992
[13.738,21.215]

14.103 (6.971) * 13.061
[9.063,19.051]

22.512 (8.715) 20.943
[18.958,24.954]

Gm >250 (%Time) 10.997 (8.906) * 8.328
[4.201,18.322]

2.262 (3.200) * 0.793
[0.208,3.056]

0.857 (1.936) * 0.029
[0.000,0.856]

2.730 (2.452) 2.297
[0.521,4.560]

Gm >300 (%Time) 3.036 (4.065) * 1.383
[0.035,4.479]

0.450 (1.297) 0.000
[0.000,0.266]

0.154 (0.626) * 0.000
[0.000,0.000]

0.326 (0.588) 0.029
[0.000,0.370]

No.  L1 0.033 (0.183) 0.000
[0.000,0.000]

0.067 (0.254) 0.000
[0.000,0.000]

0.167 (0.461) 0.000
[0.000,0.000]

0.300 (0.702) 0.000
[0.000,0.000]

No.  L2 0.000 (0.000) 0.000
[0.000,0.000]

0.000 (0.000) 0.000
[0.000,0.000]

0.000 (0.000) 0.000
[0.000,0.000]

0.067 (0.254) 0.000
[0.000,0.000]

Mean  CHO for Gm >250 (g) 78.540 (6.162) * 77.676
[72.560,82.769]

86.382 (5.273) * 86.651
[83.976,89.917]

83.600 (7.830) 86.250
[79.250,88.550]

83.674 (4.862) 83.778
[80.774,86.942]

Metrics are expressed as mean (SD) and median [25th percentile, 75th percentile]. An asterisk indicates statistical significance (p < 0.05) with respect to the detected meal
case  using paired t-test or signed-rank test depending on the normality. Notation: Gm is the measured glucose (mg/dL), CHO are the ingested amount of carbohydrates and
L1  and L2 denote the incidence of level 1 hypoglycemia (Gm<70 mg/dL) and level 2 hypoglycemia (Gm<54 mg/dL), respectively.

Fig. 5. Validation plot of the proposed system. Comparison of the hybrid system without boluses (red), the hybrid system with carbohydrate misestimation (blue), the hybrid
system  with ideal bolus (green) and the prosed system (magenta). Shaded areas correspond to standard deviation values while solid lines are mean values. Remark, only the
first  48 h of the simulation have been plotted for the sake of clarity.

Finally, several methods in literature have addressed the design
of a meal-announcement-free artificial pancreas system. Lee et al
[6] remove the L2 hypoglycemia, although the time in L1 hypo-
glycemia is higher than in the proposed algorithm. The algorithm
suggested in [9] avoids hyperglycemia events and offers more than
90% in time in range. However, no source of variability seems to be
added in the simulation. Finally, the results in [7] are comparable
with the proposed system in terms of time in Gm >180 ([7]:25% vs.
FA: 22.51%) and time in Gm >250 ([7]:4.7% vs. FA:2.73%) in a 3-meal
scenario.

4. Conclusions

The design of a meal-announcement-free artificial pancreas has
been addressed in this work by exploiting the strengths of sliding
mode observers in dealing with disturbances. The proposed system

includes a first order sliding mode observer to estimate the rate of
glucose appearance, a super-twisting-based residual generator to
detect meals and a bolusing algorithm based on a PD-like algorithm
to deliver boluses according to the area under the curve of the rate
of glucose appearance once meals are detected.

Three in silico validations have been performed to assess the
proposed system. First validation has proved that the first order
sliding mode observer outperforms our previous linear approach
in the estimation of the rate of glucose appearance. In the sec-
ond validation, the proposed meal detector has shown a slightly
reduction in detection time with respect to other methods in the
literature. The final validation has concluded that the complete sys-
tem has intermediate outcomes between the hybrid system with
bolus misestimation and the hybrid system with missed bolus: it
manages to significantly reduce the time in hyperglycemia regard-
ing the missed bolus case without increasing hypoglycemia, but
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this reduction is not enough to be comparable with the hybrid sys-
tem with carbohydrate misestimation due to a still long detection
time and the slow absorption of insulin comparing to meals.

Future work should focus on making less conservative the bolus-
ing algorithm to reduce the postprandial glucose excursions. To
reach that goal, major efforts should be done to reduce the effect of
uncertainties in either the estimation of the rate of glucose appear-
ance or the residuals to achieve a better estimation of the absorbed
carbohydrates and to decrease the false positives, respectively.
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